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Abstract

The neutron electric form factor, Gn
E, is extracted for the first time at Q2 = 1

(GeV/c)2 from polarized 3−→He(−→e , e′) measurements in Hall A at Jefferson Lab. By get-

ting the ratio of asymmetries in longitudinal and transverse quasi-elastic 3−→He(−→e , e′),

the electric and magnetic contributions can be seperated. The proton and neutron

contributions to the 3He quasi-elastic response functions are calculated in PWIA by

Salme’ et al., and the neutron electric form factor can be extracted. This method of

inclusive scattering becomes feasible for the first time due to the falloff of the other

form factors at high Q2 while Gn
E keeps increasing in units of the dipole form factor.

Approximately 20% uncertainty is achieved in the extraction largely contributed by

the statistical uncertainties from 3 days of data-taking. All aspects of the measure-

ment will be discussed in this thesis including theoretical model, experiment setup

and the details in the analysis.
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Chapter 1

Physics Motivation

1.1 Introduction

The electromagnetic form factors are very interesting topics from both theoretical

and experimental perspectives. Historically, the neutron was considered a point-like

particle until the measurement of its magnetic moment. It was found that protons

and neutrons have magnetic moments different from point-like spin 1/2 particles. The

magnetic moment µ of a point-like spin 1/2 particle is

µ = g(
e

2m
)
h̄

2
(1.1)

where g is the the g-factor with its value close to 2 for a spin 1/2 particle, e and m

are the charge and mass of the particle, respectively, and h̄ is the Planck’s constant

divided by 2π.
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Experiments determined that the proton magnetic moment is µp = 2.79µN and the

neutron magnetic moment is µn = −1.91µN . Here, µN = eh̄
2Mp

is the nuclear magneton.

µp and µn are different from the classically predicted µN or 0, demonstrating that

protons and neutrons are not point-like particles.

Electric and magnetic form factors GE and GM are used to describe the nucleon

structure, in that they are closely related to the charge and magnetic moment dis-

tributions of a nucleon. GE and GM can be approximately considered as the Fourier

transforms of the nucleon charge and magnetization densities when the 4-momentum

transfer square Q2 is much lower than the mass of the pion squared. Quantum Chro-

modynamics (QCD) can make rigorous predictions of the values of GE and GM at

large Q2, but it becomes problematic in the low Q2 regime. Phenomenological models

were developed to describe the data in the low energy regime.

For decades experimentalists have been actively measuring GE and GM of the

proton and neutron using various methods. Of the all 4 nucleon form factors: Gp
M ,

Gn
M , Gn

E and Gp
E, the measurement of Gn

E is the most difficult due to its small value

and the non-existance of free neutrons in nature. Previous methods of measuring Gn
E

include the Rosenbluth separation and semi-inclusive neutron tagging (e.g. A(e, e′n)).

Quasi-elastic inclusive measurements of the neutron electric form factor Gn
E have been

tried before but they yielded uncertaintiess comparable to the extracted quantity.

The experiment described in this dissertation used the unprecedented method of

a quasi-elastic inclusive 3 ~He(~e, e′) measurement to extract Gn
E at Q2=0.95 (GeV/c)2.
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Reasonable results were obtained within the theoretical model of the Plane Wave

Impulse Approximation (PWIA). This measurement was parasitic on Jefferson Lab

experiment E05102, running between April 2009 and June 2009. The extraction

within PWIA is based on the calculation by G. Salme’ et al. [4]. With meaningful

physical quantities extracted a new method is discovered for future measurements.

1.2 Theoretical Background

1.2.1 Unpolarized Scattering Amplitude, Rosenbluth Formula

Following Quarks & Leptons by F. Halzen and A.D. Martin [5], the electron current

density jµ can be expressed as

jµ = −eψγµψ (1.2)

where ψ is the wave function of the electron. The easiest case is e-e scattering, or

Möller scattering, shown in fig 1.1.

The transistion amplitude written in terms of the electromagnetic current is

Tfi = −i
∫

j1
µ(x)(

1

q2
)jµ

2 (x)d4x (1.3)

where q = pA − pC is the 4-momentum transfer.

When it comes to nucleons, with their internal structure, the current density can

no longer be written as eq. (1.2), which is the current density of a point-like particle.
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Figure 1.1: Feynman diagram of Möller scattering. Incoming electrons are A and B and outgoing
electrons are C and D.

Instead, the Lorentz invariant current is

Jµ = ψ
[

F1(q
2)γµ +

κ

2M
F2(q

2)iσµνqν

]

ψ (1.4)

where κ is the anomalous magnetic moment, σµν = i
2
(γµγν −γνγµ), M is the mass of

the nucleon, F1 and F2 are independent form factors, and the transistion amplitude



5

is defined as

Tfi = −i
∫

j1
µ(x)(

1

q2
)Jµ

2 (x)d4x. (1.5)

F1 and F2 are called the Dirac and Pauli form factors, respectively. When q

approaches 0, the form factors behave as

F p
1 (q2 = 0) = 1, F n

1 (q2 = 0) = 0 (1.6)

F p
2 (q2 = 0) = 1, F n

2 (q2 = 0) = 1 (1.7)

With such nucleon currents the differential cross section for electron-nucleon scat-

tering can be written as

dσ

dΩ

∣

∣

∣

∣

lab

=
α2

4E2 sin4 θ
2

E ′

E

[(

F 2
1 − κ2q2

4M2
F 2

2

)

cos2 θ

2
− q2

2M2
(F1 + κF2)

2 sin2 θ

2

]

(1.8)

where θ is the electron scattering angle. E and E ′ are the incoming and outgoing elec-

tron energy, respectively. Eq (1.8) is called the Rosenbluth formula, based on which

Rosenbluth separation method is used in form factor measurements, as mentioned in

the section 1.3.1. One can denote the point-like particle scattering cross section as

the Mott cross section dσ
dΩ
|Mott, e.g., e − e scattering cross section, and calculation

gives:

dσ

dΩ

∣

∣

∣

∣

Mott

=
α2

4E2 sin4 θ
2

(1.9)

Electromagnetic Sachs form factors, GE and GM , are linear combinations of F1
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and F2:

GE = F1 +
κ2q2

4M2
F2 (1.10)

GM = F1 + κF2 (1.11)

The new form factors allow the Rosenbluth equation (1.12) to be written as

dσ

dΩ

∣

∣

∣

∣

lab

=
dσ

dΩ

∣

∣

∣

∣

Mott

E ′

E

[

G2
E + τG2

M

1 + τ
+ 2τG2

M tan2 θ

2

]

(1.12)

where

τ = −q2/4M2 = Q2/4M2 (1.13)

and the four-momentum transfer square is defined as Q2 = −q2 = −qµqµ.

Equation (1.12) allows the experimental separation of GE and GM by changing θ,

the electron scattering angle, while keeping Q2 constant, and measuring the change

in cross section.

1.2.2 Polarized Scattering Amplitude

General Formulism of Asymmetry

When the target nucleon and the incident electron are both polarized, the polarization

interference changes the cross section by a few percent typically. Donnelly and Raskin

[6][7] developed the formalism for the double-polarization cross section. In the Born

approximation, the polarized cross section is the sum of the unpolarized part Σ and
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the polarized part ∆. The total helicity-dependent cross section can therefore be

written as

σ = Σ + h∆ (1.14)

where h = ±1 indicates the electron helicity.

The asymmetry in the cross sections is defined as

A =
σ+ − σ−
σ+ + σ−

=
∆

Σ
(1.15)

where the denominator is given by

Σ = σMott(vLRL + vTRT ) (1.16)

and the numerator is given by

∆ = −σMott(cos θ∗vT ′RT ′ + sin θ∗ cosφ∗vTL′RTL′) (1.17)

Here θ∗ and φ∗ are the azimuthal and polar angles of the target polarization vector

with respect to the direction of the three-momentum transfer −→q , as shown in fig 1.2.

The R’s are nuclear response functions and the v’s are kinematics factors defined as:

vL =
Q4

|−→q |4 (1.18)
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vT =
1

2

Q2

|−→q |2 tan2 θ

2
(1.19)

vT ′ = tan
θ

2

√

Q2

|−→q |2 + tan2 θ

2
(1.20)

vTL′ = − 1√
2

Q2

|−→q |2 tan
θ

2
. (1.21)

Figure 1.2: e-N scattering; target spin direction is with respect to ~q and the scattering plane.

Thus, the asymmetry can be expressed as

A =
∆

Σ
= −cos θ∗vT ′RT ′ + sin θ∗ cosφ∗vTL′RTL′

vLRL + vTRT

(1.22)

Equation (1.22) applies to composite nuclei as well as individual nucleons. When

θ∗ = 0, the target spin is parallel to −→q . The term with RTL′ vanishes, leaving

only RT ′ term. The corresponding asymmetry is called the transverse asymmetry,

or AT ′ . When θ∗ = ±π/2, the target spin is perpendicular to −→q . The term with

RT ′ vanishes, leaving only RTL′ term. The corresponding asymmetry is called the
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transverse-longitudinal asymmetry, or ATL′ .

Nucleon Response Functions

Single nucleon response functions can be written as functions of form factors GE and

GM

RL = (1 + τ)G2
E (1.23)

RT = 2τG2
M (1.24)

RT ′ = 2τG2
M (1.25)

RTL′ = 2
√

2τ(1 + τ)GMGE (1.26)

where τ is defined in eq. (1.13).

Hence, eq. (1.22) can be written as [7]

A =
∆

Σ
= −cos θ∗vT ′2τG2

M + sin θ∗ cosφ∗vTL′2
√

2τ(1 + τ)GMGE

vL(1 + τ)G2
E + vT 2τG2

M

(1.27)

Nuclei response functions can have forms similar to those of nucleons by replac-

ing the nuclear mass and nuclear form factors by the nucleon masses and form fac-

tors. However, it is more complicated to express nuclear response functions as simple

combinations of nucleon form factors, due to the lack of precise calculation of the

Nucleon-Nucleon interaction.
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1.3 Previous Gn
E Measurements

1.3.1 Rosenbluth Separation

By eq. (1.12) experimentalists can vary the beam energy and electron scattering angle

θ to keep Q2 constant, and by measuring the change of the cross section as a function

of θ, they can extract the electromagnetic form factors. Equation (1.12) can be

written as eq. (1.28):

dσ

dΩ
=
dσ

dΩ

∣

∣

∣

∣

Mott

(

A(Q2) +B(Q2) tan2 θ

2

)

(1.28)

where A(Q2) and B(Q2) are combinations of proton and neutron electromagnetic

form factors.

An early experiment was performed at DESY in 1971 on a deuteron target [8]. A

fit was performed to the results of this experiment, which is the well-known Galster

parameterization:

Gn
E(Q2) = − µnτ

1 + 5.6τ
GD(Q2) (1.29)

where µn is the neutron magnetic moment and τ is defined in eq. (1.13). The dipole

form factor GD(Q2) takes the form

GD(Q2) =
1

(

1 + Q2

Λ2

)2 (1.30)
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with Λ2 = 0.71 (GeV/c)2.

Platchkov improved the experiment at 0.4 < Q2 < 18fm−2 (197.327 MeV =

fm−1) with estimated statistical accuracy between 2-6% [1]. However, the model-

dependence (such as relativistic effects, meson exchange currents, and the deuteron

wave-function) amplifies the final error to 20%. Results of this measurement are

shown in fig. 1.3.

Figure 1.3: A measurement of Gn
E on a deuteron target by Platchkov et al. [1]. The symbols and the

solid line represent the results of an analysis based upon the Paris potential, where squares, circles,
triangles, and diamonds correpsond to beam energies of 200, 300, 500, and 650 MeV, respectively.

The Rosenbluth separation is very useful at lower values ofQ2 (i.e.,Q2 < 1(GeV/c)2).

At large Q2 the magnetic contribution dominates both A(Q2) and B(Q2) so it be-

comes difficult to isolate Gn
E using only measurements of the cross section.
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1.3.2 Polarization Transfer

The polarization of a recoiled nucleon produced by a longitudinal polarized electron

beam can be expressed as [9],

I0Px = −2
√

τ(1 + τ)GEGM tan(θ/2) (1.31)

I0Pz =
Ebeam + Ee′

M

√

τ(1 + τ)G2
M tan2(θ/2) (1.32)

where Px is the polarization component perpendicular to the momentum transfer in

the scattering plane, Pz is the polarization component along the momentum transfer.

τ is defined in eq (1.13). M is the mass of the nucleon, θ is the scattering angle of the

electron, Ebeam is the initial energy of the beam, and Ee′ is the energy of the scattered

electron.. I0 =
(

A(Q2) +B(Q2) tan2 θ
2

)

as in eq (1.28).

In the one-photon-exchange approximation Px = Pz = 0 unless the beam is po-

larized. Hence, the ratio of GE/GM can be obtained by

GE

GM

= −Px

Pz

Ebeam + Ee′

2M
tan(θ/2) (1.33)

Since GM is more precisely obtained by other measurements, Gn
E can be extracted

from this ratio.

The first measurement by this means was done by Eden et al. [10] for d(−→e , e−→n )p

at Q2 = 0.255 (GeV/c)2. The result was Gn
E = 0.066 ± 0.036 ± 0.009, where the



13

uncertainties are separated into statistical and systematic. While the statistical un-

certainties dominated in this measurement, this measurement showed the feasibility

of high-precision measurements at the MIT-Bates laboratory or at JLab by improving

the statistics.

1.3.3 Semi-inclusive 3 ~He(~e, e′n)

This method is represented by eq. (1.22) or eq. (1.27). The asymmetry in the cross sec-

tions of 3 ~He(~e, e′n) with opposite beam helicity states is bigger than that of 3 ~He(~e, e′),

due to the fact that the neutron is tagged and the two protons have the opposite spin

in the S wave component of the 3He nucleus. Thus, the relative error is decreased.

This semi-inclusive method avoids the complication of the proton contribution in the

3He response functions, whereas it needs additional work on the neutron detector.

The extraction of Gn
E by the semi-inclusive method is based on the Plane-Wave

Impulse Approximation (PWIA), which will be elaborated on in the last chapter.

PWIA treats reacting nucleons as ”quasi-free” in interaction with spectator nucle-

ons. Research has shown evidence [11] that spin-dependent final-state interactions

(FSI) and Meson Exchange Currents (MEC) become diminishing small for Q2 > 0.3

(GeV/c)2.

The first measurement of semi-inclusive 3 ~He(~e, e′n) was made at Mainz by Meyer-

hoff et al. [12]. At Q2 = 0.31 (GeV/c)2, they found Gn
E = 0.035±0.012±0.005. Later

improved experiments were performed at higher Q2 and uncertaintiess were reduced.
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The most advanced semi-inclusive measurement of Gn
E at JLab was done in experi-

ment E02013 in which Riordan et al. [13] measured Gn
E at 1.72(GeV/c)2 < Q2 < 3.41

(GeV/c)2 and got the results shown in table 1.1.

Table 1.1: Measurements 3 ~He(~e, e′n) by Riordan et al. at JLab. The form factor
ratio gn = µnG

n
E/G

n
M

Q2 (GeV/c)2 gn ± stat± syst Gn
E ± stat± syst

1.72 0.273 ± 0.020 ± 0.030 0.0236 ± 0.0017 ± 0.0026
2.48 0.412 ± 0.048 ± 0.036 0.0208 ± 0.0024 ± 0.0019
3.41 0.496 ± 0.067 ± 0.046 0.0147 ± 0.0020 ± 0.0014

1.3.4 Inclusive 3 ~He(~e, e′)

The measurement of Gn
E by inclusive 3 ~He(~e, e′) has so far been the most difficult one

due to the lack of theoretical calculations and its narrow useful kinematic range. A

3He nucleus contains 2 protons and a neutron. The Nucleon-Nucleon potential theory

predicts that the ground-state 3He wave-function is dominated by the spatically sym-

metric S-state (≈88%) with small admixtures of D-state (≈12%), mixed-symmetry

S’-state (≈1.5%), and more complicated configurations (fig. 1.4). The spins of the 2

protons cancel each other in the S-state, leaving the neutron spin to stand out and

3He to be an effective neutron target. Theoretical work with different models and

approximations has been performed to calculate the proton contribution to the po-

larization of the 3He nucleus. Averaging over available calculations [14] gives nucleon
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polarizations in 3 ~He of Pn = 0.86 ± 0.02 for neutrons and Pp = −0.028 ± 0.004 for

protons, with the remainder of the spin residing in the orbital motion.

Blankleider and Woloshyn [15] calculated the spin-dependent momentum distribu-

tion of the nucleons in a 3He nucleus using the closure approximation and a Faddeev

wave-function based upon a separable expansion of the Reid soft-core potential. Based

on this calculation the first inclusive 3 ~He(~e, e′) measurement was done at the MIT-

Bates laboratory by C.E. Jones-Woodward et al. in the 80’s, with asymmetries shown

in fig. 1.5. A subsequent measurement by Thompson et al. [16] was also performed

at the MIT-Bates laboratory. Table 1.2 summarizes results of inclusive 3 ~He(~e, e′)

measurements.

S S' D

Figure 1.4: Spin structure of ground-state 3He nuclei. The Nucleon-Nucleon potential theory
predicts that the ground-state 3He wave-function is dominated by the spatically symmetric S-state
(≈88%) with small admixtures of D-state (≈12%), mixed-symmetry S’-state (≈1.5%), and more
complicated configurations. Averaging over available world calculations [14] gives the nucleon po-

larizations in 3 ~He to be Pn = 0.86 ± 0.02 for neutrons and Pp = −0.028 ± 0.004 for protons, with
the remainder of the spin residing in orbital motions. Note that the elliptical shape of the S’-state
is just a demonstration of the coupling between spin and orbital wave functions
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Figure 1.5: Experimental A(ω) by Jones-Woodward et al. [2] and Faddeev calculation. The solid
line is the best fit. Error bars contain only statistics.
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Table 1.2: Previous measurements of 3 ~He(~e, e′) aiming at measuring Gn
E. The errors

are expressed in the order of statistical and sysmatic.

θe Q2 ω Transverse-longitudinal Gn
E Reference

(deg) (GeV/c)2 (MeV) asymmetry ATL′ (%)
102 0.16 58-161 +2.4±1.3±0.4 +0.070±0.100

±0.035 [2]
90 0.20 70-160 +1.75±1.2±0.31 +0.044±0.074 [16]

Considerably larger uncertainties are associated with these measurements due to

2 reasons:

1)the overwhelming proton contribution in transverse-longitudinal asymmetry ATL′

due to the comparatively small neutron electric form factor Gn
E at low Q2, and

2)insufficient theoretical support in the extraction.

Theoretical advances and increased Q2 values made the extraction of Gn
E presented

in this dissertation feasible. The theoretical work was conducted by Salme’ et al. [4].

The relatively high Q2=0.95 (GeV/c)2 makes the contribution from the neutron in

the 3He response functions much more pronounced, thus reducing the effect from the

contribution of the protons.

1.3.5 World Data

With various methods applied, a selected world data of Gn
E is shown in fig. 1.6. The

parameterizations of proton and neutron form factors done by J.J. Kelly is shown in

fig. 1.7 [3]. Details of this parameterization will be introduced in the last chapter.
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Figure 1.6: Selected world data of Gn
E vs Q2.

Figure 1.7: Selected world data of all four form factors divided by the dipole form factor GD at
different Q2, together with J.J. Kelly’s parameterization[3]
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Chapter 2

Experimental setup

2.1 Jefferson Lab and Hall A

The Experiment E05102 was undertaken during May and June of 2009 in Jefferson

Lab. Jefferson Lab (JLab), or Thomas Jefferson National Accelerator Facility (TJ-

NAF), formally known as Continuous Electron Beam Accelerator Facility (CEBAF),

is a medium energy electron accelerator laboratory located in Newport News, Vir-

ginia. The lab is funded by the Department of Energy (DOE). The accelerator is

capable of delivering high quality electron beam up to 6 GeV and is being upgraded

to 12 GeV delivery. The electron beam is accelerated in the super-conducting linear

accelerators (LINAC’s) and dissipated into 3 experimental halls. An aerial view of

JLab is shown in fig. 2.1.

E05102 was conducted in Hall A. The central detector elements of Hall A are
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two High Resolution Spectrometers (HRS) designed for high resolution detection of

electrons or protons both spatially and kinematically. The schematic cross section of

Hall A with one of the HRS’s in the (fictitious) 0◦ position is shown in fig. 2.2.
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Figure 2.1: Aerial view of JLab
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55 ft
Crane Height

Detector in
Service
Position

Target

Beam Dump

174 ft Inside Diameter

10 ft Beam Line Height (Utility Platform Not Shown)

(HRS Shown in 0o Azimuthal Position)

Box Beam

Shield Hut

Figure 2.2: Schematic cross section of Hall A with one of the HRS’s in the (fictitious) 0o position.
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2.2 Quasi-Elastic Family of Experiments and Their

Kinematics

The quasi-elastic family of experiments consisted of 3 independent experiments which

shared the beam, target, and detectors. The overall layout of the quasi-elastic family

experiments is shown in fig. 2.3. The 3 experiments are:

Figure 2.3: Layout of all detectors used in the quasi-elastic experiments. The detectors include:
a pair of HRS’s, a BigBite spectrometer used for proton and deuteron detection in E05102, and a
neutron detector used for neutron detection in E08005.

1)E05015, or Ay for short: a measurement of the Target Single-Spin Asymmetry
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in Quasi-Elastic 3 ~He(e, e′). This experiment focuses at studying asymmetries caused

by the Two-Photon Exchange effects. The direction of the target polarization was

vertical, or perpendicular to the scattering plane in this measurement. This polariza-

tion configuration should supposedly produce a zero asymmetry in the yields of the

two HRS’s by the mechanism of One-Photon Exchange.

2)E05102, or e’d for short: a measurement of the Ax and Az Asymmetries in the

quasi-elastic 3 ~He(~e, e′d). Here the Ax and Az refer to the decomposed asymmetries

when the target polarization is parallel or perpendicular to the three-momentum

transfer vector, or −→q . This experiment measures 3 ~He(~e, e′d)p or 3 ~He(~e, e′p) channels

aiming at studying the 3He structure itself instead of using it as an effective neutron

target. The asymmetries in the yields at different beam helicity states would indicate

the weight of different components (S, S’ and D waves) in the 3He ground-state wave-

function.

3)E08005, or e’n for short: a measurement of the Beam Helicity Spin Asymmetry

in the Quasi-Elastic 3 ~He(~e, e′n) Reaction. This experiment measures the asymmetries

in the coincident scattered electron-neutron events in order to study the neutron

electric form factor by tagging neutrons, and to test the validity of the Plane-Wave

Impluse Approximation in the extraction of neutron form factors.

E05015 ran independently between Apr 24th, 2009 and May 12th, 2009. It only

used a pair of HRS’s for detecting electrons. Its kinematics settings are in table 2.1

E05102 and E08005 ran simutaneously proceeding E05015. They shared the same
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Table 2.1: E05015, or Ay experiment kinematics

Beam energy (GeV) HRS-L angle(◦) HRS-R angle(◦)
1.245 (1st pass) 17 17
2.425 (2nd pass) 17 17
3.606 (3rd pass) 17 17

target and beam, while E05102 used the HRS-L for electron detection and the BigBite

for coincident proton and deuteron detection, and E08005 used the HRS-R for electron

detection and the neutron detector for coincident neutrons. Kinematics of E05102

and E08005 are in table 2.2 and table 2.3 respectively.

Table 2.2: E08005 e’n experiment kinematics

Beam energy (GeV) HRS-L angle(◦) BigBite angle(◦)
2.425 (2nd pass) 14.5 75
2.425 (2nd pass) 14.5 82
2.425 (2nd pass) 12.5 82

Table 2.3: E05102 e’d experiment kinematics

Beam energy (GeV) HRS-R angle(◦) Neutron detector angle(◦)
2.425 (2nd pass) 16 54
2.425 (2nd pass) 18 54

However, the kinematics of interest in this thesis are different from the proposed

settings above. The measurement was done during the last 2 days of the experiment

for testing purposes with kinematics in table 2.4. It only used the HRS-R and its

floor plan is shown in fig. 2.4.
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Table 2.4: Kinematics of this thesis for measurement of Gn
E

Beam energy (GeV) HRS-R angle(◦)
3.606 (3rd pass) 17

Hall A

ARC

Compton
Polarimeter Raster

BCM eP

Møller 
Polarimeter

Polarized 3He
Target

BPM

Preshower

Shower

Beam Dump

Right HRS

Figure 2.4: Detectors and beamline only used in the measurement of Gn
E .
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2.3 Polarized Electron Source

The electrons in CEBAF are injected into the accelerator from either a thermionic

or a polarized gun. The polarized source evolved from its ancestor in the Stanford

Linear Accelerator Center (SLAC) [17]. The cathode is created by growing layers

of various GaAs combinations, as shown in fig. 2.5. The strained GaAs cathode is

illuminated by a 1497 MHz gain-switched diode laser operated at 780 nm. The strain

creates a gap in the different sub-levels of the P2/3 electrons in the valance bands of

GaAs. By turning the left-handed circularly polarized laser to the proper frequency,

electrons from the P3/2 m=3/2 state can be excited to the S1/2 m=1/2 level of the

conduction band. From there the electrons diffuse to the surface and escape into the

surrounding vacuum.

Figure 2.5: Structure of the strained GaAs cathode and the energy levels.

Since the polarized electrons are produced by shining the circularly polarized laser

on a GaAs photocathode, the helicity of the electrons produced is determined by the

spin direction of the photons. A Pockel’s cell gives out a phase retardation by the
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voltage applied on it. In the experiment the high voltage in a Pockel’s cell changed

at a frequency of 30 Hz and the beam helicity changed at this frequency by the phase

change of the spin direction of the photons (or the circular polarization direction of

the laser beam) illuminating the photo cathode.

2.4 Accelerator

A
B

C

Helium
refrigerator

Extraction
elements

North Linac
(400 MeV, 20 cryomodules)

Injector
(45 MeV, 2 1/4 cryomodules)

Injector

Halls

South Linac
(400 MeV, 20 cryomodules)

Figure 2.6: Demonstration of JLab accelerator

The layout of the accelerator in JLab is in fig. 2.6. JLab operates a radio frequency

(RF) electron accelerator that recirculates the beam up to five times through two

super-conducting linear accelerators (Linac): the North Linac and the South Linac.

Each Linac accelerates the beam by 0.4 GeV. The electron beam is delivered from

the electron injector into the Linac, and after passing the Linacs and the recirculation

arcs, it can be extracted and delivered into any of the three experimental halls, or be
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kept running in the accelerator for additional acceleration. In each pass the energy

of the beam is increased by 0.8-1.2 GeV. A maximum of 5 circulations in the Linacs,

or an energy of around 6 GeV can be achieved in the current setting. The electrons

in the beam keep their spin uniformly parallel or anti-parallel to their momentum.

There is a Half-Wave Plate (HWP) installed before the beam is split into the 3

halls. The HWP can change the beam phase by π, or flips its helicity. The measured

beam-helicity asymmetry (asymmetric cross sections at different beam helicity states)

should flip sign and keep the same magnitude when there is a half-wave phase shift in

the electron beam. Some systematic errors can be erased to the first order in this way

by using the average of the magnitudes of the two asymmetry measurements when

the half-wave plate is in and out.

2.5 Beamline

As shown in fig. 2.7, Hall A beamline starts at the Arc section (for beam energy

measurement, in the next subsection) and proceeds into Compton beam polarimeter,

two beam current monitors (BCM) between which is located an Unser monitor (for

absolute beam current measurement), a fast raster, the eP device for beam energy

measurement, a Møller beam polarimeter, and a number of beam position monitors

(BPM). The beam then hits the polarized 3He target at the center of the hall before

being stopped at the beam dump.
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Figure 2.7: Schematic layout of Hall A, indicating the location of the Compton and the Møller
Polarimeters, the raster, the EP energy measurement device, the beam current and position mon-
itors (BCM and BPM’s), and the beam dump. Also shown are the High Resolution Spectrometer
components (Q1, Q2, dipole, Q3 and the shield house). Note that the EP energy measurement
device and the Compton Polarimeter were not used in this experiment.

2.5.1 Beam Energy Measurement

The beam energy was measured by the Arc method (fig. 2.8) [18] in this experiment.

The Arc method is based on the principle that the electron trajectories are bent in

a magnetic field, and its curvature of bending is affected by the momentum of the

electron and the strength of the magnetic field. Specifically eight dipoles are used

to generate the magnetic field in Hall A. When the beam travels in the dipole field,

the beam momentum (p in GeV/c) is related to the field integral of the eight dipoles

(
∫

~B · d~l in Tm) and the net bending angle through the Arc section (θ in radians) by

[19]

pc = k

∫

~B · ~dl
θ

(2.1)

where k = 0.299792 GeV rad T−1m−1, c is the speed of the light. The nominal bend-

ing angle in the Arc section is 34.3◦.
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Figure 2.8: Arc section of the beamline.

The Arc method has an uncertainty of less than 0.01% relatively [19] for beam with

energy 4.0 GeV (the beam energy is 3.6 GeV in this thesis). During the experiment,

the beam energy has been continuously monitored by the Tiefenbach method, which

uses the beam position monitors (BPM’s) in the Arc to provide the bending angles

through the Arc. The relative uncertainty of the Tiefenbach method is in general less

than 0.05%.

2.5.2 Beam Position Measurement

Two beam position monitors (BPM’s) are employed to determine the position and

the direction of the beam. These are each composed of a four-wire strip-line antenna

system and are located 7.52 m and 1.29 m upstream from the target. The standard
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difference-over-sum technique is then used to determine the relative position of the

beam to within 100 µm for currents above 1 µA. [20] Their absolute positions are

calibrated by using a set of wire scanners known as the harps.

The BPM’s average their positions over 0.3s time periods and record the positions

in the EPICS data system at 1 Hz frequency. They also record positions event by

event in the CODA data system.

2.5.3 Beam Current Measurement

The complete beam current monitoring system (BCM) is located 25 meters upstream

of the target and consists of 2 RF cavities and an Unser Monitor between the cavities.

The 2 RF cavities are cylindrical high-Q waveguides tuned to the frequency of the

beam. They produce a voltage output proportional to the beam current. The Unser

monitor is a Parametric Current Transformer and provides a direct measurement and

absolute calibrations of the 2 RF cavities.[21]

The RF cavity outputs are converted into DC voltage levels and then converted

into proportional frequency signals. These signals are later fed to 200 MHz VME

scalars. The scalar readings accumulate during the run, resulting in a number pro-

portional to the time-integrated voltage level, a direct representation of the total

beam charge.

Scalar outputs are calibrated by the calibration runs performed every 2-3 months.

After the calibration the charge of a data-taking run can be determined down to a
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current of 1 µA with an accuracy of less than 0.5% (Hall A NIM paper [19]).

The beam intensity asymmetry refers to the fact that the intensity of the circulaly

polarized laser is different at different helicity states. The extracted physical yields

should be normalized by the beam charge at each helicity state, and this correction

erases the raw asymmetry dependence on the asymmetry of beam intensity to the

first order.

2.5.4 Beam Polarimetry

Two methods are typically used in the measurement of beam polarization in Hall A:

the Møller measurement and the Compton measurement. Typically the beam po-

larization is around 75-90%. The Compton measurement was not used for analysis

during this experiment.

Møller Polarimeter

The Møller polarimeter uses a ferromagnetic foil magnetized in a magnetic field of

about 24 mT along its plane as a target of polarized electrons. The beam polarization

is measured by the beam-helicity asymmetry of the scattering process ~e− + ~e− →

e− + e−. Theoretically the scattering process has cross section [22]

σ ∝ [1 +
∑

i=X,Y,Z

(Aii · P target
i · P beam

i )], (2.2)
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where i = X,Y, Z defines the projections of the polarizations. The analyzing power

A depends on the scattering angle in the CM frame, θCM . Assuming that the beam

direction is along the Z-axis and that the scattering happens in the ZX plane:

AZZ = −sin2 θCM · (7 + cos2 θCM)

(3 + cos2 θCM)2
, AXX = − sin4 θCM

(3 + cos2 θCM)2
, AY Y = −AXX (2.3)

The Møller measurement provides a statistical accuracy of about 0.2% for about

one hour of data taking, and about 3% systematic uncertainty. The measurement is

invasive and must be performed separately from an experiment.

Compton Polarimeter

The Compton polarimeter measures the beam polarization by the beam-helicity asym-

metry in the Compton scattering, i.e., a circularly polarized photon beam being scat-

tered on the electron beam. Its uncertainty is quoted to be less than 1% statistically

with 30 mins running. [23] Due to the improper functioning of the Compton polarime-

ter in Experiment E05102, the Compton polarimetry was not used in the analysis so

far.

2.5.5 Raster

High intensity electron beam tends to overheat and destroy the glass target cell.

To prevent this from happening a fast raster was used, which is a set of transverse

magnetic field driven at 18 kHz to deviate the beam at a couple of millimeters while
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the beam passes through. The deviation is proportional to the current generating the

magnetic field, which gives a way to calibrate the raster position by the current fed

into the device. The beam rastered was used during reaction with the 3He target cell

or the reference cells (glass cell identical to the production target cell, for reference

measurements). The rastered beam is not used with carbon foils (no overheating

concerns).

2.6 High Resolution Spectrometer (HRS)

2.6.1 Standard Characteristics

Two identical HRS’s were used in E05102 experiment to detect scattering electrons

up to 4 GeV/c. They are named as Left HRS, or HRS-L meaning the HRS is to the

left of the beam when facing the downstream direction of the beam, and Right HRS,

or HRS-R which is defined in the similar way. After coming out of the target, the

scattered electrons pass a pair of superconducting cos(2θ) quadrupoles, a 6.6m long

dipole magnet, and a third superconducting cos(2θ) quadrupole. The second and

third quadrupoles of each spectrometer are identical in their design and construction.

The cross section of an HRS is shown in fig. 2.9 and their standard characteristics are

in table 2.5 [19]. The parameters in this table describe the performance of the HRS’s

in the ideal case. In a real experiment the performance of the HRS’s are not as good

as this ideal case.
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The trajectory of a particle in the HRS is bent and shifted by the magnetic field

inside the HRS, and the original trajectory of the particle needs to be reconstructed

from its final trajectory in the Verticle Drift Chambers (VDC’s) located downstream

of an HRS. This process is called the optics reconstruction and will be elaborated in

the next chapter.

Table 2.5: Main design characteristics of the Hall A High Resolution Spectrometers.
The resolution values are for the FWHM (Full-Width at Half-Max).

Configuration QQDnQ Vertical bend
Bending angle 45◦

Optical length 23.4 m
Momentum range 0.3 - 4.0 GeV/c
Momentum acceptance -4.5% < δp/p <+4.5%
Momentum resolution 1×10−4

Dispersion at the focus (D) 12.4 m
Radial linear magnification (M) -2.5
D/M 5.0
Angular range HRS-L 12.5◦ - 150◦

HRS-R 12.5◦ - 130◦

Angular acceptance: Horizontal ±30 mrad
Vertical ±60 mrad

Angular resolution : Horizontal 0.5 mrad
Vertical 1.0 mrad

Solid angle at δp/p = 0, y0 = 0 6 msr
Transverse length acceptance ±5 cm
Transverse position resolution 1 mm

The detector package after the HRS-R is described below, as shown in fig. 2.10.

The detector package of the HRS-R includes:
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Figure 2.9: HRS layout, including the quadrupoles and dipoles, and the first VDC tracking
detector.

1)a pair of Vertical Drift Chambers (VDC’s) to determine the trajectory of a

particle;

2)two scintillator planes (S1 and S2) to generate the trigger and the time-of-flight

information;

3)a Gas Cherenkov detector for e−/π− separation;

4)a Preshower and a Shower for additional e−/π− separation.

The main configurations the detector package in the HRS-L always include two

VDC’s and the scintillator planes. In E05102 the Pion Rejectors (Pb Glass) and the

Gas Cerenkov detector were included in the detector package of the HRS-L.

2.6.2 Vertical Drift Chambers (VDCs)

Each VDC chamber is composed of two wire planes, separated by about 335 mm.

The active area of the chamber is 2118 mm × 288 mm. The wires in each plane



38

Figure 2.10: A sideview of a standard HRS-R detector stack. The aerogel Cerenkov detector was
not used in this measurement.

are oriented vertically to one another, and the planes lie in the laboratory horizontal

plane. The nominal particle trajectory is at 45◦ with respect to the wire plane, as

shown in fig. 2.11. Gas filled in VDC’s is a mixture of argon (62%) and ethane (38%).

When a high voltage (∼4.0 kV) is applied to the wires in the wire plane, an electric

field is generated inside the chambers. Particles passing through the chambers ionize

the medium gas through an avalanche process. The ionized electrons are finally col-

lected at the wires and a signal is therefore shaped at LeCroy amplifier-discriminator

cards 2735DC, and then routed and fed into a Fastbus LeCroy Time-Digital Converter

(TDC) module. The TDC measures the arrival time of the clustered ionized electrons

on the wires. The difference of this arrival time and the time of the event (measured

by the scintillator planes S1 and S2) is actually the drift time of the ionized electrons,

and it gives out an indication of the position of the particle hitting the drift chambers.

When two sets of positions from the two chambers are obtained, the velocity and the
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Figure 2.11: Layout of VDC and its nominal particle trajectory.

direction of the track can be calculated. The nominal spatial resolution of the VDC’s

is ∼200 µm.

2.6.3 Scintillator

Scintillators are made of plastic (5 mm BC408) and provide triggers in the HRS

system. When a charged particle passes through a scintillator, it deposits energy in

the scintillator. The energy is turned into the light signals. Two scintillator planes

(S1 and S2) are located 1.5 m and 3.5 m downstream of the center of the focal

plane and are perpendicular to the nominal incident ray. Each plane is composed of
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6 overlapping scintillator paddles with a photo-multiplier (Burle 8575) attached to

either side of the paddle. The time resolution of the photo-multiplier is approximately

σ=30 ns. If a photo-multiplier fires (a particle comes in to generate a recordable

signal), it triggers the data acquisition system (DAQ) and let the signal from TDC

be recorded.

2.6.4 Gas Cherenkov Detector

Cherenkov radiation happens when a high energy charged particle travels faster than

the speed of light c/n in the medium. The emitted Cherenkov light forms a light

cone with an apex angle θc = cos−1(1/(βn)). The Hall A Gas Cherenkov detector is

mounted between the scintillator planes S1 and S2. It is filled with CO2 with index

of refraction n=1.00041, which gives a threshold of pmin = 17 MeV/c for electrons

and pmin = 4.8 GeV/c for pions (and more for heavier particles). The electron iden-

tification efficiency is at 99% at this threshold [19]. The Cherenkov light is reflected

by 10 spherical mirrors , each focused at a photo-multiplier tube (PMT) located at

the side of the detector box.

The Aerogel Detector (index of refraction 1.015) is sometimes used in combination

with the Gas Cerenkov detector, but not in this measurement.
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2.6.5 Shower Detector

The shower detector (fig. 2.12) on each HRS provides an additional e−/π− separation.

It consists of 2 layers, called the preshower and the shower. The blocks in both layers

in the HRS-L and in the first layer in the HRS-R are perpendicular to the particle

tracks. The blocks in the second layer of the HRS-R are parallel to the tracks. In

HRS-R, the first layer is composed of 48 blocks of TF1 lead glass and the second layer

is composed of 80 blocks. Both layers of the HRS-L are composed of 34 lead glass

blocks. PMTs are attached to both ends of the glass blocks to collect light.

High energy particles such as electrons or photons can create cascade when in-

teracting with lead glass, thus deposit energy which is converted into light and heat

eventually. Most of pions in the experiment only pass straight through the lead glass

and deposit much less energy than electrons. (Due to their greater mass, pions are

not as sharply accelerated as electrons when they encounter electromagnetic fields,

and do not emit as much bremsstrahlung radiation. Thus pions of a given energy pen-

etrate the medium far more deeply than electrons, since the energy loss of electrons

and pions is primarily due to the decelaration by this mechanism.) Plotting the en-

ergy deposition of the preshower and the shower provides an effective way to identify

electrons and pions. In the experiment this separation can be shown in fig. 4.1.
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Figure 2.12: Schematic layout of part of the shower detectors in HRS-L (top) and HRS-R (bottom).
Particles enter from the bottom of the figure.

2.7 Trigger System

The triggers in E05102 (with HRS-L and BigBite) were:

• T1: triggers each time when E plane (the BigBite scintillator plane with 3 cm

thickness) is hit;

• T2: triggers each time when dE plane (the BigBite scintillator plane with 3 mm

thickness) is hit; complementary to T1;

• T3: main HRS-L single trigger, triggers when HRS scintillator planes S1 OR S2

is hit;

• T4: supplementary HRS-L single trigger, triggers when Cerenkov AND (S1 OR
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S2) are hit;

• T5: coincidence of T1 AND T3;

• T6: coincidence of T2 AND T3;

• T8: 1024 Hz pulser.

The triggers in E08005 (with HRS-R and the neutron detector) were:

• T1: main HRS-R single trigger, triggers when HRS scintillator planes S1 OR S2

is hit;

• T2: supplementary HRS-R single trigger, triggers when Cerenkov AND (S1 OR

S2) are hit;

• T8: 1024 Hz pulser.

When the event rate (number of events per second) is high, the DAQ system can

not record all the events. Cummulative events pile up in the time windows of the

DAQ, causing each signal to be indistinguishable. To prevent this from happening,

selected number of events are recored by the DAQ. The events are thus selected, or

prescaled by a prescale factor ptype at the trigger supervisor, which means that on

average one event is recorded every ptype events.

The DAQ livetime is defined as

LT =
number of events recorded by DAQ

number of events fed to DAQ
(2.4)

The livetime gives an indication of the percentage of the events recorded, and it

is used to correct the yield of each helicity state, as shown in eq. (4.4) of Chapter 4.
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2.8 Polarized 3He Target

Polarized 3He target was used in E05102 as an effective neutron source. The spin

directions of the 2 protons in the S state of the 3He wave-function are anti-parallel

and cancel each other, leaving most of the polarization of the 3He nucleus carried by

the neutron. The polarization technique is Rb-K (rubidium-potassium) hybrid optical

pumping. An average polarization of 55% was achieved during the experiment.

2.8.1 Optical Pumping and Spin Exchange

The energy levels of an atom in a magnetic field can be denoted by N2S+1LJ , where N

is the electron shell, S the electron spin, L is the oribital angular momentum, and J is

the total angular momentum, J=L+S. Right-handed circular polarized light induces

transitions in Rb atoms from 52S1/2 (m=-1/2) ground state to 52P1/2 (m=1/2). The

excited electrons decay to m=-1/2 and m=1/2 states with equal probability, but only

states with m=-1/2 are stimulated again, which makes m=1/2 states overwhelming.

The N2 gas is mixed with Rb vapor in order to absorb the photons emitted from the

decay process and therefore increase the pumping efficiency. The process above is

called the optical pumping, as illustrated in fig. 2.13

Another alkali metal element, K, is used to collide with Rb and transfer polar-

ization in order to decrease the time needed for polarization (or “spin-up time”). In

this scnerio Rb and K atoms undergo spin-exchange collisions with each other and

the 3He atoms, thus help 3He atoms be polarized faster (fig. 2.14). The spin-up time
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without K is around 15 hours, whereas the spin-up time with K is 3-5 hours less.

Figure 2.13: Optical pumping of Rb by circularly polarized light.



46

Figure 2.14: Spin exchange scheme of Rb, K, and 3He atoms.
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2.8.2 Taget Setup

The target cell (fig. 2.15) is made of alunimosilicate glass and is filled with 3He gas

at 10 atm at room temperature. The target cell in E05102 experiment is 40 cm long

and 1.9 cm in diameter. The end windows are approximately 120 µm thick and the

side wall is approximately 1 mm thick. The pumping chamber (where Rb, K and

3He atoms are polarized and exchange polarization) is above the target cell, and is

connected with the target cell by a thin pipe. Polarized Rb and K atoms condense

on the wall of the thin pipe, leaving few atom escaping into the target cell.

Figure 2.16 shows the schematic layout of the 3He target system. There are 2 pairs

of Helmholtz coils to provide the main magnetic holding field in the pumping chamber.

The pumping chamber is mounted inside an oven heated at 170oC to vaporize the

Rb. A set of 3 laser beams is used for polarization in 3 directions. The Nuclear

Magnetic Resonance (NMR) system consists of one pair of pick-up coils on either side

of the target cell and a pair of RF coils at the top and the bottom of the scattering

chamber. The electron paramagnetic resonance (EPR) system shares the RF coils

with the NMR system and uses a photodiode and related optics to collect the EPR

light signal.

2.8.3 Taget Polarimetry: NMR and EPR

Two methods are used in the 3He target system for polarimetry: the Nuclear Magnetic

Resonance (NMR) and the Electron Paramagnetic Resonance (EPR).
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Figure 2.15: Target cell and pumping chamber.

NMR

In an NMR measurement a set of nuclei is placed into a radio frequency magnetic

field. When certain conditions are met, resonance happens and there is a measurable

signal proportional to the target polarization.

In the classic model, a nuclei is polarized and is put in a holding field ~H0 with the

same direction as the direction of the nuclei spin. A perpendicular rotating field ~H1

is then applied with frequency ω0. The nuclei process is described by eq. (2.5):

d ~M

dt
= γ ~M × ( ~H0 + ~H1) = γ ~M × ~He (2.5)

where ~M and γ are the magnetic moment and gyromagnetic ratio of the nuclei,

respectively, and ~He is the total magnetic field.

In the frame rotating with ~H1 at angular frequency ω0k̂, and if ~H0 is set along the
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Figure 2.16: Schematic layout of the 3He target system. Only one set of Helmholtz coils is shown.

z axis, the effective magnetic field

~He = ( ~H0 −
ω0

γ
)k̂ + ~H1î′ (2.6)

Initially the holding field ~H0 is smaller than ω0

γ
, and the effective field ~He is almost

parallel to −k̂. ~H0 is then swept through resonance till H0 >
ω0

γ
. At resonance

(H0 = ω0

γ
) the effective field ~He = ~H1î′. The whole process is in an adiabatic fast

passage (AFP), i.e., the sweep can not be too fast to fail the adiabatic process, nor

can it be too slow to be affected by the spin relaxation.
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In the experiment the holding field is scanned back and forth from 25 G to 32 G.

28.06 G is the resonance condition. When resonance happens, the magnetic flux in

the pick-up coils gets to its maximum value, which is proportional to the magnitude

of the 3He polarization. And the NMR readouts are calibrated by AFP signals from

an identical water sample.

EPR

The Electron Paramagnetic Resonance polarimetry (EPR) measures the shift in the

electron energy levels when a nuclei is placed in a magnetic field, the so-called Zeeman

effect. In E05102 the shift in K nuclei was studied. In the polarized 3He cell the

Zeeman effect has two shifts: the shift due to the spin exchange mechanism and the

shift due to the classical magnetic field of the polarized 3He. Again an adiabatic

fast passage process (AFP) is used to isolate the shift from the magnetic field of

the polarized 3He, in which the direction of the spin of 3He is changed by changing

the frequency of the applied field while keeping the magnitude of the holding field

constant.

After the isolation the energy shift (represented by shift in the resonance frequency

∆νHe) produced by the polarized 3He is proportional to the density and polarization

of the 3He nucleus:

∆νHe =
dνEPR

dB
CnHeµHePHe (2.7)

where dνEPR

dB
is the coefficient obtained from other experiments, C is a dimensionless
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quantity depending on the shape of the sample, and nHe is the density of the 3He

nucleus, µHe the magnetic moment of 3He nuclei, PHe the average polarization of the

3He sample. When the sample is spherical, as in the case of the pumping chamber in

this experiment,

∆νHe =
8π

3

dνEPR

dB
κ0µHePHe (2.8)

where κ0 is a constant depending on temperature. Typically in the experiment a

polarization of 52% responds to approximately 16 MHz.

2.9 Hall A Data Acquisition System (DAQ)

Hall A uses the CODA (CEBAF Online Data Acquisition System) to record the data

streams. Three types of data are recorded: 1)the CODA events from the detectors

and beam helicity signal; 2)the Experimental Physics and Industrial Control System

(EPICS) [24] data which are slow, real-time information about the accelerator and

the target; 3)the scalar events read from the trigger supervisor.

The data were first written on a local disk and later kept in the Mass Storage

System (MSS) for long-term storage.



52

Chapter 3

Optics Calibration

The optics reconstruction of a detector stands for a mapping of the trajectory of a

particle at the focal plane to its trajectory when it comes out from the target. The

approach of optics reconstruction and the calibration procedures are introduced in

this chapter.

3.1 Coordinate Systems

The trajectory of a particle can be described in different coordinate systems demon-

strated in the following subsections. A more detailed description of the coordinate

systems can be found in the technical notes by Nilanga Liyanage [25].
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3.1.1 Hall Coordinate System

Figure 3.1 shows the convention of the Hall A coordinate system. In this system ẑ

points beam downstream, ŷ is vertically up and x̂ is to the right of the beam. The

origin is defined as the center of the hall (not necessarily the target center).

Figure 3.1: Hall A coordinate system (top view).

3.1.2 Target Coordinate System (TCS)

Figure 3.2 shows the target coordinate system. As shown in the figure, ẑ is parallel to

the spectrometer central ray, ŷ is horizontal and points to the left the spectrometer

central ray, and x̂ points vertically down. The origin of the coordinate system is a

point on the ẑ axis and it is away from the sieve plate by the surveyed sieve distance

(usually around 1 m). Ideally the spectrometer central ray should cross the hall

center. Realistically it does not, and the deviation is surveyed to be the spectrometer

mispointing. This mispointing is taken into account in the optics calibration. The θ
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(θtg) is the out-of-(scattering)-plane angle, and the φ (φtg) is the in-(scattering)-plane

angle.

The ytg refers to the position of the trajectory along the ŷ direction in the TCS. It

is directly associated with the zreact, or the position of the reaction along the beamline:

zreact = −(ytg +D)
cos(arctanφtg)

sin(θ0 + arctanφtg)
+ xbeamcot(θ0 + arctanφtg) (3.1)

whereD is the horizontal displacement of the spectrometer axis from its ideal position,

and the spectrometer central angle is denoted by θ0.

θtg and φtg describe the outgoing direction of a particle, and they are calibrated

with the positions of the sieve holes (ysieve and xsieve). A sieve plate is a blocking

metal plate with rows and columns of holes to denote the positions of the penetrating

trajectories; it will be introduced in the next section.

ysieve = ytg + Lφtg (3.2)

xsieve = xtg + Lθtg (3.3)

where L is the distance from Hall center to the sieve plane.



55

Figure 3.2: Target coordinate system (top and side view).

3.1.3 Detector Coordinate System (DCS)

Figure 3.3 shows the detector coordinate system. It defines the position and direction

of the trajectory of a particle at the VDC planes by the detector coordinate variables

xdet, ydet, θdet and φdet.

3.1.4 Focal Plane Coordinate System (FCS)

The focal plane coordinate system (fig. 3.4) is obtained by rotating the DCS around

its ŷ axis by an angle ρ, which is the angle between local central ray and the ẑ axis
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Figure 3.3: Detector coordinate system (top and side view).

of the DCS. As a result the ẑ axis of the FCS rotates as a function of the relative

momentum ∆p
p0

= p−p0

p0

. (p0 is the momentum setting of the HRS, p is the momentum

of a particle, ∆p = p−p0.) FCS is served as a bridge between DCS and TCS to make

the converging process faster in the calibration.

3.2 Matrix Approach

The detector variables (xdet, ydet, θdet and φdet) are corrected for any detector offsets

to obtain the focal plane variables (xfp, yfp, θfp and φfp). In practice, the matrix
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Figure 3.4: Focal coordinate system.

approach connects the focal plane variables with the target coordinate variables ac-

cording to1

ytg =
∑

j,k,l

Yjklθ
j
fpy

k
fpφ

l
fp, (3.4)

θtg =
∑

j,k,l

Tjklθ
j
fpy

k
fpφ

l
fp, (3.5)

φtg =
∑

j,k,l

Pjklθ
j
fpy

k
fpφ

l
fp, and (3.6)

δ =
∑

j,k,l

Djklθ
j
fpy

k
fpφ

l
fp, (3.7)

where the tensors Yjkl, Tjkl, Pjkl and Djkl are polynomials in xfp. For example,

Yjkl =
m

∑

i=0

Cix
i
fp. (3.8)

Mid-plane symmetry of the spectrometer requires that (k + l) is odd for Yjkl and

1The superscripts denote the power of each focal plane variable.
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Pjkl, while (k + l) is even for Djkl and Tjkl.

3.3 Extended Target Correction

The basic matrix approach ignores the dependence of the reconstruction of the target

variables on the beam x4 and y position, and the spectrometer angle. This is a

reasonable approximation on a short target. However, with a 40 cm long target

used in E05102, an extended target correction must be used to take into account

the dependence on the beam position. The dependence on the vertical position of

the beam is non-trivial, whereas the dependence on the horizontal position of the

beam and on the spectrometer angle vanishes to the first order. The class module

THaExtTgtCor in the Hall A Standard Analyzer contains the non-trivial dependence:

dθtg

dxtg

= −0.61 (3.9)

dδtg
dxtg

= 1/5.18 (3.10)

where xtg represents the height of the beam. The dependence on ytg vanishes to the

first order. The dependence on the beam position has been taken into account in the

optimization program.
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3.4 Optimization Procedures

The optimization was undertaken by Jin Huang’s C++ optimization code, LOptic-

sOpt [26]. This code uses ROOT class TMinuit to achieve the minimum quadratic

variance defined as σ2 = Σ(x − xnominal)
2. Iterations have been done over the opti-

mization of the four target variables and the final σ2 converge within 8%.

Events are selected for optimization. Selected events are cut out graphically from

focal plane plots, and an ASCII file tree2ascii extracts the variables of the sampled

events from the ROOT tree and writes them into an ASCII file. It is highly desirable

that the graphical cuts shall be made narrow to avoid the noisy or low-quality events,

since a small number of low-quality events will magnificently affect the σ2 by their

big (x− xnominal)
2 values.

Procedures in the optimization include the sieve, the zreact, and the momentum

calibration.

Survey reports are needed to accurately tell the values of the target position, the

sieve slit position, the spectrometer angle and its mispointing values.

A trick is worth mentioned in the calibration of the all four TCS variables: to

select equal amount of events for each calibrated sampele. For example, for a 7-foil

carbon target, there are always more events in the central foils than the side foils. It

is worthwhile to select equal amount of (such as 2000) events for each foil to conducd

the calibration. In this way the optimization is not biased in any certain region of

the detector acceptance.
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3.4.1 Sieve Calibration

The sieve calibration is to calibrate the direction of the trajectory of a particle, or θtg

and φtg.

In Hall A each HRS is equipped with a set of sieve collimators placed around 1.1 m

away from the target center along the spectrometer center ray. The sieve is a stainless

steel sheet with a pattern of 49 holes (7×7), spaced 25 mm apart vertically and 12.5

mm apart horizontally. Two of the holes, one in the center and one displaced two

rows vertically and one horizontally, are 4 mm in diameter. The rest of the holes are 2

mm in diameter. The bigger holes were designed to clearly tell the orientation of the

sieve plate during calibration (see fig. 3.5). The positions of the sieve holes represent

the direction of a trajectory. The optimization procedure uses the reconstruction of

a sieve pattern to calibrate the direction of a trajectory. The direction is described

by θtg and φtg. The reconstructed sieve pattern is compared with the nominal sieve

pattern to find the minimum.

A Ebeam = 2.425 GeV run with the sieve plate in and a 7-foil carbon target was

used to calibrate θtg and φtg, and the outcome database is demonstrated to work on a

run of 1st pass beam (Ebeam = 1.245 GeV). A 7-foil carbon target is a target made of

7 14C foils, each foil equally spaced over a total length of 40 cm. The reason of using

a 7-foil carbon target is because this target gives out a clear position of the reaction

point along the ẑ direction, and the unrastered beam used in this run can reduce the

uncertainty in the beam position.
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Figure 3.5: Geometric (left) and reconstructed (right) configurations of the sieve slit. The large
holes, which allow for an unambiguous identification of the orientation of the image at the focal
plane, can be clearly identified in the right figure. The reconstruction shown here is a demonstration
from the Hall A NIM paper [19]; it is not the work of optics in this thesis.

The calibration work is finished for both HRS’s. Figure 3.6 shows the HRS-L sieve

pattern in a run 3483 with Ebeam = 2.425 GeV after calibration, and fig. 3.7 shows

the result of the same matrix in run 1454 with Ebeam = 1.245 GeV. Figure 3.8 shows

the HRS-R sieve pattern in run 20366 with Ebeam = 1.245 after calibration.
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Figure 3.6: A reconstructed sieve pattern of run 3483 with Ebeam = 2.425 GeV on a 7-foil carbon
target, and the HRS-L angle at 12.5◦. The patterns labeling from 0 to 6 represent the events from
the most upstream foil to the most downstream foil.
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Figure 3.7: A reconstructed sieve pattern of run 1454 with Ebeam = 1.245 GeV on a 7-foil carbon
target, and the HRS-L angle at 17◦. The patterns labeling from 0 to 6 represent the events from
the most upstream foil to the most downstream foil.
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Figure 3.8: A reconstructed sieve pattern of run 20366 with Ebeam = 1.245 GeV on a 7-foil carbon
target, and the HRS-R angle at 17◦. The patterns labeling from 0 to 6 represent the events from
the most upstream foil to the most downstream foil.
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3.4.2 zreact Calibration

The zreact is given by eq. (3.1), which refers to the z coordinate of the reaction position,

or the reaction position along the direction of the beamline. It is closely associated

with the ytg reconstruction since the ytg is almost the projection of zreact on the y

axis of the TCS, as shown in fig. 3.2. This calibration is taken from runs on the 7-foil

carbon target.

The calibrated matrix is applicable for HRS-L from Ebeam = 1.245 to 3.606 GeV,

and the spectrometer central angle from 12.5◦ to 17◦, as shown in fig. 3.9, 3.10, 3.11,

3.12, 3.13. The matrix of HRS-R also applies universally from Ebeam = 1.245 to 3.606

GeV, and the spectrometer central angle from 16◦ to 18◦, as shown in fig. 3.14, 3.15,

3.16, 3.17, 3.18. In these plots the blue lines represent the nominal positions of the 7

carbon foils. The peaks to the left of the most upstream foil (left foil) are caused by

the events from the BeO target window.
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Figure 3.9: A reconstructed 7-foil carbon target at Ebeam = 1.245 GeV and the HRS-L
central angle at 17◦.

Figure 3.10: A reconstructed 7-foil carbon target at Ebeam = 3.606 GeV and the
HRS-L central angle at 17◦.
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Figure 3.11: A reconstructed 7-foil carbon target at Ebeam = 2.425 GeV and the
HRS-L central angle at 17◦.

Figure 3.12: A reconstructed 7-foil carbon target at Ebeam = 2.425 GeV and HRS-L angle at
14.5◦. Note that the most upstream foil was mistakenly displaced in the experiment and its nominal
position is not shown.
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Figure 3.13: A reconstructed 7-foil carbon target at Ebeam = 2.425 GeV and HRS-L angle at
12.5◦. Note that the most upstream foil was mistakenly displaced in experiment and its nominal
position is not shown.
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Figure 3.14: A reconstructed 7-foil carbon target at Ebeam = 1.245 GeV and the
HRS-R central angle at 17◦.
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Figure 3.15: A reconstructed 7-foil carbon target at Ebeam = 2.425 GeV and the
HRS-R central angle at 17◦.

Figure 3.16: A reconstructed 7-foil carbon target at Ebeam = 3.606 GeV and the
HRS-R central angle at 17◦.
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Figure 3.17: A reconstructed 7-foil carbon target at Ebeam = 2.425 GeV and HRS-R central
angle at 16◦. Note that the most upstream foil was mistakenly displaced in the experiment and its
nominal position is not shown. Particles scattering from the most downstream foil were blocked by
the Helmholtz coils for the target, hence there is no events reconstructed for this foil.

Figure 3.18: A reconstructed 7-foil carbon target at Ebeam = 2.425 GeV and HRS-R central angle
at 18◦. Note that the most upstream foil was mistakenly displaced in the experiment and its nominal
position is not shown.
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3.4.3 Momentum Calibration

Formulism

The momentum calibration is based on the rigorous elastic electron-nucleon scattering

formula, in which the scattering electron momentum p(M, θ) is:

p(M, θ) = E ′ =
E

1 + E/M(1 − cos(θ))
(3.11)

where E,E ′ are the incident and scattering electron energy, respectively, and M is the

target or nucleon mass, θ is the scattering angle. This formula can be used to calibrate

the momentum of the outgoing electron from electron-nuclei elastic scattering.

In the experiment dp = p(M,θ)−p0

p0

is actually calibrated, where p0 is the HRS

momentum setting.

Due to the finite angular acceptance of the HRS, the scattering angle of an event

is not really identical to the spectrometer central angle θ0. A modified momentum

dpkin is thus introduced and is defined as

dpkin = dp− p(M, θscat) − p(M, θ0)

p0

(3.12)

where θscat (the scattering angle in physics) can be calculated as

θscat = arccos(
cos θ0 − φtg sin θ0
√

1 + θ2
tg + φ2

tg

) (3.13)
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Equation (3.12) removes the dependence of momentum on the spectrometer ac-

ceptance, and all calibrated momenta dpkin are equal to the case as if θtg and φtg were

0.

Elastic Carbon Scattering, dpkin Calibration

The momentum of an electron scattering off a carbon nuclei can be calculated by

eq. (3.11). The scattering peaks represent different carbon excited states. The scat-

tering from the 1st excited state was chosen in the calibration since it has the biggest

cross section. 3 momentum settings (-3%, 0%, 3%) of the HRS were taken consec-

tively to cover the momentum acceptance. This is called the δ-scan, or momentum

scan. The calibration was done with Ebeam = 1.245.

The outcome of the scan is in fig. 3.19 for the HRS-L and fig. 3.20 for the HRS-R.

The three plots correspond to the 3 momentum settings, and the green lines in the

plots from right to left represent nominal scattering momentum from ground state of

carbon, 1st excited, 2nd excited state, etc., respectively, and the peaks represent the

according scattering dpkin.

Hydrogen Elastic Scattering, dp vs φtg Check

After the δ-scans on carbon target was done, similar scans were undertaken on hy-

drogen elastic scattering for fine tuning. Runs were taken with the reference cell filled

with H2 gas. From eq. (3.11), when the target mass and the beam energy are de-
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Figure 3.19: δ-scan on a carbon target, HRS-L at Ebeam = 1.245 and the HRS central
angle at 17◦.
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Figure 3.20: δ-scan on a carbon target, HRS-R at Ebeam = 1.245 and the HRS central
angle at 17◦.

termined, there is a clear dependence of the scattering momentum on the scattering

angle, dominated by φtg. This theoretical dependence is shown in the black lines in

fig. 3.21 to fig. 3.24.

The δ-scan covered 3 dp points: -3%, 0%, and 3% at Ebeam = 1.245. Figure 3.21

for HRS-L and fig. 3.22 for HRS-R show the outcome of this calibration. The three

plots correspond to the 3 momentum settings, and the black line is the theoretical

dependence of the scattering momentum on φtg.

Similar δ-scans were also undertaken when Ebeam = 2.425, with dp ranging between

-2% and 2%. Figure 3.23 shows the scan results of HRS-L and fig. 3.24 shows the

scan results of HRS-R.
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Figure 3.21: δ-scan of the hydrogen elastic scattering on HRS-L, Ebeam = 1.245 and
the HRS central angle at 17◦.

Figure 3.22: δ-scan of the hydrogen elastic scattering on HRS-R, Ebeam = 1.245 and
the HRS central angle at 17◦.
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Figure 3.23: δ-scan of the hydrogen elastic scattering on HRS-L, Ebeam = 2.425 and
the HRS central angle 14.5◦.
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Figure 3.24: δ-scan of the hydrogen elastic scattering on HRS-R, Ebeam = 2.425 and
the HRS central angle at 16◦.
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3.4.4 Resolutions

The resolutions from the optimization are generalized in table 3.1. The resolutions in

the table are the standard deviation σ of the Gaussian fit of peaks in the corresponding

target variables.

For zreact, the σ just corresponds to the σ of each peak of the carbon foils, since

the width of each target foil is negligible compared to the resolution.

For momentum, the σ corresponds to the width of the peak of the 1st excited state

in electron-carbon scattering, or the 2nd peak from right in fig. 3.19 and fig. 3.20.

Physical widths of the excited peaks are not taken into account, hence the σ here can

be taken as an upper limit of the resolution of the momentum.

For θtg and φtg, the resolution is calculated by (FWHM of angular resolution)2+(hole radius/L)2=(FWHM

of reconstructed sieve hole)2, where the FWHM is short for Full-Width at Half-

Maximum. L is the distance from the target center to the sieve plate. Small sieve

holes (2 mm in radius) are used in this calculation to deduce uncertainties in the

estimate of error.

Table 3.1: HRS optics resolution

Reconstructed variable Resolution
zreact 6 mm
δ (dp/p) 2×10−4

θtg (out-of-plane) 1.5 mrad
φtg (in-plane) 0.5 mrad
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3.5 Avoidance of Over-optimization

Over-optimization refers to the fact that the optimization performs too well at the

points used for optmization, while unrealistic effects exist in areas not used for op-

timization. From the theory of optimization, all data points can be perfectly fit in

a polynomial if the order of the polynomial is greater than the number of degrees of

freedom, or the number of data points in this case. In the case of over-optimization

all data points perfectly fall on the fitted curve, but the curve shapes unrealistically

to cover every fitted point.

This work successfully avoided optimization by

1)Higher-order matrix elements are eliminated as much as possible and the orders

of the matrices are kept no higher than the succesful matrices used before (such as the

matrices in Hall A E89044 experiment). High-order matrix elements were added onto

and taken off from the matrices one by one to make sure that each of the elements

are indispensable in the reconstruction.

2)The applicability of the matrices at different kinematics also reduces the possi-

bility of over-optimization. The applicability at different kinematics is equivalent to

testing the optimization at data points not used in optimization. If all kinematics are

satisfied by one matrix, the matrix should not be over-optimized at high probability.
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Chapter 4

Analysis

4.1 Analysis Overview

The physical asymmetry is defined as

Aqe
phys =

σqe
+ − σqe

−

σqe
+ + σqe

−

(4.1)

where Aqe
phys stands for quasi-elastic asymmetry, σqe

+ and σqe
− mean cross sections of

beam plus and minus helicty states, respectively. The subscript qe stands for quasi-

elastic.
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The experimental raw asymmetry Aqe
raw is

Aqe
raw =

Y qe
+ − Y qe

−

Y qe
+ + Y qe

−

× 1

PbPtR
(4.2)

= Aqe
exp ×

1

PbPtR
(4.3)

where Y qe
+ and Y qe

− mean the yields of beam plus and minus helicty states respectively.

Pb and Pt represent beam and target polarization, respectively, with values less than

1, and R is the dilution factor, with values between 90% and 1. The dilution factor R

relates how much the measured asymmetry is decreased, by the effects of the yield of

N2 gas in the target cell, the yield of the empty target and the yield of the elastic 3He

tail. The dilution factor is majorly contributed from the N2, and the contribution

from other factors are negligible, as will be shown in following sections.

The yields Y qe
+ and Y qe

− are normalized by the charge in the corresponding helicity

states and the detector livetime, e.g.

Y qe
± =

N±

Q±T±
(4.4)

where N± is the counts, Q± and T± are the charge and the livetime of each helicity

state.

However, Aqe
raw is the not the same as Aqe

phys due to radiative effects (with the

magnitude ∼ 10%). Theoretical models are used to calculate the radiative correction.
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4.2 Hall A Analyzer

The Hall A Standard Analyzer is a C++ and ROOT based analyzing tool which reads

in from raw data files and fills the event variables in ROOT trees. It has modules to

incorporate the standard instruments in Hall A such as the beamline, the target, the

scaler, and the HRS’s (including their trackings). Version 1.5.12 released on Mar 12,

2010 is used in analysis in the thesis.

4.3 Event Cuts

Event cuts in filtering the quasi-elastic events include:

cuts on target variable acceptances:

TCut gold = ”ExTgtCor R.dp>-0.04 &&ExTgtCor R.dp<0.04”;

TCut target = ”ReactPt R.z>-0.16 && ReactPt R.z<0.16”

TCut sieve = ”ExTgtCor R.ph<0.03 &&ExTgtCor R.ph>-0.025 &&

abs(ExTgtCor R.th)<0.06”;

cut on trigger type (this cut imposes HRS-R triggered events only):

TCut eventtype = ”(D.evtypebits&2)==2”;

cuts on track quality:
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TCut track = ”R.tr.n==1&&R.vdc.u1.nhit>3&&R.vdc.u1.nhit<7

&&R.vdc.u2.nhit>3 &&R.vdc.u2.nhit<7&&R.vdc.v1.nhit>3

&&R.vdc.v1.nhit<7&&R.vdc.v2.nhit>3 &&R.vdc.v2.nhit<7”;

cut on target helicity being valid:

TCut cut = ”he3R.IsSpinValid==1”;

cuts on pion rejection:

”R.cer.asum c>400&&R.ps.e>100&&R.sh.e>100&&(R.ps.e+R.sh.e*2.)>2800.”

The meanings of the strings in the expressions of the cuts are listed in table 4.1.

Table 4.1: Cut String Variables

variable name [unit] meaning
ExTgtCor R.dp dp, or momentum fraction defined in Chapter 3
ReactPt R.z [m] reaction point in z (beamline) axis
ExTgtCor R.ph [rad] φtg, in-plane scattering angle
ExTgtCor R.th [rad] θtg, out-of-plane scattering angle
D.evtypebits event type bits
R.tr.n number of tracks found in HRS-R
R.vdc.u1.nhit number of hits in u1 plane in HRS-R
he3R.IsSpinValid a flag testifying whether the target spin is valid
R.cer.asum c ADC channel in Cerenkov detector
R.ps.e ADC channel in pre-shower detector
R.sh.e ADC channel in shower detector

It is meaningful to see that preshower and shower need to be used in combina-

tion with Cerenkov detector to cut away pions. Figure 4.1 and fig. 4.2 plotted the
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preshower versus shower ADC channels. It is seen that pions still persist on the

lower-left corner of fig. 4.1 with only Cerenkov cut, whereas they vanish in fig. 4.2

with both Cerenkov and preshower/shower cut.
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Figure 4.1: Preshower vs shower ADC channels with only Cerenkov cut.
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Figure 4.2: Preshower vs shower ADC channels with both Cerenkov and preshower/shower cut.
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The physical acceptance selected from the cuts above is shown in fig. 4.3. Labeling

plot 1 to 4 for the plots on the first row, and 5 to 8 for the plots in the second row,

each plot represents:

Plot 1: momentum fraction dp cut. The violet part is to be analyzed.

Plot 2: zreact cut. The violet part is to be analyzed.

Plot 3: θtg and φtg, without any cuts.

Plot 4: θtg and φtg with acceptance cuts.

Plot 5: Q2 with acceptance cuts.

Plot 6: ω with acceptance cuts.

Plot 7: Bjorken x with acceptance cuts.

Plot 8: physics θ and φ with acceptance cuts. Note that physics θ is directly

associated with φtg, and physics φ is directly associated with θtg.
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4.4 Beam and Target Polarization

4.4.1 Beam Polarization

The results from the Møller measurements are used for analyzing Experiment E05102.

Each Møller measurement has an uncertainty around 2% largely contributed by sys-

tematic uncertainties.

Since there was no direct Møller measurement during the run period of this thesis,

the beam polarization is obtained by the Hall A beam polarization and the corre-

sponding Hall B beam polarizations. More specifically, if there are two Hall B Møller

measurements PB1 and PB2 at time t1 and t2, correspondingly, and one Hall A Møller

measurement PA1 at time t1, the beam polarization PA2 in Hall A at time t2 can be

derived from

PA2 = PA1 ·
PB2

PB1

(4.5)

given that the two Møller measurements in each individual hall had the same beam

energy.

In the analysis t1 is on April 30, 2009, and t2 is on June 12, 2009. PB1=(87.527±1.54)%,

PB2=(85.279±1.48)%, and PA1=(84.1±2.0)%. The beam energies in Hall A were

3.606 GeV and those in Hall B were 5.979 GeV at both t1 and t2. Hence it can be de-

rived that the beam polarization PA2 during the runs of this thesis was PA2=(82±3)%.
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4.4.2 Target Polarization

The run-by-run target polarization NMR calibration at the pumping chamber was

finished by Yawei Zhang [27], as shown in fig. 4.4. 3He polarization in the pumping

chamber is actually shown in the plot, while there is ∼ 1 − 2% drop from the po-

larization in the pumping chamber to that in the target cell. This polarization drop

needs to be calibrated by water calibration and the project is still ongoing.

From the plot it is seen that the target polarization ranges between 55% and

60% during the majority of the run period, and the longitudinal polarized target is

observed to have a higher polarization than the transverse polarized target.

The uncertainty of the polarization signal is expected to be around 4% relatively

in Yawei Zhang’s target analysis[28], majorly contributed by the constant κ0 (∼ 3.0%

uncertainty) in Section 2.7, and 3He number density (∼ 2.7% uncertainty)
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Figure 4.4: Run by run target polarization. Target calibration record is on [29].
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4.5 Direction of Target Polarization

The direction of the target polarization is calibrated by Compass calibration, or the

calibration of the magnetic field generated by 3 coils in 3 directions. The work is done

by Andrej Leban [30] and Miha Mihovilovic [31] from the University of Ljubljana.

The currents in the 3 coils generating the magnetic field can be read from their

EPICS variables named ”DDM45 1disp1 read”, ”DDM45 2disp1 read”, and ”DDM45 3disp1 read”,

and the direction of the magnetic field is calculated accordingly from its generating

currents.

The final calibrated direction of the target polarization in the kinematics of this

thesis is in table 4.2. Note that the minus sign refers to the right side of the beam,

seeing from top of the hall. 0 degree means parallel to the downstream of the beam.

Table 4.2: Directions of target polarization

orientation of polarization exact direction angle (in degrees)
transverse -90.5±0.3
longitudinal -0.2±0.3
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4.6 Dilution Factor

4.6.1 Introduction

Around 1% of nitrogen gas N2 (by number density) is added into the 3He production

cell to absorb unwanted photons emitted from Rb decay process which would in

turn depolarize the 3He target. The N2 gas is expected to produce a negligible false

asymmetry but will increase the total yield by a couple of percent. The measured

asymmetry is thus decreased or ”diluted”.

The original definition of dilution factor fN2
is

fN2
= 1 − YN2

− Yempty

Ytotal − Yempty

(4.6)

where YN2
, Ytotal and Yempty are the yield of N2, the total yield, and the yield of the

empty target cell, respectively. The yield Y is defined as

Y =
N

Q · Tlive

(4.7)

where N is the number of counts and Q and Tlive are the charge collected and the

livetime of the detector.

With different beam energies the ratio of cross sections may differ, so the dilution

factor is also a function of beam energy.

2 methods can be used to extract the dilution factor: the pressure curve method
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and the quasi-elastic tail matching.

4.6.2 Pressure Curve Method

Mechanism

The reference target cells in the experiment were identical in shape and size to the

production target cells, and they were filled with N2 gas or pure 3He for calibration

purposes. When different pressures of N2 were filled in the reference cell, their yields

can be measured correspondingly. After subtracting the yield from the empty target,

the pure yield of N2 is expected to be proportional to the N2 pressure. This is observed

in fig. 4.5, in a set of N2 pressure curve runs in the e’d experiment with Ebeam = 2.425

GeV.
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Figure 4.5: Normalized N2 yield vs N2 pressure in Ebeam = 2.425 GeV kinematics. The pressures
are in unit of psig, or gauged psi, with vacuum pressure being -14.7 psig and 1 atm being 0 psig.
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Once the relationship between YN2
and N2 pressure is known, one can get the YN2

in a production cell given the N2 pressure in the production cell. More specifically,

if denoting the slope of fig. 4.5 as k, while k represents the yield of N2 in a reference

cell Y ref
N2

divided by N2 pressure P ref
N2

in a reference cell, i.e.,

k =
Y ref

N2

P ref
N2

(4.8)

the yield of N2 in a production cell is

Y prod
N2

= k · P prod
N2

=
Y ref

N2

P ref
N2

· P prod
N2

(4.9)

Equation (4.6) is actually used to calculate the yield of N2 in a production cell and

fN2
.

The slope k can be obtained by fitting the pressure curve with a few pressure data

points. When the pressure curve is not available, i.e. not many data points were taken

at different N2 pressures, at least 1 data point should have been taken to determine

the slope, by forcing the linear fit pass the point where 0 pressure meets 0 yield.

Bigger uncertainties exist in this method due to the uncertaities in the calibration of

the “0 pressure”.

In this experiment only runs with Ebeam = 2.425 GeV had N2 pressure curves. The

dilution factor of the runs with Ebeam = 1.245 or Ebeam = 3.606 GeV are obtained

from their single N2 pressure data points.
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Number Density Calibration

In this thesis gas density is in the unit of amagat, 1 amg = 2.686 7774 × 1025 m3 =

44.614 981 mol/m3 is the Loschmidt constant. When working with the gas density

in the target, it is important to differentiate the “filling density” and the cell density.

Due to the temperature gradience between the pumping chamber and the target cell,

the gas density in a target cell is not the same as the gas density initially filled with,

or the “filling density”. When density, temperature, volume are denoted as n, T and

V , respectively, and underscripts p and t denote the pumping chamber and the target

cell, the relationships of density can be roughly described as

np =
n0

1 + Vt

Vtot
(Tp

Tt
− 1)

(4.10)

nt =
n0

1 + Vp

Vtot
( Tt

Tp
− 1)

(4.11)

where Vtot refers to the total volume.

By the equation above the N2 filling density and the cell density are calculated and

shown in table 4.3. Here the Dominic cell refers to the target cell in Ay experiment,

and the Moss cell refers to that in e’d experiment. The measurement is done by a

JLab group [29].

The N2 pressure in the reference cell pref is calculated by its temperature T ref

and its number density ηref from eq. (4.12). The temperatures are measured by the
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Table 4.3: N2 density measurements

Dominic (amg) Moss (amg)
Filling density 0.116±0.010 0.113±0.010
Cell density 0.152±0.014 0.1494±0.014

temperature sensors (RTDs). Normal temperatures in the experiment were 38-390C.

pref = ηref · p0
T ref

T0

(4.12)

where p0=14.7 psi is 1 atmosphere and T0=273.15K.

Results

By the pressure curve method the dilution factor fN2
is shown in table 4.4. The

biggest uncertainty is contributed by the pressure gauge reading and the uncertainty

of the N2 density in the production cell.

Table 4.4: Results of N2 dilution factor by pressure curve method in e’d experiment,
or Moss cell

beam energy dilution factor (%) dilution factor (%)
(GeV) measured by HRS-L measured by HRS-R
1.245 98±2 96±2
2.425 96±2 96±2
3.606 96±2 96±2
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4.6.3 Quasi-elastic Tail Matching

This method requires accepting 3He elastic events. Theoretically, pure 3He should

produce negligible events beyond the 3He elastic peak, or at xBjorken >3. The defini-

tion of xBjorken can be found in Section 4.8. However, non-trivial amount of events

can be observed beyond 3He elastic peak in the experiment. These events are believed

to be the quasi-elastic peak generated by 14N. The shape of the event distribution at

this Bjorken x region is observed to be the same with the shape of the pure N2 runs.

Based on this one can match the shape of the tail of a production run with a

pure N2 run, and get the dilution factor by looking at the difference under the 3He

quasi-elastic peak. This difference is directly associated with dilution factor near the

3He quasi-elastic peak.

Results of this method can be shown in fig. 4.6, with the kinematics of a Ebeam =

2.425 GeV in a HRS-L run. Labeling the 6 plots in this figure as 1 to 6 from left to

right in the first row, and from left to right in the second row, the meanings of each

plot are explained below.

Plot 1 shows the tail matching, where the green represents a pure N2 run and

the black represents a production run. Two event distributions have similar shape

at xBjorken >3. It is interesting to see that the 3He elastic peak is not sitting right

at xBjorken >3, but at xBjorken = 2.8. This observation can be explained by the

ratiative effects of the 3He elastic events, and the left-skewness of the significantly

large quasi-elastic events below the 3He elastic peak.
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Plot 2 shows the difference between the black and the green in plot 1, which is

the difference between the event distribution of a production run and a scaled pure

N2 run. This difference is expected to be made of pure 3He events.

Plot 3 actually plots 1-fN2
, or the ratio of the yield of N2 to the total yield (green

curve to black curve) in plot 1.

In plot 4, the green curve represents the difference between a production cell yield

and a scaled pure N2 run, and the black curve represents a pure 3He run. They are

supposed to match. Actually the shapes have a little difference which can be seen

in the subtraction of the two shapes in Plot 5. This difference can be explained by

the radiative effects or energy loss. The energy loss in the black curve is less than

that in the green curve, hence the green curve is skewed more to the left than the

black curve. Thus in Plot 5 the subtraction of green from black is negative at smaller

xBjorken and positive at bigger xBjorken.

Plot 5 shows the difference of the black and the green in Plot 4, in order to make

sure that the sum of N2 yield and 3He run is the total yield. A difference in the

number of events (4000 out of 300,000) around the quasi-elastic peak can be seen and

have been explained above.

Plot 6 is the result of the dilution factor, with uncertainties estimated to be 2%

due to mismatched events.
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This tail matching method gives out the dilution factor to be ∼ (96± 2)% around

quasi-elastic peak with Ebeam = 2.425 GeV. The dilution factors of different xBjorken

bins are listed in table 4.5. Uncertainties are mostly contributed by the mismatched

counts, and the counts from the empty target.

Table 4.5: Dilution factor fN2
by tail matching method

Bjorken x Dilution factorfN2
(%)

0.6 (92.0±2)%
0.7 (92.7±2)%
0.8 (94.2±2)%
0.9 (95.5±2)%
1.0 (96.2±2)%
1.1 (96.3±2)%
1.2 (95.6±2)%
1.3 (94.8±2)%
1.4 (93.7±2)%
1.5 (92.5±2)%
1.6 (91.8±2)%
1.7 (91.1±2)%
1.8 (90.0±2)%
1.9 (89.3±2)%
2.0 (87.5±2)%
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4.6.4 Empty Target Dilution

An empty target refers to a target with vacuum inside. Ideally an empty target

should have zero yield within the analytical acceptance cut. However, small counts

persists due to the impurity of vacuum and the reconstructed tails of target windows

by optics, as shown in fig. 4.7. After applying the cuts of track quality and pion

exclusion, the yield of the empty target is less than 0.3% of production yield and thus

has negligible effects on the final asymmetry.

react_z [m]
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310

Empty target counts

Figure 4.7: The yield of the empty cell on a plot of zreact. Black: the yield of the empty cell.
Violet: with all acceptance cuts. Note that the extra material to the left of the upstream target
window is studied to be 4He coolant jet.

4.6.5 3He Elastic Tail Dilution

While the quasi-elastic 3He events sit mostly around xBjorken=1 region, the elastic 3He

peak sits around xBjorken=3, and the elastic events has some tail extending under the
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quasi-elastic peak which can create a false asymmetry. The elastic tail is strengthened

by the radiative effects. This elastic tail affects the measured asymmetry in two ways:

it dilutes the measured asymmetry and it brings in its own asymmetry to be the false

asymmetry. The former is analyzed in this subsection and the latter will be analyzed

in the next section.

Figure 4.8 shows the plot of dp kin of a run with Ebeam = 2.425 and Q2=0.26

(GeV/c)2. It is seen that the magnitude of the elastic peak is around 1/1000 of the

quasi-elastic peak. And one can naively estimate that the magnitude of the elastic

tail is less than 1/10 of the magnitude of the elastic peak, or less than 1/10000 of the

magnitude of the quasi-elastic peak at this kinematics.

One can estimate the elastic cross section in the kinematics of this thesis (Q2=1

(GeV/c)2) by comparing with the kinematics mentioned in the last paragraph. The

3He form factors atQ2=1 (GeV/c)2 decrease by more than a factor of 10 fromQ2=0.26

(GeV/c)2 (A.Amroun et al. [32]). The proton and neutron form factors either keep

approximately the same or even increase between the two kinematics. So it is esti-

mated that the ratio of the elastic tail to the quasi-elastic peak decrease by more than

a factor of 10 from at Q2=1 (GeV/c)2, resulting this ratio to be less than 1/100000.

It is concluded that this ratio has negligible effects in the dilution factor.
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Figure 4.8: The 3He elasic (violet) and the quasi-elastic events plotted by dp kin at Q2=0.26
(GeV/c)2.

4.7 Radiative Correction

Radiative correction is undertaken by the Fortran code radcor.f. The original version

of the code was based on the formalism by Mo and Tsai [33]. The code was later

implemented by Miller [34], and then implemented in JLab Hall A E94010 experiment.

The peaking approximation is made by the formalism of Stein, et al. [35]. Details of

the code are included in [36]. This code can do radiative correction in the polarized

and unpolarized cross sections in the case of inclusive inelastic electron scattering

from 3He target. The outcome of the code was later compared with formalism in

POLRAD [37], the so-called co-variant method. It is found [36] that the two methods

are just marginally different.

Radcor.f uses experimental raw cross sections as the input, and it builds up the

Born cross section (either polarized or unpolarized) models and radiates this Born
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cross section to obtain a radiated cross section. The radiated cross section obtained is

compared with raw cross section input. The Born cross section model is then adjusted

to reduce the difference in the comparison. This procedure is iterated 10 times and

it converges to the final model of Born cross section. The final convergence has the

variation of chi-square less than 5%.

Radcor.f only deals with cross sections. In order to do corrections in the asym-

metry measurements in E05102, procedures below are taken:

• an unpolarized radiated cross section model is required to create the difference

in the polarized cross sections for the radcor.f input;

• with input from above, radcor.f iterates to find the difference between the “un-

folded” Born cross sections in 2 helicity states;

• this difference should be further divided by unpolarized Born cross section to

obtain the Born asymmetry, or asymmetry without radiative effects;

Since there is no direct cross section measurements in E05102, rough unpolarized

cross sections (either radiated or unradiated) are extrapolated from the data in E94010

and eq. (1.12). This does not seem rigorous but it brings in a negligible uncertainty to

the final result considering the magnitude of correction in the asymmetries (∼ 10%).

The uncertainty is further reduced in the physics extraction in Chapter 5, since only

the ratio of asymmetries is needed in the extraction.

Table 4.6 shows the magnitude of the correction in asymmetries. The correction

is also shown in the next section in fig. 4.11 and fig. 4.12.
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The uncertainties in the radiative correction provided by radcor.f is estimated to

be 20% [38] relatively to reflect variations from different models. After including the

procedure of extrapolation of cross sections (polarized and unpolarized) described

above, one can over-estimate this uncertainty to be 50% relatively without losing

much accuracy in final results, as shown in the next chapter.

Table 4.6: Magnitudes of radiative corrections

Bjorken x Long. correction(%) Tran. correction(%)
0.924 14±7 13±7
0.976 8±4 11±6
1.035 8±4 10±5
1.066 10±5 11±6

4.8 Raw Asymmetry Results

In the results plotted the horizontal axis represents xBjorken. The scaling variable

xBjorken is defined as xBjorken = Q2

2Mω
, where Q2 is the square of the four-momentum

transfer, M is the mass of the struck nucleon and ω is the difference of energy between

the incoming electron and the outgoing electron.

Figure 4.9 and fig. 4.10 show the measured asymmetries with beam half-wave

plate in and out, for transverse and longitudinal target polarization, or transverse

and transverse-longitudinal asymmetry, respectively. This asymmetry is not modi-

fied by the target or beam polarization, or any other corrections. (Note that since
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target polarization is aligned parallel or perpendicular with beamline, the measured

asymmetries are not pure transverse or transverse-longitudinal as in the formulas.

Instead, the asymmetries include an angular rotation from the pure transverse or

transverse-longitudinal case. For easy referencing, in this paper AT ′ refers to the

asymmetry when the polarization of the target is perpendicular with the beamline,

and ATL′ refers to the asymmetry when the polarization of the target is parallel with

the beamline)

Figure 4.11 and fig. 4.12 show the corrected asymmetry along with all corrections

near the quasi-elastic peak. Table 4.7 and table 4.8 show the tabulated asymmetries.

The statistical uncertainty of a raw asymmetry δAraw is given by

δAraw =
2
√
N+N−

(N+ +N−)3/2
≃ 1√

N
(4.13)

Where N+ and N− represent number of counts in the positive and negative helicity

states, respectively.

The systematic uncertainties are dominated by the beam and target polarization,

the dilution factor, and radiative correction. Details about systematic uncertainties

will be displayed in the next section.
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Figure 4.9: Measured transverse-longitudinal asymmetry ATL′ without any correction (polariza-
tion, dilution factor, or radiative correction)

Figure 4.10: Measured tranverse asymmetry AT ′ without correction (polarization, dilution factor,
or radiative correction)
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Figure 4.11: Tranverse-longitudinal raw asymmetry (before radiative correction) and asymmetry
after radiative correction near quasi-elastic peak. Uncertainties are statistical only.
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Figure 4.12: Tranverse raw asymmetry (before radiative correction) and asymmetry after radiative
correction near quasi-elastic peak. Uncertainties are statistical only.
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Table 4.7: Transverse-longitudinal asymmetry: before and after radiative correction.

Before radiative correction After radiative correction
Bjorken x Asym± stat ± syst (%) Asym± stat ± syst (%)
0.925 -0.32±0.15±0.02 -0.35±0.17±0.02
0.975 -0.60±0.16±0.03 -0.66±0.18±0.05
1.025 -0.50±0.18±0.03 -0.55±0.20±0.04
1.075 -0.58±0.21±0.03 -0.64±0.23±0.05

Table 4.8: Transverse asymmetry: before and after radiative correction.

Before radiative correction After radiative correction
Bjorken x Asym± stat ± syst (%) Asym± stat ± syst (%)
0.925 3.04±0.17±0.17 3.35±0.19±0.23
0.975 2.98±0.18±0.16 3.29±0.20±0.23
1.025 2.69±0.20±0.15 2.97±0.22±0.21
1.075 2.59±0.23±0.14 2.86±0.26±0.20

4.9 Analysis of Systematic Uncertainties

Below are major parts contributing to systematic uncertainty of the measurements:

• beam polarization (∼ 3%);

• target polarization (∼ 4%);

• dilution factor (∼ 2%);

• radiative correction (less than 5%).

Negligiable uncertainties are discussed below.



109

• The uncertainties in the asymmetry caused by the beam position and beam

current in different helicity states are negligible, due to the stability of the beamline

which can be used to make ppm (parts per million) level measurements such as

HAPPEX experiment [39].

• About the uncertainties caused by the elastic 3He events: from section 4.6.5

it is seen that the ratio of the yield of 3He elastic to the yield of 3He quasi-elastic

under the quasi-elastic peak is less than 1/100000. Considering that the 3He elastic

asymmetry at this kinematics is around 4-5%, whereas the quasi-elastic asymmetry

at this kinematics is around 0.6-3%, it is concluded that the false asymmetry caused

by 3He elastic is negligible.

• The uncertainties caused by the asymmetric DAQ (Data Acquisition System)

livetime is negligible. These are analyzed in section 4.9.1.

• The detector inefficiency is reasonably assumed to be helicity-independent.

The uncertainties from kinematics are not taken into account here. They will be

considered in the final physical (Gn
E) extraction.

4.9.1 Livetime Asymmetry

The livetime (LT ) is defined as a percentage number in eq. (2.4), and the deadtime

(DT ) is defined as DT = 1−LT . When the event rate is not high and and there are

few stacked events (events that coincide to happen in the same time window), the
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deadtime can be calculated by the event length tevent and the event rate Revent:

DT = tevent ×Revent (4.14)

The linearity is also observed in previous experiments ([40]).

The DT in the experiment is ∼ 5%. Based on the linearity above, the DT fluc-

tuates with the event rate at a level of a couple of percent (the level of cross section

asymmetry). This level of DT fluctuation brings in less than 0.1% (relative) in the

livetime asymmetry, hence the false asymmetry of livetime is believed to be a negli-

gible effect in the final results.
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Chapter 5

The Extraction of GnE

In the case of inclusive quasi-elastic scattering of polarized electrons from 3He, 3 ~He(~e, e′),

the formula for the asymmetry (eq. 1.22) can be written in terms of 3He response

functions as

A =
∆

Σ
= −cos θ∗vT ′R

3He
T ′ + sin θ∗ cosφ∗vTL′R

3He
TL′

vLR
3He
L + vTR

3He
T

(5.1)

where R
3He’s are the 3He response functions and the v’s are kinematics factors. The

subscripts T ′(TL′) represent transverse (transverse-longitudinal). θ∗ and φ∗ represent

the direction of the target spin with respect to −→q . These angles are defined in Chapter

1 cited from Donnelly and Raskin [7].

In the case of transverse target spin orientation, or θ∗ = 0, the asymmetry

AT ′ = −σMottvT ′R
3He
T ′

Σ
(5.2)
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whereas in the case of longitudinal target spin orientation when θ∗ = π/2 and φ∗ ≃ 0,

the asymmetry

ATL′ = −σMottvTL′RTL′
3He

Σ
(5.3)

Different models can be used to calculate the 3He response functions. These

include full Faddeev calculations and Plane-Wave Impulse Approximation (PWIA)

calculations. To match the statistical uncertainty of this measurement, the extraction

of Gn
E/G

n
M in this dissertation will focus on the PWIA method provided by Salme’ et

al., as described in the next section.

5.1 Salme’s Extraction and Its Validity

5.1.1 Formalism of the Extraction

The theoretical layout of the extraction is elaborated on in [4]. This calculation takes

into account the relativistic kinematics and currents, and employs the Argonne V18

NN interaction potential and the Hoehler [41] or Krumpelmann [42] nucleon form

factor parametrizations. Based on the Plane-Wave Impulse approximation (PWIA,

described in the next section) the struck nucleon is repreesnted by a plane wave, and

the interaction between the nucleons in the spectator pair is treated exactly by in-

cluding the Nucleon-Nucleon and the Coulomb interaction between the proton-proton

pairs. The prescription for the off-energy-shell electromagnetic nucleon currents by

T. De Forest [43] is applied in the calculation. Relativisic corrections include (i) the
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relativistic electron-nucleon cross section; (ii) the relativistic energy conservation.

In this calculation [4] the 3He transverse(longitudinal) responses R
3He
T ′(TL′) near

quasi-elastic peak can be written as

R
3He
T ′ =

Q2

2qM
{2[Gp

M ]2Hp
T ′ + [Gn

M ]2Hn
T ′} (5.4)

R
3He
TL′ = −

√
2{2Gp

MG
p
EH

p
TL′ +Gn

MG
n
EH

n
TL′} (5.5)

where H
n(p)
T ′(TL′) represents the neutron (proton) contribution to the T ′(TL′) response

functions. These functions in general contain 3He structure within PWIA and the

ratios of nucleon form factors. Values of these functions can be seen in fig. 5.1.

Figure 5.1: Left: Hn
T ′(TL′) in 3He response functions. All curves have been obtained using the

Av14 plus Coulomb interaction and the nucleon form factors of [8]. Solid line: Hn
T ′(Q2, νpeak);

dot-dashed line: Hn
TL′(Q2, νpeak). Right: same as left but for protons

By getting the ratio of eq. (5.3) and eq. (5.2) and inserting eq. (5.4) and eq. (5.5),
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the unpolarized cross sections Σ and σMott cancel and the outcome is

ATL′

AT ′

= −vTL′

√
2{2Gp

MG
p
EH

p
TL′ +Gn

MG
n
EH

n
TL′}

vT ′

Q2

2qM
{2[Gp

M ]2Hp
T ′ + [Gn

M ]2Hn
T ′}

(5.6)

Using the measured AT ′ and ATL′ and the world’s data for Gp
M , Gn

M , and Gp
E, the

value of Gn
E can be extracted.

5.1.2 Discussion of FSI, MEC, and Off-shell Prescription

The Plane Wave Impulse Approximations (PWIA) are:

1) a single nucleon within the target nucleus totally absorbs the energy and mo-

mentum of the virtual photon;

2) the ”quasi-free” assumption is valid and final-state interactions and other cur-

rent exchanges are ignored. The outgoing nucleon is treated as plane wave;

3) the target nucleus can be described as a collection of independent particles.

The PWIA doesn’t include FSI or MEC. FSI, or the Final State Interaction,

describes the interaction between the knocked-out nucleon and the spectator nucleons.

The MEC stands for the Meson Exchange Currents in the reaction.

There has been abundant research to study the magnitude of FSI and MEC effects

in PWIA. Generally, these two effects are small in the kinematics of the work described

in this dissertation.

The scaling variable xBjorken is defined as xBjorken = Q2

2Mω
, where Q2 is the square

of the four-momentum transfer, M is the mass of the struck nucleon and ω is the
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difference of energy between the incoming electron and the outgoing electron. When

xBjorken is near 1, the stuck nucleon has a momentum of almost zero before absorbing

the virtual photon. After absorbing the photon it has a momentum almost equal to

that of the virtual photon. Therefore, its kinetic energy is relativistic.

The FSI and MEC effects in 3 ~He(~e, e′n) were studied by Laget [44] and were found

to significantly affect the asymmetries at low Q2 but to become negligible at Q2 > 0.3

(GeV/c)2. The work of Miller et al. [45] gave additional support to the conclusion

that the spin-dependent FSI’s are negligible at Q2 > 0.3 (GeV/c)2.

The effects of FSI’s are estimated from the difference between the relativistic

PWIA calculation [4] and the nonrelativistic Faddeev calculation with FSI and rela-

tivistic corrections included [40]. In [40], the transverse asymmetries AT ′ were mea-

sured between Q2 = 0.1 - 0.6 (GeV/c)2. In the comparison [46] the FSI corrections

to AT ′ decrease with the increase of Q2. The estimated uncertainties in the extracted

values for AT ′ due to the neglect of the FSI effects in PWIA are 9.0% and 3.6% for Q2

of 0.3 and 0.4, respectively, and on the order of 1 to 2% for values of Q2 between 0.5

and 0.6 (GeV/c)2 based on an extrapolation beyond a Q2 value of 0.4 (GeV/c)2. The

decrease of the contribution from FSI’s was also shown in previous studies [47][48][49].

Salme’ et al. also estimated that the effects of FSI’s vanish at least as 1/q, where q

is the electron momentum transfer. [50]

The effect of MEC on asymmetries also drops exponentially as Q2 increases based

on Golak’s full calculation[51]. In the analysis of the transverse asymmetries AT ′
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between Q2 = 0.1 - 0.6 (GeV/c)2 [46], it was found that the uncertainty due to

neglecting the MEC effect in PWIA for AT ′ at the top of the quasielastic peak was

3.6%, 2.4%, 1.0%, and 1.0% for Q2 of 0.3, 0.4, 0.5, and 0.6 (GeV/c)2, respectively.

Indeed, it was shown in [46] that the experimental transverse asymmetries AT ′

differ from PWIA calculation by ∼50% at Q2 = 0.1 - 0.2 (GeV/c)2 and the difference

is less than one σ ∼ 5% at Q2 = 0.5 - 0.6 (GeV/c)2. This difference ∼ 5% can be

taken to be the upper limit of the contribution of FSI and MEC in the measurements

presented in this dissertation.

As noted previously, the prescription for off-shell cross sections of T. De Forest

[43] was applied in the extraction method of work presented here. It is found [52]

that different prescriptions produce negligible variations.

5.2 Analysis in the Ratio of Asymmetry ATL′/AT ′

and its Results

As mentioned in section 4.8 the target polarization of E05102 was not aligned parallel

or perpendicular to −→q . Instead, it was aligned with respect to the beam direction

and has ∼240 with respect to −→q . Here denoting the transverse asymmetry by AT ′

when target polarization was perpendicular to the beamline (almost parallel with −→q ),

and the longitudinal asymmetry by ATL′ when target polarization was parallel to the

beamline (almost perpendicular with −→q ), experiment analysis gives out



117

ATL′/AT ′ = −0.18 ± 0.032(stat) ± 0.011(syst)

About systematic uncertainties:

• The target polarization allows ∼ 0.6% uncertainty. The NMR measurements

are calibrated by EPR measurements, and the ratio of target polarization eliminates

the uncertainty in EPR constants (such as κ0 and 3He number density in 4.4.2) Only

the frequency shift dν in EPR measurements will remain in the final uncertainty and

it is estimated as ∼ 0.6% uncertainty in Yawei Zhang’s target analysis[28].

• Uncertainty in the beam polarization is less than 3% due to polarization fluctua-

tion. Since what matters is the fluctuation of the beam polarization (not the absolute

value of the beam polarization), the systematic uncertainty in the ratio is less than

the uncertainty in the absolute value of the beam polarization.

• Dilution factor cancels in the ratio and is expected to bring negligible error

• Uncertainty in radiative correction is estimated to be 5%. Previous analysis

gives out the uncertainty in radiative correction around 5%. Since the uncertainty is

positively correlated in the ratio of asymmetries, hence the uncertainty of the ratio

of asymmetries is also estimated to be 5%.

5.3 The Extraction of Gn
E Analysis and Results

The general idea in the extraction of Gn
E is to generate a theoretical ratio of asymme-

tries, and to match it with the experimental one. The theoretical ratio of asymmetries

is calculated at each point over the acceptance by eq (5.1), and is later averaged over
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the whole experimental acceptance.

Gn
M is input by Kelly’s parameterization [3]. Gp

M and Gp
E are input parameters

by J.J.Kelly [3], while forcing the fit to pass the most updated measurement from

J.Arrington [53]. In [53] Gp
M/GD = 0.9413 ± 0.0122 and Gp

E/GD = 1.0456 ± 0.0042

at Q2 = 0.979 (GeV/c)2.

Kelly’s parameterization [3] is like

G(Q2) ∝

n
∑

k=1

akτ
k

1 +
n+2
∑

k=1

bkτ
k

(5.7)

where G(Q2) represents form factors. In the parameterization both numerator and

denominator are polynomials in τ = Q2/4m2
p.

Various parameterizations of proton form factors (J. Arrington and I. Sick [54][55])

vary within 2% and mostly have uncertainties less than 2% at kinematics of interest

in this thesis.

Since Gn
E is the unknown parameter being extracted and it also varies with Q2,

it is evaluated by its central value at Q2 = 0.95 (GeV/c)2 and a linear extrapolation

slope, e.g.,

Gn
E(Q2)

GD

=
Gn

E

GD

∣

∣

∣

∣

Q2=0.95 (GeV/c)2
+ a ·Q2 (5.8)
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By Kelly’s dipole parameterization of Gn
E [3]:

Gn
E(Q2) =

Aτ

1 +Bτ
GD(Q2) (5.9)

where the dipole form factor is given by GD(Q2) = (1 + Q2/Λ2)−2 with Λ2 = 0.71

(GeV/c)2, A = 1.70 ± 0.04, and B = 3.30 ± 0.32. Given these parameters, the value

of a in eq. (5.8) is

a = (0.135 ± 0.007) (GeV/c)−2

Longitudinal and transverse asymmetries were calculated for every point within

the acceptance of the detectors, given the kinematics variables and Gp
M , Gn

M , and Gp
E

of the corresponding event. The ratio of asymmetries is computed from a weighted

average over the acceptance. Different Gn
E|Q2=0.95 (GeV/c)2 ’s have been used as the

input, and each was used to generate a ratio of asymmetries to match the experi-

mental one. The plot of the generated asymmetry and the input Gn
E|Q2=0.95 (GeV/c)2

is shown in fig. 5.2. The generated asymmetry has systematic uncertaintiess included

in table 5.1:

The final Gn
E for an average Q2 = 0.95 (GeV/c)2 is

Gn
E/GD = 0.226 ± 0.041(stat) ± 0.016(syst) (5.10)
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Table 5.1: Sources of systematic uncertainty in the simulated ratio of asymmetries

contribution uncertainty ATL′/AT ′

Gp
E 2% 2%

Gp
M/µp 2% 2%

Gn
M/µn 1.25% 5%

in-plane angle, including
θtg and HRS survey <2 mrad < 0.1%
out-of-plane angle, including
φtg and HRS survey <2 mrad < 0.1%
in-plane target polarization angle,
correlated with θ∗ 0.3o 3%
out-of-plane target polarization angle,
correlated with φ∗ 0.3o < 0.1%
beam and scattering electron energy < 0.2% < 0.1%
total 6%

or,

Gn
E = 0.0414 ± 0.0077(stat) ± 0.0032(syst) (5.11)

Here the statistical uncertainty is determined by the number of events and the

systematic uncertainty contains the effects of radiative corrections, the uncertainty

in generated theoretical ratio of asymmetries (table 5.1), and the uncertainty in the

ratio of experimental asymmetries (eq. 5.2). This result is shown in fig. 5.3, along

with selected world data.

5.4 Conclusion

In conclusion, an unprecedented technique for measuring Gn
E by inclusive polarized

3 ~He(~e, e′) has been presented. The final result is shown in eqs. (5.10, 5.11). The ex-
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Figure 5.2: Ratio of asymmetries at different input Gn
E/GD’s. Solid: theoretical, the width

represents the uncertainty in the calculation). Dotted: experimental, with statistical and systematic
uncertainties from the measurement

tracted result agrees well with the world data, showing the feasibility of this extraction

technique. One can recall the discrepancy in the proton form factor measurements

when the polarization transfer method was introduced in Jefferson Lab [56] for the

first time. The agreement between the results of this measurement with those of pre-

vious measurements gives us greater confidence in the accuracy of all measurements

of Gn
E.

5.5 Comments and Outlook

This method of extracting Gn
E by the ratio of asymmetries has advantages compared

to other methods of extracting Gn
E.

First, this method demonstrates its advantage at higherQ2, e.g. Q2 > 1 (GeV/c)2.

From world data as shown in fig. 1.7 [3], all other form factors decrease at Q2 > 1

(GeV/c)2 while in the same region Gn
E increases. Hence, Gn

E in the higher Q2 region
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Figure 5.3: Gn
E value from this measurement, with world data and parameterization.

dominates the 3He structure and errors from the contribution of protons decrease.

Second, as mentioned before, this method has small sensitivity to systematic er-

rors. Dilution factors will cancel out when N2 gas brings negligible false asymmetry,

and the beam and target polarizations only matter by their relative magnitude. When

the beam and target polarization are calibrated, one always needs to calibrate a con-

stant offset and the slope to map the electronic signals with the polarization number.

The offset is usually small, and the polarization number is largely affected by the slope

coefficient. The ratio of asymmetry method automatically avoids the dependence on

the slope coefficient.

Third, this method proves great potential in saving beam time. The parallel and
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the perpendicular polarization data were each taken in less then 30 hours of quality

beam time with a beam current of ∼13 µA. Due to the magnitudes of ATL′ and AT ′ ,

the statistical error dominates in the ATL′ case. By multiplying the beam time by 4 in

the ATL′ case and keeping the beam time the same for AT ′ , the resulting uncertainty

in Gn
E could be cut by half using a total of 150 hours of beam. This requires a 6-day

running of continuous beam, or approximately 12-day running in total.

Further theory support will greatly help in increasing the accuracy of the extrac-

tion. Right now asymmetries at the quasi-elastic peak are obtained using a weighted

averaging around the peak. Further theoretical calculations aimed at determining

asymmetries at different kinematics bins around the quasi-elastic peak can provide a

way to better match the measured asymmetries with the theoretical calculations.
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