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BDX-MINI is a beam dump experiment optimized to search for light dark matter produced in the
interaction of the intense CEBAF 2.176 GeV electron beam with the Hall A beam dump at Jefferson Lab.
The BDX-MINI detector consists of a PbWO4 electromagnetic calorimeter surrounded by a hermetic veto
system for background rejection. The experiment accumulated 2.56 × 1021 EOT in six months of running.
Simulations of fermionic and scalar dark matter interactions with electrons of the active volume of the BDX-
MINI detector were used to estimate the expected signal. Data collected during the beam-off time allowed us
to characterize the background dominated by cosmic rays. A blind data analysis based on a maximum-
likelihood approach was used to optimize the experiment sensitivity. An upper limit on the production of
light dark matter was set using the combined event samples collected during beam-on and beam-off
configurations. In some kinematic regions of interest, this pilot experiment is sensitive to the parameter space
covered by some of the most sensitive experiments to date, which demonstrates the discovery potential of the
next generation beam dump experiment planned at intense electron beam facilities.
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I. INTRODUCTION AND THEORETICAL
FRAMEWORK

Many astrophysical observations as well as anomalies
in processes involving electromagnetic currents (e.g., the
muon anomalous magnetic moment) could be reconciled
assuming the existence of a new kind of matter, not directly
interacting with light, called dark matter (DM) [1,2]. While
gravitational effects of DM are quite well established,
despite the tremendous efforts being devoted to reveal
the nature of DM in terms of new elementary particles,
no clear results have been obtained to date. Experimental
efforts have mainly focused on direct detection of galactic
DM within the so-called Weakly Interacting Massive
Particles paradigm that assumes the existence of slow-
moving cosmological weakly interacting particles with

mass larger than 1 GeV [3–5]. Due to the lack of evidence
in “traditional” DM searches, there has been increased
experimental activity directed toward the search for light
DM (LDM) in the MeV–GeV mass range [6–9]. This
largely unexplored mass region is theoretically well justified
with the assumption that DM has a thermal origin [10,11]. If
dark and visible matter had sufficiently large interactions to
achieve thermal equilibrium during the early phases of the
nascent Universe, due to the Hubble expansion that diluted
the DM number density, then the annihilation rate corre-
spondingly lessened becoming fixed for all subsequent
times thereafter. Therefore, in this hypothesis there has
been a sufficiently high DM annihilation rate to have
depleted any excess abundance in order to agree with our
present day observations. For thermal dark matter below the
GeV scale, this requirement can only be satisfied if the dark
sector contains comparably light new force carriers to
mediate the necessary annihilation process. Such mediators
must couple to visible matter and neutral under the Standard
Model (SM) gauge group. This greatly limits the number of
options for possible mediators. A representative model
involves a heavy vector boson called A0 or “heavy photon”
[8,12,13] and is described by the Lagrangian (after fields
diagonalization, and omitting the LDM mass term):
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is the dark gauge coupling, JμD
is the current of DM fields and ε parametrizes the degree
of kinetic mixing between dark and visible photons. The
phenomenology of the DM interaction depends on the DM
mediator mass hierarchy and on the details of the dark
current JμD. If there is only one dark sector state, then the
dark current generically contains elastic interactions with the
dark photon. However, if there are two (or more) dark sector
states then the dark photon can couple to the dark sector
states off-diagonally [14]. In this work, we will consider the
two cases of scalar and fermionic LDM; although the latter
has been already strongly constrained by CosmicMicrowave
Background arguments [15], it is representative of other
model variations, such as the Majorana or the pseudo-Dirac
(small mass splitting) cases [16]. Depending on the relative
masses of the A0 and the DM particles χ the A0 can decay to
SM particles (“visible” decay) and/or to light DM states
(“invisible” decay). In the rest of the paper we will consider
the mass hierarchy case mA0 > mχ with the arbitrary choice
mA0=mχ ¼ 3, where mχ is the LDM mass. We will also fix
αD ¼ 0.1, following the recent convention adopted in the
CERN Physics Beyond Collider report [17].
In the paradigm of DM with a thermal origin, it would

have acquired its current abundance through direct or
indirect annihilation into SM particles. If the mediator is
heavier than the DM, then the thermal relic abundance is
achieved via direct annihilation χχ → ff where f are SM
fermions/scalars with a corresponding annihilation rate
scaling as

σvχχ→ff ∝ y≡ ε2αDðmχ=mA0 Þ4: ð2Þ

This scenario offers a predictive target for discovery or
falsifiability, since there is a minimum SM-mediator cou-
pling compatible with a thermal history that experiments
can probe.
Present accelerator technology provides high intensity

particle beams of moderate energy that are well suited for
the discovery of LDM [6,7]. In particular, electron beam
dump experiments have been shown to have high sensi-
tivity to light dark matter [18–20]. In these experiments,
light dark matter particles (χχ̄ pairs) are conjectured to be
produced when the electron beam interacts with nucleons
and electrons in the beam dump via A0 radiative process
(A0-strahlung) or annihilation (resonant and nonresonant)
of positrons produced by the electromagnetic shower
generated therein [21–23]. A detector located downstream
of the beam dump, shielded from SM background par-
ticles (other than neutrinos), could be sensitive to the
interaction of DM χs. However, the shallow installation of

accelerator beam lines exposes detectors to cosmic back-
grounds [24]. An electromagnetic shower is expected to be
produced by the χ-electron interaction, depositing large
energies (EDep > 10 MeV) that are easily detectable by a
standard electromagnetic calorimeter. Surrounding the
detector with passive and active vetoes provide further
reduction of beam-related and cosmic muon and neutron
backgrounds.
An experiment based on the concept described above,

called Beam Dump eXperiment or BDX [20], has been
proposed and approved to run at Jefferson Lab making use
of the 11 GeV, 60 μA CW electron beam delivered by the
CEBAF accelerator to the experimental Hall A. Five meters
of iron will shield a cubic-meter-size electromagnetic
calorimeter consisting of CsI(Tl) crystals formerly used
in the BABAR experiment at SLAC [25]. Plastic scintillators
and lead layers surrounding the calorimeter will veto most
of the cosmic and beam-related backgrounds.
In this paper we describe the BDX-MINI experiment [26],

a pilot version of BDX that took data at lower beam energy
(2 GeV in place of 11 GeV), and therefore avoided the need
for the significant shielding planned for the full experiment.
BDX-MINI was installed in an existing 10-inch pipe
installed 25 m downstream of the Hall A beam dump to
intercept possible dark matter particles propagating through
the dirt. To partially compensate for the limited active
volume that was constrained by the pipe size, the calorimeter
was assembled using PbWO4 crystals, which are a factor of
two denser than CsI(Tl). Following the BDX detector
design, two layers of plastic scintillator and a passive layer
of W surrounded the calorimeter. While the BDX-MINI
interaction volume was only a few percent of proposed BDX
and the beam exposure was only six months, the outcome of
this pilot experiment is worthy in its own right.
The paper is organized as follow: Sec. II describes the

experimental setup: location, detector, and Data Acquisition
(DAQ). Section III describes the simulation framework used
to evaluate the expected signal. Section IV reports details
about the data analysis and the statistical procedure. Finally,
Sec. V reports the experiment sensitivity optimization and
the resulting upper limit. A summary and outlook will
conclude the paper.

II. EXPERIMENTAL SETUP

The detector was installed 26 m downstream of the Hall
A beam dump at JLab, inside a well (Well-1) at beamline
height. The detector was shielded from the background
produced in the beam dump by 5.4 m of concrete and
14.2 m of dirt, shown schematically in Fig. 1. The experi-
ment accumulated data during a period of six months
between 2019 and 2020. During most of the time, Hall
A received one-pass beam from the accelerator (2.176 GeV)
and all muons generated in the beam dump ranged out
before reaching the detector. In this section we present an
overview of the experimental configuration and detector
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with sufficient information to understand the analysis and
results in the rest of the paper. Additional details of the
experimental layout and setup can be found in Ref. [26].
The detector was located inside a 20-cm diameter

stainless steel watertight cylindrical vessel, which could
be lowered into either one of the two wells downstream of
the Hall A beam dump. Cable connections from the detector
were routed to an electronic rack at ground level near the
entrance to the well that contained the readout electronics
and the DAQ system. The experimental setup was housed
inside a sturdy field tent that covered both wells, the
electronic equipment, and power breakers. The environment
was conditioned using a portable air conditioning unit to
maintain a suitable temperature and humidity.
The detector package, which we call “BDX-MINI,”

consists of an electromagnetic calorimeter (ECAL) com-
posed of PbWO4 crystals (∼4 × 10−3 m3 total volume) and
hermetic layers of passive and active vetoes. The innermost
veto layer consists of tungsten shielding. This passive layer
is followed by two active layers: the inner veto, IV, and the
outer veto, OV. Each layer consists of a cylindrical or
octagonal tube and two end caps. A cross sectional sketch of
the detector is shown in Fig. 2.
The ECAL is composed of two identical modules with 22

PbWO4 crystals each (eight 30 × 15 × 200 mm3 crystals
produced by SICCAS1 and 14 20 × 20 × 200 mm3 crystals
produced by the BTCP2). The two modules are mounted
vertically, resulting in an approximately cylindrical shape
40 cm long and 11.5 cm in diameter (equivalent to approx-
imately 13 radiation lengths). The ECAL uses 6 × 6 mm2

Hamamatsu MPPCs (S13360–6025 PE) to read out the
PbWO4 scintillation light from each crystal.
The veto is composed of three layers, which completely

enclose the ECAL. The innermost passive layer is a 0.8 cm-
thick tungsten shield that is shaped as an octagonal prism
with a height of 45 cm and a base side of 5 cm. This layer is
sealed on top and bottom by two octagonal tungsten plates.
The purpose of this passive layer is to protect the active
vetoes from electromagnetic showers in the ECAL produced
by χ − e− interactions that may accidentally self-veto the
interaction. The two active layers are composed of EJ200
plastic scintillators, 0.8 cm thick. The IV is an optically
connected octagonal prism with a side base of 6.2 cm and a
height of 49.4 cm; two octagonal scintillators cover the top
and bottom. The OV is cylindrical in shape with a radius of
9.7 cm and a height of 53.0 cm; the top and bottom are
covered by two round caps. Both the IV and the OV use
wavelength-shifting fibers to collect the light and deliver it to
3 × 3 mm2 Hamamatsu S13360-3075CS SiPMs (silicon
photomultipliers) with multiple redundancy.
The preamplifiers, readout electronics and data acquis-

ition electronics are all mounted in racks outside the well at
ground level. We found that the noise and the attenuation
associated to 8-m long cables between the SiPMs and the
front-end electronics were sufficiently low to distinguish the
individual photoelectrons signals for each and every one of
the SiPMs. Each detector signal is amplified by a custom
circuit, which provides two equal outputs of the signal. The
first copy of the signal is sent to a leading-edge discrimi-
nator (CAEN (Costruzione Apparecchiature Elettroniche
Nucleari) v895), whose digital output is sent to a program-
mable logic board (CAEN FPGA (Field Programmable
Gate Array) v1495) implementing a custom trigger logic. A
threshold of ∼10 MeV is implemented for each crystal,
while for veto signals a threshold of few photoelectrons is
used. The second copy is fed to a Flash Amplitude-to-
Digital converter. Signals from the inner and outer veto
photodetectors were processed with a 2 V, 14 bit, 500 MHz
module (CAEN FADC (Flash analog-to-digital converter)
v1730), while those from the crystals were processed with a
board featuring a lower 250 MHz sampling rate (CAEN
FADC v1725). To guarantee synchronization, the clock was

FIG. 1. Schematic representation of the location of the wells
relative to the Hall A beam dump. From left to right, the Hall A
aluminum-water beam dump (blue-green), the concrete beam
vault walls (gray), the dirt (brown), and the two vertical pipes.
The detector was located in the well closest to the accelerator,
Well-1.

FIG. 2. Sketch of the “BDX-MINI” detector. The detector is
located inside a well, illustrated in Fig. 1, whose wall is shown as
the outer PVC cylinder in this sketch. The detector package fits
inside the stainless steel vessel.

1Purchased for the Forward Tagger Detector for CLAS12 from
Shanghai Institute of Ceramics, Chinese Academy of Science.

2Purchased for the PANDA-ECal from Bogoroditsk Technical
Chemical Plant.
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generated from the first board and distributed to the others
through a daisy chain setup. A 640 ns readout window was
used for all channels. The width of the readout window was
optimized to properly match the duration of all signals from
the various detector channels. This window further incor-
porated a 100-ns-long lead before any onset of signals,
thereby allowing for a proper event-by-event Analog-to-
Digital Converter pedestal correction in the reconstruction
of each event.
The main experimental trigger consisted of the logic

“OR” of all signals from the crystals in the ECAL, resulting
in a constant rate of 3.2 Hz. The rate was insensitive to the
beam operation. Other triggers were implemented for
monitoring, calibration and debugging. Each individual
trigger could be prescaled, and the global trigger condition
consisted in the union of all individual trigger bits after
prescale. For each trigger, all the FADC raw waveforms
were written to the disk without further processing. In order
to monitor the rates in the detector, as well as the trigger rate
and the livetime, individual scalers were implemented in the
FPGA firmware and regularly read through the slow controls
system. We used the standard JLab “CEBAF Online Data
Acquisition” software to handle the readout system [27].
A custom Experimental Physics and Idustrial Control

System (EPICS)-based system was developed [28], which
was integrated into the main JLab slow controls in order to
access accelerator quantities such as the beam current and
energy. The temperature and the humidity at the detector was
monitored by two probes installed inside the watertight
cylindrical vessel. Likewise, the ambient temperature and
humidity inside the tent with the electronics were recorded.
The FPGA scalers were readout and trigger configurations
could be set using the slow-control system. All slow-control
variables were periodically recorded to the data stream
during data-taking runs.
Various online monitoring tools were developed to

monitor the detector performance during data taking in
order to quickly identify and thereby correct any problems
as quickly as possible. The count rates for each detector
channel, for each trigger bit, and for the total trigger rate
were available as data came in and their time evolution was
monitored using the EPICS StripTool program. The online
reconstruction system also monitored both single-event
FADC waveforms and accumulated observables, including
the spectrum of the energy deposited in each crystal, and
the total energy deposited in the two BDX-MINI modules.
If anomalies were found by any of these tools, the DAQwas
suspended and the problem investigated till resolved.

III. EXPECTED SIGNAL AND SIMULATION

The sensitivity of the BDX-MINI experiment to the
production of LDM is determined by precisely simulating
the production of LDM in the dump and the response of the
detector to interactions of crossing LDM particles. The
distributions are computed for specific models and masses of

LDM. The expectation for the signal is then compared to the
measured distributions in our data to determine, or set limits
on, the production strength of LDM. In the following, we
first summarize the relevant formulas for LDM production in
the beam dump and detection in BDX-MINI, and then we
present the Monte Carlo strategy that we adopted to compute
the expected signal yield.

A. LDM production and detection

In BDX-MINI, LDM particles are produced by the
interaction of the secondary particles in the electromagnetic
shower induced by the CEBAF electron beam with the
nuclei and electrons contained in the Hall A beam dump.
The main production mechanisms are the so-called
A0-strahlung (e�N → e�NA0) and the resonant eþe− anni-
hilation (eþe− → A0), followed by the invisible A0 → χχ̄
decay to LDM particles [21,22]. The χ and χ̄ particles
are sufficiently long lived and penetrating to reach, and
possibly interact with, the BDX-MINI detector.
The differential χ flux per electron on target (EOT)

produced in a thick target, neglecting the transverse
development of the electromagnetic shower, is given by

dΦ
dEχdζχdϕχ

¼ 1

2π

NA

AT
ρT

Z
dEe

�
T�ðEeÞ

dσSðEeÞ
dEχdζχ

þ TþðEeÞ
dσRðEeÞ
dEχ

δðζχ − fðEe;Eχ ;mχÞÞ
�
;

ð3Þ

where AT and ρT are the target material atomic mass and
mass density, NA is Avogadro’s number, T−ðEe−Þ
(TþðEeþÞ) are the electron (positron) differential track-
length distribution in the thick target per EOT, and
T�ðEÞ≡ T−ðEÞ þ TþðEÞ. Here, dσS

dEχdζχ
is the differential

cross section for χ production via A0-strahlung with respect
to the χ energy Eχ, polar angle ζχ ≡ cosðθχÞ and azimuthal
angle ϕχ , integrated over all the other final state kinematic

degrees of freedom, while dσRðEÞ
dEχ

is the differential cross

section for χ production via electron-positron resonant
annihilation. The δ function accounts for the kinematic
correlation between Eχ and ζχ described by the function
fðE;Eχ ; mχÞ resulting from the two-body nature of the
resonance production. The effect of the transverse develop-
ment of the electromagnetic shower further broadens the
angular distribution of the χ flux. However, for the multi-
GeV energy range considered in this work, this effect is
small compared to the intrinsic angular distribution of the
production cross section. For illustration, Fig. 3 shows the
differential χ flux for fermionic LDM with mχ ¼ 10 MeV.
LDM particles from eþe− annihilation populate the high-
density band in the range Eχ ¼ 0.1–0.8 GeV, clearly
showing a strong Eχ vs ζχ correlation. Finally, we observe
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that the integrated χ flux scales as ε2, and it is almost
independent of αD.
Once produced, the χ particles propagate through the

beam dump and the other materials (concrete shielding, dirt)
between the dump and BDX-MINI. LDM crossing the
BDX-MINI ECAL can interact with the PbWO4 atomic
electrons via elastic scattering, χe− → χe−, resulting in a
recoiling e−. The differential spectrum of scattered electrons
with respect to the recoil energy Er is given by

dN
dEr

¼ NAρEκE

Z
Ω
dEχdζχdϕχ

dσEðEχÞ
dEr

·
dΦχ

dEχdζχdϕχ
· Lðζχ ;ϕχÞ · η; ð4Þ

where ρE ¼ 8.28 g=cm3 is the PbWO4 mass density, κE ¼
0.413 is the PbWO4 average Z=A ratio, dσE

dEr
is the χ − e−

elastic scattering cross section, L is the χ particles path
length in PbWO4, and η is the detection efficiency. The
integral is performed over the phase-space element Ω
defining the BDX-MINI ECAL fiducial volume. Since
the elastic scattering cross section is proportional to
αD · ε2, the overall normalization of the signal yield scales
as αD · ε4.

B. Simulation framework

The differential electron and positron track-length distri-
butions with respect to the lepton energy and angle [T− and
Tþ in Eq. (3)] were computed using the FLUKA simulation
package, version 2021.2.1 [29,30]. We adopted the
official Hall A beam dump description, including geometry
and materials, provided to us by the JLab Radiation Control

Group [31]. A custom MGDRAW routine was used to score,
for each electron/positron step in the thick target, the energy
Ee and the angle θe with respect to the primary beam axis,
with a scoring weight equal to the step length.
In order to compute the LDM flux produced in the beam

dump, we used a custom version of the MadGraph4 toolkit,
properly modified to handle fixed-target processes [32]. The
nuclear form factor for the radiative A0 emission adopted the
parametrization reported in Ref. [33]. An independent
simulation was performed for each of the LDM mass points
considered in this work, with the arbitrary coupling constant
ε0 ¼ 3.87 × 10−4 [see Eq. (1)]. To account for the energy
distribution of electrons and positrons in the beam dump,
each simulation consisted of multiple runs performed by
varying the primary energyE between 0 andE0, whereE0 is
the beam energy. The generated events from all runs were
recombined together, with relative weights given by T�ðEÞ
ðradiative emissionÞ=TþðEÞ (resonant production). The
electromagnetic shower angular spread was also accounted
for by further rotating all events in the transverse plane by a
random angle extracted from the full TðE; θÞ distribution.
The outcome of the procedure was a set of LDM fluxes, one
for each mass point considered, normalized to EOT, for the
coupling value ε0.
The LDM differential fluxes were used as input for the

simulation of χ − e− interactions in BDX-MINI. We used
a GENIE-based Monte Carlo code to sample the LDM
flux from the beam dump, propagate the particles to the
BDX-MINI detector, and simulate the elastic scattering
with atomic electrons [34,35]. Specifically, we employed
the GENIE Boosted Dark Matter Module [36], tuning the
parameters to reproduce the phenomenology of the dark
sector Lagrangian reported in Eq. (1), consistent with a
SM-LDM coupling purely proportional to the electric
charge, with no left/right chiral asymmetries. We devel-
oped a custom driver for LDM flux sampling, importing
the BDX-MINI detector geometry through a GDML file
exported from the corresponding GEANT4 implementation.
This approach guarantees that no mismatches are present
between the χ − e− scattering and the subsequent detector
response simulation. The output from GENIE was a set of
unweighted events for the process χe− → χe−, including
the final state particle four-vectors, the interaction vertex,
and the corresponding total number of EOTs. The detector
response to these events was computed by processing
them through the GEANT4-based simulation code of the
BDX-MINI detector package, and then running the
JANA-based reconstruction on the results (see Ref. [26]
for further details—GEANT4 v. 4.10.07.p02 was used, with the
FTFP_BERT_HP physics list). Finally, the detection effi-
ciency was obtained by imposing the same analysis cuts
adopted in the real data analysis to the reconstructed
Monte Carlo observables, in particular the veto response
and total energy deposition in the ECAL.
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FIG. 3. LDM particle flux (in arbitrary units) downstream of the
Hall A beam dump for fermionic LDM of mχ ¼ 10 MeV, as a
function of the particle energy Eχ and polar angle ζχ .
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IV. DATA ANALYSIS

A. Data reduction

BDX-MINI operated parasitically to the experimental
program in Hall A, accumulating approximately six months
of data in 2020, corresponding to 2.56 × 1021 EOT. During
most of the run, the Hall A beam dump received 2.176 GeV
electron beam with currents ranging from a few up to
150 μA. Cosmic-ray data were collected during the same
period when the accelerator was down, either during
maintenance days, or when the radiofrequency cavities
tripped off for a long enough time. The beam-off time
accounted for about ∼50% of the data-taking period. In
addition, at the beginning of the run, Hall A experiment
received a 10.381 GeV energy beam with currents ranging
from 5 to 35 μA. This high energy run produced muons
with sufficient energy to penetrate the shielding surround-
ing the dump and reach the detector with horizontal muons
that were used for calibration.
The off-line data reconstruction procedure is described in

detail in Ref. [26]. For each event, the recorded waveforms
were processed to extract the corresponding charge, time,
and amplitude. For each PbWO4 crystal, the integrated
charge was converted into energy by applying proper
calibration constants determined with muons generated
in the beam dump during the high energy run (the relevant
details are reported in Ref. [26], Sec 4.2). The calorimeter
calibration constants were stable within 10% over the entire
measurement period [26]. In the data analysis we imposed a
minimum energy threshold of 6 MeV to each crystal.
For plastic scintillator detectors, we used the amplitude

of each signal normalized to its single photoelectron (p.e.)
value and its corresponding time. As shown in Ref. [26],
the two veto systems are characterized by a detection
efficiency for ionizing charged particles compatible with
100%. The stability of each veto response over time was
studied using “tag-and-probe” approach with the beam-off
data. Specifically, the efficiency of the vertical sides of the
IV was measured by selecting well-defined trajectories of
muons crossing into the heart of the BDX-MINI detector.
To select these trajectories we set the threshold in the
energy released in the top caps and in the OV to >5.0 p.e.;
we then evaluated the fraction of these events with a sizable
signal in the IV (also >5.0 p.e.). Similarly, for the OV
efficiency, events with a large energy deposition in the IV
and in the bottom caps were selected. Finally, the efficiency
of each cap was determined by selecting perpendicular
cosmic-ray tracks with a significant release of energy in
caps (>5.0 p.e.) other than the one under study and no
activity in the side veto channels. The selection procedure
was repeated for each run indicating that each system was
stable to better than 0.1% over the data-taking period. An
example of the stability response as a function of time for
IV sides (IV-Octagon) is shown in Fig. 4.

B. Data samples

All collected data were analyzed in the very same way
and then divided into two samples: beam-on, which
corresponded to more than 10 μA requirement on current
in Hall A, and beam-off. The beam-off sample was used to
determine the cosmic-ray background in the beam-on
sample after normalizing by the corresponding time. We
emphasize that beam-on and beam-off data were collected
at almost the same time, so any detector drift would track
together.
The data reduction is illustrated in Fig. 5, where we show

the total energy distribution in the ECAL before and after
requiring the anticoincidence with vetoes. A rejection factor
between 2 and 4 orders of magnitude was found, depending
on the amount of energy collected in the calorimeter. The
plot also reports the ratio between beam-on and beam-off
distributions, appropriately normalized, showing that there
is no statistical difference between the two datasets.

C. Backgrounds

Cosmic rays and beam induced neutrinos represent the
two source of backgrounds in the BDX-MINI experiment.
Neutrinos have a much lower interaction rate in the
detector compared to the dominant cosmogenic contribu-
tion, but the neutrino background is irreducible. Given the
low energy of the primary electron beam, no other SM
particles propagate from the beam dump to the BDX-MINI
detector. This is further confirmed through thorough
Monte Carlo simulations. We note that the simulation
framework was validated through a dedicated on-site
measurement of the beam-induced muon flux at the same
location for BDX-MINI, with the CEBAF accelerator
running at 10.6 GeV energy [37].
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FIG. 4. IV-O detection efficiency stability over the entire
measurement period.
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In this section we report on the study of cosmic back-
grounds based on the beam-off data sample and summarize
the neutrino background estimates based on Monte Carlo
simulations.

1. Cosmic background

The cosmic background was determined studying data
collected during beam-off time. As described in Ref. [26],
each BDX-MINI veto is characterized by a high cosmic-ray
rejection efficiency that increases by combining the infor-
mation from both inner and outer vetoes. In fact the average
cosmic rate for an ECAL energy threshold of 40 MeV was
∼1.9 Hz, suppressed by three to four orders of magnitude
when we required no activity in both vetoes. In the data
analysis, events were discarded if the signal of one SiPM of
a veto system exceeded a threshold of 5.5 p.e., or at least
two SiPMs of the same veto measured a signal above 2.5
p.e within a time window of 200 ns. Figure 7 shows the

ECAL reconstructed energy distribution for events in
anticoincidence with both veto systems (green dots).
To demonstrate that cosmic events measured during

beam-off are representative of beam unrelated background
in the beam-on dataset, we developed an ad hoc procedure
based on the event topology to identify vertical cosmic
muons from a possible LDM event (vertical down-warding
vs beam dump originated horizontal tracks). Vertical
(cosmic muon) tracks were selected by requiring a sig-
nificant release of energy (>6 MeV) in at least one crystal
in the ECal top part and in at least one crystal in the bottom
part. In addition, we required a signal above 6 p.e. in all
veto caps and no activity in the vertical veto sections. Since
each BDX run included a combination of beam-on and
beam-off time, we were able to compare the beam-on/off
vertical cosmic muon rates per each run. Figure 6 shows
the vertical cosmic muon rate as a function of run number
for beam-off Roff (top panel) and beam-on Ron (middle
panel). The results indicate that, although we cannot
exclude a long-term variation within the same run,
beam-on and beam-off rates are compatible within 2σ,
as shown in Fig. 6, bottom panel [the standard deviation is
defined as ðRon − RoffÞ ÷

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2on þ σ2off

p
, where σon and σoff

are the statistical uncertainties of the beam-on and beam-
off rates, respectively]. This comparison demonstrates that
any possible long-term variations of cosmic rays affect the
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beam-on and beam-off data in the same way. Therefore, we
can use the cosmic measurement performed during beam-
off time to estimate the beam unrelated background in the
beam-on dataset.

2. Neutrino background

To estimate the neutrino background we performed
Monte Carlo simulations. In particular to simulate the
production, propagation, and detector interaction of neu-
trinos produced by the interaction of the primary electron
beam with the Hall A beam dump, we used the procedure
described in Ref. [26]. Neutrino production was determined
using FLUKA simulations (version 2021.2.1) with the
same setup adopted for the LDM production. Neutrino
interactions with the detector and the surrounding material
were simulated with the GENIE package v.3.0.6 [34,35] (the
differential flux of neutrinos impinging upon the BDX-
MINI detector is shown in Fig. 9 of Ref. [26]). GENIE
output was used as an input to the BDX-MINI detector
GEANT4-based simulation code of the BDX-MINI. Finally,
simulations were processed with the same JANA-based
reconstruction code (see Sec. IV) used to process exper-
imental data. The total number of events requiring no
activity in both vetoes, and an energy threshold of 40 MeV
on ECAL was 5.8 × 10−23 per EOT.3 This corresponds to
less than 1 neutrino background event detected in the entire
BDX-MINI run.

D. Statistical approach

In order to derive an upper limit in the LDM parameters
space, we adopted the following statistical procedure, based
on the so-called on/off problem (also called “Li & Ma”)
[38]. We started by considering a simple counting model,
and dividing the measured data in two categories, the
“beam-on” and the “beam-off” ones, characterized by
overall time durations Ton and Toff , respectively. We
denoted as non and noff the total number of measured
events in each category. We assumed that these observables
are distributed according to Poisson statistics, with average
values μon and μoff , respectively. During the beam-off time,
all measured events are due, by definition, by the beam
unrelated (cosmic ray) background, while during beam-on
time, the contribution from beam-induced (neutrino) back-
ground and from the LDM signal should also be added.
Therefore, μon ¼ μc þ μb þ S, where S is the expected
signal event yield, μoff ¼ μc · τ with τ ¼ Toff=Ton, and μb is
the expectation for the beam-related backgrounds. The
following likelihood expression can thus be used to
describe the measured dataset:

L ¼ Pðnon; μc þ μb þ SÞ · Pðnoff ; μc · τÞ; ð5Þ
where Pðn; μÞ denotes a Poisson distribution with average
value μ, computed for a number of events equal to n. This
likelihood expression can be employed to derive a test
statistics to be used for the upper limit determination by
treating μc as a nuisance parameter, while μb is uniquely
determined from Monte Carlo simulations. It should be
observed that, in this model, the parameter-of-interest (POI)
S represents the average event yield within the signal region
due to any source other than the background ones.
Therefore, the obtained upper limit on this parameter would
be, by definition, model independent, and could be used to
test any Beyond Standard Model model against the mea-
sured data.
We refined this model in order to include in the upper-

limit evaluation procedure the measured energy deposition
in the BDX-MINI detector for each event. We expect that,
by increasing the observables employed in the statistical
analysis, and thus the available information, the obtained
upper limit would significantly improve, as already
observed in similar studies [39]. We expect the largest
improvement to be in the A0 mass region where the eþe−
annihilation production mechanism is prominent, due to the
peculiar energy deposition spectrum associated of signal
events, which is significantly different than the background
(see also Fig. 7). We further divided each set of data into
discrete bins of the total BDX-MINI measured energy Etot.
By calling njon and njoff the number of measured events in
the jth energy bin, the likelihood model now reads:
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FIG. 7. Deposited energy spectrum in the BDX-MINI ECAL
for anticoincidence events associated to simulated beam-related
(red) and measured beam-unrelated (green) background, com-
pared to the simulated signal. The expected energy distribution
for fermionic LDM with mχ ¼ 6.3 MeV was selected and
arbitrarily normalized for illustration.

3In Ref. [26], a neutrino event yield of 1.1 × 10−21=EOT was
erroneously reported for an energy threshold of 200 MeV, after
anticoincidence cut. This error was due to a wrong marginali-
zation of the neutrino distribution obtained from GENIE.
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L ¼
Y
j

½Pðnjon; μjc þ μjb þ αj · SÞ · Pðnjoff ; μjc · τÞ�; ð6Þ

where the fμjcg coefficients are treated as nuisance param-
eters, and the fμjbg values are obtained from the
Monte Carlo simulation of the beam-induced background.
As before, the POI S is the average signal event yield.
Finally, the coefficients fαjg represent the fraction of signal
events expected in the jth energy bin (see Sec. VA for their
specific assignment). We computed these through a
Monte Carlo simulation of the signal events, performed
independently for each LDM model considered in this
work and for each tested A0 mass value. We note that the
coefficients fαjg are not independent, but satisfy, by
definition, the relation

P
j αj ¼ 1.

To extract the upper limit, a one-sided profile-likelihood
test statistics was used:

qðSÞ ¼
�
−2 log λðSÞ if S ≥ Ŝ

0 if S < Ŝ
; ð7Þ

where λðSÞ ¼ LðS; ˆ̂θÞ
LðŜ;θ̂Þ is the profile likelihood and θ denotes

the ensemble of all nuisance parameters,4 here correspond-
ing to the fμjcg parameters.
To translate the upper limit on S to an upper limit for the

LDM coupling ε, we computed through Monte Carlo
the signal event yield S0 for the coupling value ε0 using
the relation S ¼ S0 · ðε=ε0Þ4. We underline that the upper
limit on S0 was computed independently for all LDM
models and A0 mass values considered in this work, due to
the dependency associated to the LDM energy deposition
spectrum in the BDX-MINI detector affecting the coeffi-
cients fαjg.
To incorporate the systematic uncertainties associated

with the measurement in the upper limit extraction pro-
cedure, we modified the likelihood model for the experi-
ment as follows. The systematic uncertainty on the detector
position and alignment, as well as that on the veto response,
does not affect directly the obtained upper limit on the
number of signal events S, rather the corresponding
projection on the LDM parameters space. More precisely,
these systematic uncertainties affect the evaluation of the
nominal signal strength S0, and thus the upper limit on ε. To
evaluate this effect, we independently studied the depend-
ency of S0 on the vertical position of the detector in the
beam pipe, y, on the detector rotation around the vertical
axis, θ, and on the scale of the veto calibration, q. For
illustration, the signal yield variations corresponding to a

1σ modification of these parameters are summarized in
Table I. To include these systematic uncertainties in the
likelihood, we introduced the following parametrization:

S0ðy; thÞ ¼ Snom0 · AðyÞ · BðthÞ; ð8Þ

where Að0Þ ¼ 1, Bð1Þ ¼ 1 correspond to the nominal
scenario, giving the event yield Snom0 . The functions A
and B were obtained from Monte Carlo simulations,
changing the detector position and the veto thresholds
th, and evaluating the expected signal yield, normalized to
Snom0 . This study was repeated independently for both LDM
models and for all the LDM masses considered in this
work. We neglected the effect of the detector rotation, since
it results to a much smaller change in S0. In the likelihood,
given the linear relation between S0 and S, we multiplied
the latter by AðyÞ · BðthÞ, including two Gaussian PDF
terms to constrain the nuisance parameters y and th:

L → L · Gð0; y; σyÞ ·Gð1; th; σthÞ: ð9Þ

In contrast, the uncertainty in the ECAL energy scale
affects both the nominal signal yield Snom0 and the coef-
ficients fαjg. The changes in the fractions fαjg are due to
the modification of the shape of the Etot distribution due to
variations of the energy response of each crystal. This
results in energy bin migration. This effect is primarily
associated with systematic uncertainties that alter the energy
scales of all crystals simultaneously, such as a small
mismatch between the true PbWO4 crystal density and
the value implemented in the Monte Carlo, or a incorrect
description of the passive materials surrounding the detector
that were traversed by muons generated by the 10.38-GeV
beam, whose ionization signal was used to infer the crystals
energy calibration constant. Denoting with g the ratio
between the assumed energy calibration constants and the
(unknown) real ones, we introduced the parametrization
αj → αjðgÞ, with the constraint αjð1Þ ¼ αj. We computed
the functions αjðgÞ using Monte Carlo simulations by
performing simulations with different values of the calibra-
tion constants. Since each LDM model has its own specific
energy distribution, we repeated the calculation for each A0
mass value, and for both the fermionic and the scalar case.
As an example, Fig. 8 shows the behavior of these functions

TABLE I. Effect of the detector configuration systematic
uncertainties on the nominal LDM signal yield.

Syst. uncertainty term 1-σ variation ΔS0=S0
Detector vertical position 5 cm 0.07
Detector rotation 5° 0.025
Veto thresholds ≃2 phe 0.05

Energy calibration 10%
χ mass-dependent
maximum ≃0.1

4We used the “traditional” notation â to denote the value of a
likelihood parameter at the absolute function maximum, and ˆ̂a to
denote the value of a parameter that maximizesL for a fixed value
of the POI S.
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for the fermionic LDM case, with mχ ¼ 8.5 MeV. The
nuisance parameter g was constrained by adding a further
Gaussian PDF term to the likelihood

L → L · Gð1; g; σgÞ; ð10Þ

where σg ¼ 0.1 is the uncertainty in the BDX-MINI
absolute energy scale. We observe that the functions
αjðgÞ still satisfy the constraint

P
j αjðgÞ ¼ 1, since for

each value of g these have been computed by considering
only the events within the Etot signal region. At the same
time, a variation of the crystals energy scale would affect
the nominal signal yield Snom0 due to the lower energy
threshold on Etot that defines the signal region, as dis-
cussed in the next Section. We thus rewrote the expression
of S0 from Eq. (8) as

S0ðy; th; gÞ ¼ Snom0 · AðyÞ · BðthÞ · CðgÞ; ð11Þ

with the nominal condition Cð1Þ ¼ 1. Similarly as before,
we computed the function CðgÞ from Monte Carlo. To
account for the uncertainty on the relative crystal-to-crystal
response, also including the corresponding time fluctua-
tions, we proceeded as follows. For each value of g, we
performed different simulations, randomly extracting, for
each crystal, a multiplicative energy correction factor from a
Gaussian distribution with an average value g and a standard
deviation of 10%, which is the typical variation of the
relative calibration constants observed during the full

BDX-MINI run [26]. For each simulation, we computed
the number of events within the signal region, normalized to
Snom0 , finally quoting for CðgÞ the average value of this
distribution. For illustration, Fig. 9 shows the CðgÞ function
for mχ ¼ 6 MeV. Finally, we observe that, in principle,
the systematic uncertainty on the BDX-MINI energy scale
would similarly affect the fμjbg values, obtained from
Monte Carlo simulations. However, in all energy bins the
background contributions from beam-related events are
significantly smaller than those from cosmic-ray events.
For example, for the highest (lowest) energy bin the
expected contribution from cosmic-ray events, extrapolated
from the beam-off data, is 3280 (3.8) events, while those of
neutrino events are 0.06 (0.001) events. Therefore, to
simplify the likelihood maximization procedure, we chose
not to include the negligible neutrino-yield dependency on
the ECAL energy scale in this process.
The final expression of the likelihood used in the upper

limit evaluation procedure reads:

L ¼
Y
j

½Pðnjon; μjc þ μjb þ αjðgÞ · S · AðyÞ · BðthÞ · CðgÞÞ·

· Pðnjoff ; μjc · τÞ� · ·Gð0; y; σyÞ · Gð1; th; σthÞ
· Gð1; g; σgÞ: ð12Þ

In this procedure, we neglected any correlation among
the systematic uncertainty sources—for example, a
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modification in the detector position could change the
energy spectrum of LDM particles passing through it. The
validity of this approximation was explicitly checked by
looking at shapes of the functions αjðkÞ for different
detector configurations. No significant variations with
respect to the nominal case were found.
We implemented this statistical model with the ROOSTATS

software [40], using a toy-MC (Monte Carlo) approach to
determine the probability density function of the qðSÞ test
statistics, and extract from this the 90% C.L. limit on the
POI S. In the next section, we describe the procedure
adopted to fix the analysis parameters and the likelihood
model (number of energy bins, thresholds), reporting the
obtained results.

V. RESULTS

A. Sensitivity optimization

The reach of the experiment was optimized considering
simultaneously the effect of data analysis cuts on back-
ground minimization and signal maximization. Beam-off
data were assumed to correspond to the cosmogenic
component of beam-on data. We only used events accepted
by the anticoincidence condition reported in IV C to reduce
the cosmic background. We used the procedure described in
Sec. IV D to evaluate the average upper limit on the number
of signal events under the hypothesis S ¼ 0, also referred to
as sensitivity. Through Monte Carlo simulations, we con-
verted this to the sensitivity on the parameter y defined in
Sec. I, for different values of mχ . Specifically, we evaluated
how the sensitivity varies using different selection cuts: if a
cut suppresses the background, while preserving the signal,
the exclusion limit is expected to be more stringent. As a
first step, we optimized the sensitivity by varying the
number and the size of the energy bins. We found that
the sensitivity is mostly dependent on the choice of the
minimum total energy, and while it depends weakly on the
other analysis parameters. Figure 10 shows the expected
sensitivity using the same bin width but different minimum
energy. The best sensitivity was achieved by dividing the
ECAL energy spectrum into seven 45 MeV-wide bins from
Etot ¼ 40 MeV to Etot ¼ 355 MeV plus an eighth bin from
Etot ¼ 355 MeV to Etot ¼ 600 MeV.
The sensitivity obtained using Eq. (12) was compared to

the one obtained without any binning [Eq. (5)] finding an
improvement in the exclusion limit of about a factor of two
over the entire mass range.
To further enhance the reach we studied the sensitivity

as a function of other measured quantities expected to be
different for signal and background: hit multiplicity
(number of crystals with an energy deposition over a
channel dependent threshold), electromagnetic shower
direction (defined as a fit of the position of different
energy depositions), and energy distribution (defined as
the fraction of energy deposited outside the most energetic

hit). Although all these variables had some discrimination
power, none provided a significant sensitivity improve-
ment. For sake of simplicity, we then decided to quote an
exclusion plot only based on the total energy binning.
This study was performed in two scenarios: scalar and

fermionic LDM. The results were similar, achieving the best
sensitivity when events with total energy >40 MeV and
satisfying the veto anticoincidence condition were consid-
ered. The data have then been divided into eight bins
according to the total energy deposited: the energy range
between 40 and 355 MeV was split into seven equally
spaced 45 MeV-wide bins, and a single bin was used for all
events from 355 to 600 MeV.

B. Upper limits

In the last step of the analysis, we applied the procedure
optimized on the beam-off dataset only to the whole beam-
on dataset, which corresponds to an accumulated charge of
2.56 × 1021 EOT. We refer to this process as “unblinding.”
To avoid possible long-term fluctuations between beam-off
and beam-on data samples, only runs with a significant
beam-on and beam-off time were included in the analysis
(see Sec. IVC for details). Starting from the measured yields
of beam-on non ¼ 3623 and beam-off events noff ¼ 3822
(τ ¼ 1.054) we derived a 90% exclusion limit on the LDM
yield S through the statistical procedure described in
Sec. IVD. Monte Carlo simulations were used to translate
this result to an exclusion limit on the LDM parameter y for
both fermion and scalar LDM. Figure 11 shows exclusion
limits obtained from BDX-MINI data in the two models.
As anticipated, we observe that resonant annihilation

enhances the exclusion limits for mχ in the (3 MeV <
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energy. The same bin width and energy range was used for all the
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600 MeV). The sensitivity is strongly dependent on the energy
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mχ < 20MeV) range. In this range, the lowest limit on
y ∼ 10−11 is obtained for mχ ¼ 4.5 MeV for fermionic
LDM, while for scalar LDM lower limits are obtained for
mχ ¼ 4 MeV. The cutoff at low mass for resonant annihi-
lation is determined by the energy detection threshold. The
nonresonant contribution is slightly less sensitive, but
extends the reach to lower masses down to few MeV. In
some selected kinematics, the exclusion limits set by BDX-
MINI are comparable to the best existing upper limits.

VI. FUTURE PERSPECTIVES: THE BDX
EXPERIMENT

As described in the paper, BDX-MINI is a pilot experi-
ment for the full Beam Dump eXperiment (BDX). BDX will
make use of the same experimental setup applied and
validated by BDX-MINI: an electromagnetic calorimeter
surrounded by a veto detector located about 20 m down-
stream of the Jefferson Lab Hall-A beam-dump. The experi-
ment will run parasitically making use of the high energy (up
to 11 GeV), high current (up to 65 μA) electron beam
delivered to the hall to accomplish the scheduled hadron
physics program. Unlike other efforts, BDX is the only
proposed experiment that features both DM production and
detection utilizing only its coupling to electrons. It can
therefore test viable models which do not require any
couplings to baryons and it can directly observe the DM
scatter (or inelastic Dark Matter decay) in the downstream
detector. The BDX detector consists of two main compo-
nents: a homogeneous electromagnetic calorimeter used to

detect signals produced by the interacting dark matter, and a
veto system used to reject the cosmic background. The
detector has a modular construction to allow for future
flexibility in rearranging or increasing the interaction vol-
ume. The electromagnetic calorimeter is the main compo-
nent of BDX. The detector built from CsI(Tl) crystals, which
are available from the decommissioned BABAR EM calo-
rimeter, is compact and achieves the large target thickness
required for the experiment. The excellent performance of
the BABAR calorimeter [25] makes this option technically
suitable and practical. Since the LDM beam is focused in the
forward direction, a long rectangular detector provides a
long target length along the LDM beam. The reference setup
envisions eight modules of 10 × 10 crystals each, arranged
with the long dimension along the beam direction. This
arrangement has a cross section of 50 × 55 cm2 for a total
length of 295 cm. Crystals will be readout by SiPMs for a
fast time coincidence with the plastic veto counters. In order
to reject cosmic rays, the EM calorimeter is operated inside
two hermetic layers of plastic scintillator veto and a 5-cm
thick lead vault. The design of the active and passive vetoes
is driven to achieve the highest hermeticity in order to shield
and/or track as well as reject SM particles entering in the EM
calorimeter detection volume from outside. The inner and
outer veto counters are based upon plastic scintillators with
grooves milled into the surface to hold wave-shifting fibers.
They will be are read out with SiPMs. The veto scintillators
will be formed of 1- to 2-cm thick sheets for the inner and
outer vetoes, respectively. The light in the fibers will be read
out by SiPMs along the edges of the veto-scintillator sheets.
Each SiPMwill be connected via a coaxial cable to a custom
front-end circuit that provides the bias voltage to the
photosensor and amplifies the corresponding signal. A copy
of the signal will be sent to the trigger logic. The second
copy will be fed to a flash amplitude-to-digital converter. As
in BDX-MINI, SiPM temperature as well other relevant
information of the beam condition, such as current and
energy, will be recorded for off-line data calibration and
reconstruction.
The BDX detector will be shielded by SM particles

produced in the beam dump by a thick (∼6.5 m) iron
shielding. High statistic simulations demonstrate that no
particles, except neutrinos, will reach the detector deposit-
ing energy in the crystal over the detection threshold
300 MeV. A rejection strategy, based on the different
shape of the χ vs ν scattering induced shower, has
been defined to reduce the neutrino background to a
negligible value (∼5 events are expected in the whole
BDX life cycle). Figure 11 shows the BDX sensitivity for
scalar LDM assuming an accumulated charge of 1022 EOT
(corresponding to about 1 year of Hall-A operations), a
20% detection efficiency and 300 MeV detection thresh-
olds in the calorimeter, five background events and a
sensitivity of ∼6 signal events. As shown in the figure,
the BDX experiment will allow us to cover a significant

FIG. 11. BDX-MINI exclusion limits assuming αD ¼ 0.1 and
mA0 ¼ 3mχ are shown as red lines: the continuous line represents
the exclusion limit for scalar LDM and the dashed line for
fermionic LDM. The projected exclusion limits of the full-size
BDX experiment for scalar LDM are shown in green. The thick
black lines represent the relic target [8,16]. The other colored
lines show the exclusion limits from BABAR [41], NA64 [19,42],
MiniBooNE [43], E137 [18,22], and COHERENT [44].
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unconstrained region in the parameter space (Mχ between
2 and 40 MeV) excluding several options of LDM within
the thermal relic hypothesis.
The experience gained from this pilot experiment has

been invaluable in firming up and confirming the expected
sensitivity of the full BDX experiment. We have validated
the proposed detector technology with a crystal detector
surrounded by multilayer veto system and used measured
cosmogenic data to extract meaningful limits with calo-
rimeter thresholds as low as 40 MeV. This threshold is
considerably lower than the one proposed for BDX and
may need to be adjusted for a larger detector, but validates
the practical operation of the data acquisition and elec-
tronics down to those low energies. We note that the
threshold is a critical parameter and directly affects the
sensitivity of the experiment.

VII. SUMMARY AND OUTLOOK

In this paper we report on the exclusion limits placed on
the production of LDM by the pilot BDX-MINI experiment.
The experiment ran in parallel to the Jefferson Lab Hall A
physics program, accumulating the considerable charge of
2.56 × 1021 EOT. We installed a limited-volume PbWO4

EM calorimeter, surrounded by a hermetic veto system, into
an existing well downstream of the Hall A beam dump. This
detector was exposed to any DM particles produced by a
high intensity 2.176 GeV electron beam in the dump and
penetrating the material between the dump and the detector.
Given the limited beam energy, no Standard Model particles
produced in the dump were expected to reach the detector,
except for neutrinos. The main background source for the
experiment was cosmic rays, carefully studied with data
collected during the beam-off times that were interspersed
with the beam-on periods. Simulations of fermionic and
scalar dark matter produced in the dump and interacting
with electrons in the BDX-MINI calorimeter were used to
determine the sensitivity of the experiment. The analysis

procedure to detect an excess of counts in the beam-on data
sample was optimized using the fully blinded beam-off data
sample. A sophisticated statistical procedure, based on a
maximum-likelihood approach, was applied to the depos-
ited energy spectrum to optimize the experiment sensitivity.
Sources of systematic errors, such as the energy calibration
and the detector misalignment, were included in the analysis
to provide a reliable and robust result. Two possible
scenarios, fermionic and scalar dark matter were inves-
tigated. Based on the measured event yields during beam-on
and beam-off periods, a 90% C.L. upper limit on LDM
production was derived as a function of a hypothetical DM
particle χ mass. The result of this pilot experiment covers
some kinematics comparable with flagship experiments
such as NA64 [19,42]. Considering the limited size of
the BDX-MINI active volume this is a remarkable result,
demonstrating the potential of the new generation of beam
dump experiments in LDM searches. The full BDX experi-
ment has already been approved to run at Jefferson Lab and,
with its improved sensitivity, it has great discovery potential
to find hints of dark matter or, in case of a null result, to
improve existing limits by up to two orders of magnitude.
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