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ABSTRACTThe (e; e0p) Reaction Mechanism inthe Quasi-Elastic RegionDipangkar DuttaCoincidence (e; e0p) yield for the quasi-elastic scattering of electrons from hydrogen,carbon, iron and gold nuclei were measured at squared four momentum transfer of0.64, 1.28, 1.79 and 3.25 (GeV2). The experimental yield divided by the yield froma Plane Wave Impulse Approximation simulation of the experiment was used tocalculate the transparency of the nuclear medium to the recoiling proton. Trans-parency is studied as a function of momentum transfer and nuclear size. Theexperimental yield was also used to extract deradiated spectral function for car-bon, iron and gold. These spectral functions were used to separate the longitudinaland transverse components of the spectral function for carbon, iron and gold atsquared four momentum transfer of 0.64 (GeV2) and carbon and iron at squaredfour momentum transfer of 1.79 (GeV2).The goal of this experiment was to study the reaction mechanism of the quasi-elastic scattering process and the propagation of protons through atomic nuclei.The results of this experiment identify important aspects of the �nal state inter-actions between the recoiling proton and the residual nucleus. The results alsoprovide insight into the single-nucleon knockout picture of the quasi-elastic re-action mechanism and verify the validity of approximations such as the ImpulseApproximation and other reaction mechanisms used to describe (e; e0p) scattering.
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Chapter 1IntroductionIn 1962 Jacob and Maris [1] pointed out that quasi-elastic (e; e0p) scattering hadthe potential to be a powerful experimental technique to probe the energy lev-els and structures of the shells of light and medium nuclei. In the same year M.Croisssiaux [2] was able to detect electron-proton coincidences in inelastic electron-Deuteron scattering, using the Stanford Mark III linear accelerator and a pair ofspectrometers at R. Hofstadter's laboratory. This was followed by measurementsof the coincidence cross-section of quasifree electron-proton scattering from 3H and3He in 1964 [3]. The shell structure of 12C and 27Al and the shell binding energieswere �rst measured with quasi-elastic (e; e0p) scattering in 1964 by U. Amaldi etal. [4] at the Frascati synchrotron. These results convinced experimenters thatquasi-elastic (e; e0p) scattering was a very versatile tool indeed. Ever since it haslent itself dutifully as an excellent tool for studying nuclear structure. The advan-tages of (e; e0p) scattering are the relative weakness of electro-magnetic interactionwhich enables the electron to probe the entire nuclear volume and the thoroughknowledge of the electron-photon vertex, which helps isolate the strong interactionin the nucleus. Over the last three decades the results of quasi-elastic (e; e0p) scat-tering from a host of nuclei have provided very convincing evidence of the nuclear1



2shell structure and precise information about the properties of these shells. Manyresults of the quasi-elastic scattering can be explained in terms of Plane Wave Im-pulse Approximation (PWIA) and an Independent Particle Shell Model (ISPM).However, these models cannot reproduce some of the observations, such as the20-30% reduction in the occupancy of orbitals deduced from the data [4, 5, 6, 7, 9]and the indications of contributions from multi-nucleon currents [10, 12, 11]. Inorder to understand these observations one needs to study the mechanism of the(e; e0p) scattering carefully and systematically.The (e; e0p) reaction has three basic components:� (i) the electron-proton coupling, ie. the interaction of the incident electronwith a proton embedded in the nuclear medium.� (ii) the single particle structure of the target nucleus.� (iii) the �nal state interaction, ie. the interaction of the knocked out protonwith the residual nucleus.The careful investigation of the primary electron-proton coupling can tell us ifthere are any media modi�cations of this coupling or if there are signatures of non-nucleonic e�ects in the nuclei. It is common practice to describe the e-p couplingas a interaction between an electron and a free proton with some corrections forthe binding of the proton (for example the prescription due to T. de Forest [13]).The nuclear medium may modify this coupling, as suggested by inclusive electronscattering experiments [14] which have shown that the ratio of the transverse tothe longitudinal response functions in the quasi-elastic region deviates signi�cantlyfrom what is expected if the coupling is same as that for a free proton. There areseveral theories which can be used to account for these e�ects in terms of modi�-cation of the electromagnetic properties of the nucleon in the nuclear environment.



3Some of these theories propose partial de-con�nement of the quarks [15, 16], whileothers predict similar e�ects with meson models [17]. The correct descriptions canonly be picked out with further experimentation.The �nal state interactions (FSI) provide information about the proton prop-agation through the nuclei and about the coupling between the various reactionchannels. An elegant method to study proton propagation is to measure the nu-clear transparency via (e; e0p) reactions. Transparency is the fraction of the pro-tons which escape from the nucleus without interaction. The (e; e0p) reaction isespecially suited for studying proton propagation since the electron can probe theentire nuclear volume, unlike proton-nucleus scattering which primarily probe thesurface.In theoretical models FSI are usually (in distorted wave impulse approxima-tion, DWIA) incorporated in terms of proton optical potentials, the parameters ofwhich are obtained from proton-Nucleus elastic scattering experiments. There areindications that FSI need more detailed investigation [18], of e�ects such as therole of channel coupling in the �nal state of (e; e0p) scattering.Thus both the electron-proton coupling and the FSI need to be studied in orderto decipher the momentum distribution of the nucleons, the occupation numbersof nuclear shells and the ground-state correlations in nuclei. Part of the workdescribed in this thesis is intended for this very purpose. The aim of the studydescribed here is to understand FSI by comparing measured cross-sections withvarious model calculations and to provide momentum distributions of the nucleonsto help understand the nuclear structure and the reaction mechanism.With the advent of CW (continuous wave) electron accelerators and high res-olution and large acceptance spectrometers it has become possible to probe thenuclear structure very accurately. The experiment to study proton propagation



4and the reaction mechanism of quasi-elastic (e; e0p) scattering was carried out atthe Thomas Je�erson National Accelerator Facility (TJNAF, a CW accelerator)in experimental Hall C, using the High Momentum Spectrometer (HMS) and theShort Orbit Spectrometer (SOS) in coincidence. Data were collected on threenuclear targets Carbon, Iron and Gold, at four momentum transfer squared Q2,ranging from 0.6 to 3.2 GeV2 (in this thesis we use the convention; speed of light, c= 1 and Planck's constant divided by 2�, �h = 1), and over a range of �nal protonangles to span the typical initial momentum of the nucleons in the nucleus.This thesis presents the analysis of the aforementioned data to better under-stand the quasi-elastic (e; e0p) reaction mechanism. Chapter 2 contains a survey ofthe formalism of the (e; e0p) reaction, the physics picture that can be derived fromexisting data and also some results from previous experiments which help motivatethis experiment. Chapter 3 and chapter 4 describe the experiment and the dataanalysis. Chapter 5 contains the �nal results which include extraction of nucleartransparency and momentum distributions of the protons in the nucleus and theseparated longitudinal and transverse response functions. Finally Chapter 6 hasthe conclusions and the summary.



Chapter 2Quasi-Elastic Scattering2.1 IntroductionThis chapter presents a brief survey of the quasi-elastic (e; e0p) reaction. A simpleschematic (Figure 1) is used to introduce the scattering process followed by adiscussion of a general formalism of the process under the Born approximation.Next the plane wave impulse approximation (PWIA) is described followed by adiscussion of an improvement to this approximation, the distorted wave impulseapproximation (DWIA). Finally some alternative approximation schemes calledhigh energy or Glauber approximations are described. The approximation schemesdiscussed in this chapter are the ones used in the di�erent theoretical calculationswhich will be compared to the experimental data presented in this thesis. A moregeneral discussion and detailed derivation of the cross-sections for this process canbe found in any of the several review articles on the subject. The most notableamong them are the extensive review by Frullani and Mougey [19] and the recentreview by J. Kelly [20]. Only aspects of the theory needed to interpret the presentdata are reviewed. The �nal section of this chapter reviews some of the existing(e; e0p) scattering data and their physical interpretation.5
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Figure 2: (e; e0p) scattering diagram under complete distorted wave Born approx-imationwhere Hi is the free Hamiltonian describing the initial asymptotic state where thedi�erent particles (the electron and the nucleus) are free from interaction. Similarlythe total Hamiltonian for the �nal state is,H = Hf + hf + �V +HI ; (3)here Hf is the free Hamiltonian describing the �nal asymptotic state where theparticles (the scattered electron, proton and B) are free from interaction. Underthe Born approximation ( the interaction HI acts only once or a single photon isexchanged) and considering the distorting electron-nucleus interaction h and thethe distorting potential �V to all orders one gets the transition matrix between theinitial and �nal state as:Tfi =< ��(�)f jHIj��(+)i > : (4)Here j��(�)f > and j��(+)i > are the distorted state-vectors, which are the solutions ofHf+hf+ �V and Hi+hi respectively. Here the approximation about the separation



8of the interactions ensures that transition amplitude arising due to the distortingpotentials (h and �V ) vanish, because these interactions cannot connect the initialand �nal channels. These set of approximations are called the complete distortedwave Born approximation (CDWBA).The most general expression for electron-nucleus interaction is ,ĤI(x�) = �eA�(x�)Ĵ�(x�); (5)where A�(x�) is the Moller potential at 4-space point x� representing the electro-magnetic �eld associated with the electron and Ĵ�(x�) is the nuclear current densityoperator at the same 4-space point. The Moller potential is related to the electroncurrent density operator according to the Maxwell equation:2A�(x�) =< j�(x�) > : (6)where,< j�(x�) >= e �	(x�)
�	(x�); (7)here 	 and �	 are the positive energy solutions to the Dirac equation for freeparticles.One can substitute Equation 5 as the expression for the electron-nucleus inter-action in the expression for the transition amplitude (Equation 4), to derive thegeneral expression for the coincidence cross-section by evaluating the square of thetransition amplitude over all initial and �nal states Pss0;hi jTfij2. The distortedstate-vectors are calculated in terms of the expansions -j��(+)i >= j�i > + 1E � (Hi + hi) + i�(hi)j�i >; (8)



9and j��(�)f >= j�f > + 1E � (Hf + hf + �V ) + i�(hf + �V )j�f > : (9)Here j�i > and j�f > are the stationary solutions of Hi and Hf respectivelyand are products of electron state vectors and nuclear state vectors. Using thisformulation one can derive the most general expression for the coincidence cross-section for the (e; e0p) scattering process. However, these calculations can be doneonly be done by employing further approximations, as the exact nature of all theinteractions are not known. Various approximation schemes were developed whichhelp calculate the coincidence cross-section much more easily and elegantly. Someof these approximations are explained in the following sections.2.2 Plane Wave Born ApproximationThe simplest method to make the above problem tractable is called Plane WaveBorn Approximation. In this scheme the distorted state vectors shown in Equa-tion 8 and 9 are approximated by the plane waves which form the �rst terms ofthose expansions. This reduces the transition amplitude (Equation 4) to:Tfi =< �f jHI j�i > (10)and the square of the transition amplitude over all initial and �nal statesPss0;hi jTfij2can be obtained as the contraction of the electron tensor Pss0 A�A�� = ��� andthe nuclear tensor W�� = Phi < Ĵ� >< Ĵ�� >,Xss0;hi jTfij2 = K���W�� (11)



10Under this assumption one gets the coincidence cross-section to be of the formd6�dk00d
k0d
p0 = K(�00f00 + �++f++ + �0+f0+ + �+�f+�); (12)where K is a kinematic factor and ��� are the nonzero components of the electroncurrent density tensor, while the form factors f�� are components of the nuclearcurrent density tensor and their physical signi�cance is listed below.� f00 describes the nuclear response function for a purely longitudinal virtualphoton coupling to an electron.� f++ corresponds to the response to coupling between a purely transversevirtual photon with an electron.� f0+ is a longitudinal-transverse interference term.� f+� is a transverse-transverse interference term.2.3 Plane Wave Impulse ApproximationThe elastic electron-proton scattering is the simplest (e; e0p) reaction where planewave initial and �nal states are an excellent approximation. The scattering cross-section calculated for one photon exchange is called the Rosenbluth cross-section.It has the form:d�d
 =  d�d
!Mott Q2j~qj2 [G2E(Q2) + ���1G2M(Q2)]; (13)where � = j~qj2Q2�1, � is the virtual photon polarization parameter, � = 11+2(1+�)tan2 �2and Q2 is the momentum transfer squared given by Q2 = �q�q�, here q� is the4-momentum transfer given by q� = (!; ~q), where ! is the energy loss given by



11the di�erence between the incident and the �nal electron energies while ~q is thevector di�erence between the initial and �nal electron momenta. The di�eren-tial cross-section for elastic scattering o� a point charge ( d�d
)Mott, called the Mottcross-section, is given by,( d�d
)Mott = �2 cos2(�=2)4E2 sin4(�=2) : (14)Here � is the �ne structure constant. In this picture the structure of theproton is accounted for in terms of the electric and the magnetic form factors GEand GM respectively. These form factors can be approximated in terms of thedipole form [22], shown below:GE(Q2) � (1 + Q20:71)�2;GM(Q2) � �pGE(Q2); (15)where �p is the magnetic moment of the proton. These forms were determinedby parameterizing elastic electron-proton scattering data over a wide range ofmomentum transfer Q (Figure 3).When we study (e; e0p) scattering from nuclear targets, this simple picture isno longer valid. The bound nucleon is o� shell and the electro-magnetic currentwhich couples to the virtual photon is now dependent on the interaction of thenucleon with the surrounding nuclear matter. Also the initial and the �nal energyand momentum of the particles involved can be modi�ed by initial state and �nalstate interactions. Initial state interactions include Coulomb distortions of the in-coming electron and the correlations between the primary nucleon involved in thescattering with the other nucleons in the target. Final state interactions includerescattering of the knocked out proton and other interactions of the outgoing pro-ton with the rest of the nucleons. These processes are described by adopting a
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Figure 3: The top panel is the proton electric form factor as a function of Q2, thesolid line is the dipole proton form factor [21], the bottom panel is the protonmagnetic form factor, the solid line is the parameterizations by Gary and Krum-plemann [22]



13set of approximations known as the plane wave impulse approximation (PWIA).The kinematics of the (e; e0p) reaction under PWIA is shown in the Figure 4. Theincoming electron with momentum ~k emits a virtual photon with energy ! andmomentum ~q, the scattered electron has momentum ~k0. The photon is assumed tocouple to a single proton in the target nucleus which is knocked out of the nucleuswith momentum ~p0. The scattered electron and the scattered proton are detectedin coincidence. The PWIA includes a set of approximations known as Impulse Ap-proximation (IA) whereby the nucleons are treated as independent current/chargedistributions interacting in the mean �eld of the rest of the nucleons, neglecting allexchange currents between the nucleons. The other assumptions used are; undis-torted plane waves can be used to describe the incident and the �nal electron andnucleon wave functions, single photon exchange is su�cient to describe the scatter-ing process, free nucleon form factors can be used to describe the bound nucleonsand the kinematics of the reaction is not changed by the �nal state interactions.Several of these approximations improve with increasing energy and momentumtransfer, as the strength of the higher order terms and the e�ect due to the �nalstate interactions of the knocked out nucleon with the residual nucleons decreases(although FSI increases) at higher energies.Important kinematic quantities which can be measured under these assump-tions (PWIA) are the missing energy, Em and missing momentum, pm. These canbe interpreted as measures of the separation energy and initial momentum of theproton in the nucleus. The de�nitions of these quantities in the lab frame, whereEA = MA and separation energy Es = MA�1 + Mp - MA are given below;Em = ! � Tp0 � TA�1 = ! � Ep0 +Mp � TA�1; (16)~pm = ~p 0 � ~q: (17)
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e0dEp0d
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15Where � = Q2j~qj2 , � is the scattering angle and � is the azimuthal angle betweenthe scattering plane and the plane containing ~q and ~p0. The response functionsWL;T;LT;TT contain the information about the nuclear structure and the electron-photon coupling which we aim to learn from (e; e0p) experiments. These responsefunctions can be expressed in terms of the product of matrix elements M� of thenucleon current between the initial and �nal nuclear states [24]:M� = Z dpids�(pm � pi)J�(q;pi; �)�if (pi; s): (19)Here we have used the plane wave approximation to represent the wave functionof the outgoing proton, � corresponds to a particular component of the nucleoncurrent operator, pi is the initial momentum of the proton in the nucleus, s is thenuclear spin, � is the spin operator, J� is the nucleon current operator and �ifis the overlap integral between the initial and the �nal nuclear states. A detaileddescription of the nucleon current J� and its connection to the response functionis discussed at the end of this section.When summed over all spins Equation 19 becomes:M� = J�(q;pm)�if(pm): (20)The overlap integral �if(pm) can also be written as:�if(pm) = 1(2�)3=2 Z �if (r)exp(�ipm:r)dr: (21)In the independent particle shell model (IPSM) [24]:�if(r) = Si(Ei)1=2Rnlj(r)Ylm(�; �); (22)here Si(Ei) is the probability of �nding a proton with binding energy Ei andquantum number i while Rnlj and Ylm are the radial and angular part of the



16wave function. This is valid only in IPSM. If one were to consider the �nal stateinteraction and the ground state correlations in the wave function of the targetnucleus then the overlap integral would have a much more complicated form.If one substitutes the expression for the matrix element Equation (19) into thecross-section expression Equation (18), then the cross-section factorizes as [19]:d6�dEe0d
e0dEp0d
p0 = p0Ep0�epS(Es;pm) (23)where �ep is the o�-shell electron-proton cross section, which is calculated interms of the on-shell nucleon form factors with corrections for the binding of thenucleon. For �ep a prescription based on current conservation developed by deForest [13] is most commonly used. S(Es;pm) is called the spectral functionwhich is the probability of �nding a proton, with momentum pm and separationenergy Es, inside the nucleus. It is given by:S(Es;pm) =Xf Nf j�if(pm)j2�(Es � Ef � Ei): (24)Nf is the occupation number of the orbital f with Pf Nf = Z. The normalizationof the spectral function S(Es;pm) is given in terms of the spectroscopic sum rule:Z = Z S(Es;pm)d3pmdEs: (25)2.3.1 The Nucleon Response FunctionsWe have seen from Equation (19) above that the nucleon response functions arisefrom the products of di�erent components of the nuclear current. Here we take acloser look at each of these components. The matrix element of the nuclear currentdensity between the initial and the �nal states is J�fi = (�fi;Jfi). Choosing the z



17direction to be along ~q we see that there are three independent components of thenuclear current [24, 20].Jzfi(~q) = !j~qjJ0fi(~q);J�fi(~q) = � 1p2(Jxfi(~q)� iJyfi(~q)): (26)Using this one can write down the four response function as [24, 20]:WL = jJ0fi(~q)j2 = j�fi(~q)j2;WT = jJ+1fi (~q)j2 + jJ�1fi (~q)j2 =< JkJyk + J?Jy? >;WTT = 2ReJ+1fi (~q)�J�1fi (~q) = �1cos2� < JkJyk � J?Jy? >;WLT = �2Re�fi(~q)�(J+1fi (~q)� J�1fi (~q)) = � 1cos� < �Jyk + Jk�y > : (27)Here Jk is nuclear current in the scattering plane, and J? is the current orthog-onal to the scattering plane. � is the angle between the scattering plane and theplane containing the incident electron and the scattered proton. The longitudinalresponse function WL is due to the charge only ( longitudinal component of thecurrent), while the transverse response function WT is the incoherent sum of con-tributions from the components transverse to the direction of the virtual photon~q. The other two terms are interference terms. From these expressions one alsonotices the advantages of parallel kinematics (which was introduced in the previ-ous section). In parallel kinematics the scattered proton is detected parallel to thedirection of ~q thus the two interference terms drop out since they are averaged overall out of plane angles � and also because they are functions of sin �c and sin2 �c



18respectively with �c being the angle between the ~q and the outgoing proton (�c =0 for parallel kinematics). This implies one can separate the longitudinal and thetransverse response functions by keeping the momentum transfer constant whilevarying the scattering angle. This technique is known as the Rosenbluth separa-tion. The interference response functions WTT can be extracted by measuring theproton out of plane with respect to the scattering plane, while the WLT responsefunction can be extracted in plane by making measurements away from parallelkinematics.2.4 Distorted Wave Impulse ApproximationIn the previous section we made an assumption that there is no interaction betweenthe knocked out proton and the residual nucleons, that is, no �nal state interactions(FSI). However, to calculate the coincidence cross-section accurately one has torelax this approximation. In this section we will examine one such model, thedistorted wave impulse approximation (DWIA) where this assumption is discarded.We still retain the assumption that a single photon is exchanged in these reactions.The Feynman diagram for the process is shown in Figure 5.In the previous section the matrix element of the nucleon current (Equation 19)was simpli�ed by using a plane wave for the outgoing proton. In this section thesematrix elements have to be evaluated in terms of the distorted wave function, ��p0of the outgoing proton. So the equation for the matrix element now becomes:M� = Z dpids��p0(q + pi; s)J�(q;pi; �)�if (pi; s): (28)The distorted wave functions, ��p0 are usually single particle wave functions inan average optical potential and are calculated by doing a partial wave expansion
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20where VC is the standard Coulomb potential and the next two terms of thepotential have the Wood-Saxon shape, while the last term is a di�erential of theWood-Saxon shape. The di�erent parameters of the optical potential are deter-mined from proton-scattering data. A realistic optical potential must also have aspin-orbit term. Calculations which include the spin-orbit term (Equation 32) inthe optical potential are called a generalized DWIA.Uso(r) = [Vso exp(r� Rs)=asr(1 + exp(r � Rs)=as)2 + iWso exp(r� R0s)=a0sr(1 + exp(r � R0s)=a0s)2 ]l � �:(32)In the DWIA approach the (e; e0p) cross-section can be factorized in terms ofthe e-p cross-section �ep and a distorted spectral function SD(Em;pm;p0) as shownbelow, d6�dEe0d
e0dEp0d
p0 = p0Ep0�epSD(Em;pm;p0); (33)where the distorted spectral function is given bySD(E;pm;p0) = 12j + 1 j�D(pm;p0)j2�(E � �b + �a)); (34)where �b and �a are the energy eigenvalues of the residual and initial nucleus and�D(pm;p0) is the overlap function given by:�D(pm;p0) = Z dpi��p(q+ pi)�if(pi): (35)These are calculated by doing a Fourier expansion in r-space which gives�D(pm;p0) = 12�3 Z ��p(r) exp(iA� 1A q:r)�if(r)dr: (36)where the wave function, ��p(r) are calculated using an optical potential as describedearlier.



21In the generalized DWIA calculations however, factorization is not possible andone has to calculate the one-photon exchange amplitude of the process, using thedistorted wave function for the outgoing protons. The di�erence between thesetwo approaches are shown in the Figure 6. Various improvements which can beincluded in the generalized calculation are examined below.Some of the important improvements involve including e�ects due to the the en-ergy dependence of the optical potentials. The energy dependence in general arisespartly because the e�ective interaction is non-local and partly because of an in-trinsic energy dependence. The intrinsic energy dependence is included by varyingthe parameters of the potential with proton energy, using proton-scattering datato constrain the variations. The non-locality of the optical potential is includedby using an ansatz, �rst suggested by Perey [25], called the Perey factor :	non-local = CPerey	local;CPerey = [1� mp�22�h2 V (r)]�1=2: (37)Here � is the range of the non-locality and is usually taken to be 0.85 fm. Thisansatz is based on an assumption that well inside the nuclear surface the non-localpotential function is constant. In addition it is based on the empirically observedfact that the predictions of a given non-local model can be �tted almost perfectlywith a purely local calculation. This implies that the wave functions producedby local and non-local calculations are closely similar. The ansatz follows froma comparison of the non-local wave equation with the local wave equation underthe afore mentioned assumptions. Alternatively it can be seen to arise from the



22dispersion relation of the nucleons :E(k; r) = �h22mk2 + V (k; r) (38)here k is the momentum of the nucleon. Although this is used as a general rela-tionship, it has been shown [26] that the Perey factor can be di�erent dependingon the source of the non-locality.The calculations can also be further improved by including distortions of theelectron waves (Coulomb distortions). This can be done by expanding the elec-tron wave, which satisfy Dirac equation, in inverse powers of the electron energy,retaining terms up to order Z�, an alternative approach to treating Coulomb dis-tortions is discussed in Section 2.5.2. These distorted electron waves are then usedto evaluate the nucleon-current matrix elements in r space. It has been shown byGiusti and Pacati [24] that for heavier nuclei one needs to include the second orderterm in Z�. Figure 6 compares momentum distributions for 12C(e; e0p) based onDWIA and with di�erent corrections added on.2.5 Additional Corrections to The DWIA2.5.1 Nuclear Density Dependent CouplingOne of the improvements involves including the nuclear density dependence of theelectron-proton coupling. This e�ect is more important for heavier nuclei. If thecoupling term is density dependent then we can no longer factorize the cross-sectioninto the coupling term (�ep) times the spectral function, as shown in Equation 33.In the density independent case the spectral function involves the square of the ra-dial integral over the initial and the �nal wave functions Equation 36. However, inthe density dependent case since the form factors (coupling constants) are density
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Figure 6: Calculated momentum distribution for 1p knockout from 12C(e; e0p) atTp = 70 MeV in parallel kinematics.The top panel shows the momentum distribution under PWIA (solid), the con-ventional DWIA calculation (dashed) and the generalized DWIA calculation (dotdash). The Lower panel shows the generalized DWIA calculation (solid) and themomentum distributions correspond to DWIA calculations without e� distortions(dashed), without non-locality corrections (dot dash) and without gauge-invariance(dotted).



24dependent, they must be included in the radial integral. Thus we have to rede�nethe radial integral Equation (36) by a pair of density (�(r)) dependent radial in-tegrals �L(Em;pm;p0; �) and �T (Em;pm;p0; �), corresponding to the longitudinaland the transverse form factors [24]�i(Em;pm;p0; �) = 12�3 Z ��p(r)exp(iA� 1A q:r) �(r)Fi(Q2; �(r))dr: (39)Where ��p(r) is the outgoing proton wave function,  �(r) is the proton bound statewave function and Fi(Q2; �(r)) is the density dependent form factor. Using theseintegrals we get the density dependent spectral function as:Sdd(Em;pm;p0; �) = ��2L(Em;pm;p0; �) + �2T (Em;pm;p0; �)�F 2L(Q2; � = 0) + F 2T (Q2; � = 0) (40)Where FL(Q2; � = 0) = GE(Q2) and FT (Q2; � = 0) = ( Q24m2 )1=2GE(Q2) are thefree nucleon form factors. This formalism is valid only for parallel kinematicssince the interference terms are neglected. There are various approximations tothe density dependence of the form factors which can be used to look at the e�ectof density dependent coupling utilizing the spectral function Equation (40). Onesuch approximation is the local density approximation where m is replaced by ane�ective mass m� which is de�ned as m� = m + S[�(r)=�(r = 0)], where S is ascalar potential.2.5.2 Coulomb CorrectionsThe calculations are further improved by considering distortions of the electronwaves. These distortions are primarily Coulomb distortions of the electron wavesand are due to the fact that the incoming and outgoing electron interacts withthe long range Coulomb �eld of the target nucleus. The e�ect of the Coulombpotential is to increase the momentum transfer q and also to cause an increase



25in the electron 
ux in the vicinity of the target nucleus. These e�ects can beaccounted for by appropriately changing the electron wave used to calculate thecoincidence cross-section of the (e; e0p) reaction. This approach is also equivalentto summing the contributions from Feynman diagrams in which the electron andthe nucleus exchange one,two,... photons while the nucleus still remains in itsinitial state. It can be shown that this kind of distortion of the electron wave canbe approximated by attaching a phase factor to the plane wave expansion [27],which scales with the nuclear dimension and the strength of the Coulomb �eld. Inaddition the e�ective momentum of the electron is changed to k = k��k , where�k is the average electro static �eld around the electron, given by,�k = R Vc(r) 2(r)drR  2(r)dr = f Z�Rc (41)here the RC is the Coulomb radius and the factor f varies between 1.1 and 1.5depending on the size of the nucleus. Such calculations have been done by Knollet al. [27], and they provide an useful formula to estimate the e�ect of the Coulombdistortion on the quasi-elastic cross-section:���max (%) � 0:3 qk0oZ (42)Where �max is the cross-section at the maximum of the distribution and k0o is themomentum of the incident electron. This equation suggests that the Coulombcorrections becomes smaller with increasing energy of the incident electron.2.5.3 Meson Exchange Currents and Isobar CurrentsUp to this point we have looked at the nucleus in terms of the A nucleons andthe binding forces have been considered through an e�ective potential and nucleonwave functions. However, if this binding is considered in-terms of virtual mesons
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J∆Figure 7: Feynman diagram for MEC and IC contributions to the two-body cur-rent. JC is the contact, J� the pion in 
ight, JP the pair contribution to MEC andJ� is the isobar current term.



27then in the e�ective potential picture we are neglecting the direct interactions ofthe virtual photon with the virtual mesons. In addition the interaction of thevirtual photon with the nucleon pairs which modify the nucleon wave function arealso neglected. We have also overlooked possible coupling of the virtual photonwith the virtual excitation of the nucleon resonances like the Delta(�) resonance.The �rst two kinds of interaction are computed by evaluating Feynman graphsshown in Figure 7 as the contact, pair and pion exchange diagrams. The lateris calculated by evaluating the diagrams in Figure 7 showing the coupling of thephoton to the delta resonance. These diagrams are usually evaluated by using aphenomenological e�ective Lagrangian. It is found that in the nonrelativistic limitthese two-body currents just have transverse components, thus only the transversecomponent of the current operator are a�ected by these two-body currents. Mostrecently two groups Bo� et al. [28] and Ryckebusch et al. [29], have calculatedthe contributions of MEC and IC to the coincidence (e; e0p) cross-section. Thishas been reviewed extensively in Reference [20]. Although the two groups predictvery di�erent e�ects both calculations agree that two-body currents play very im-portant role in single-nucleon knockout. The di�erences between the two groupscan only be resolved through systematic experimentation. Since MEC contribu-tions are primarily transverse in nature, experiments measuring the transverse andthe interference response functions in (e; e0p) scattering are the best candidates toinvestigate the role of MEC.2.5.4 Relativistic Distorted Wave ModelsRelativistic DWIA models use the Dirac equation instead of the Schroedingerequation to calculate the electron and nucleon wave function. Such treatmentimplies an exact calculation of the Coulomb distortion of the electron wave and



28of the �nal proton wave. In addition Dirac Phenomenology is used to arrive atthe e�ective optical potential from the proton scattering data. These e�ectivepotentials usually still use the Wood-Saxon (some authors also use other formslike the wine bottle shape, etc.) as in conventional optical potentials, however,the strength of the potential is usually higher by a factor of 3 - 4. Although arelativistic approach would seem preferable because the spin and the spin-orbitterm occurs more naturally, it should be remembered that the Dirac equationapplies to point particles only. It would be of considerable interest to compare(e; e0p) data at high proton energies with relativistic and non-relativistic DWIAcalculations.2.6 Glauber and Other High-Energy Approxi-mationsFinal state interactions and other deviations of realistic nuclear systems from thePWIA can also be evaluated in terms of some high energy approximations reviewedin this section.2.6.1 Glauber ApproximationThe high energy approximation (also called Glauber approximation) to scatteringtheory was developed by R. J. Glauber [30], and involves two basic assumptions:� 1. The incident energy is much larger than the magnitude of the interactionpotential and� 2. The particle wavelength is much smaller than the potential width `a', andthe linear term in the potential dominates.



29VE << 1; ka >> 1: (43)Here V is the magnitude of the potential while E and k are the energy andmomentum of the incident particle, respectively. Under these conditions we canassume that back-scattering will be very weak and the wave function of the particlecan be separated as [30]: (~r) = ei~k:~r�(~r) (44)Substituting this wave function in a Schroedinger equation gives us an integralequation of the form: k(~r) = ei~k:~r � 2m4��h2 Z eikjr�r0jjr� r0jV (r0) k(r0)d~r0: (45)An important point to note is that this wave function does not have a sphericallyoutgoing wave this is because it is necessary to know the wave function only withinthe volume of the potential in order to �nd the scattering amplitude; therefore itneed not represent the wave function elsewhere. Another important consequenceof this approximation is that this formalism describes small angle scattering only,limits of which are given in terms of �2 << 1ka .From this one obtains the function �(~r) as:�(~r) = 1� 2m4��h2 Z eikj ~r00 j�i~k: ~r00j~r00j V (r � r00)�(~r � ~r 00)d~r 00 ; (46)where ~r00 = ~r � ~r0. Now we have to use the small angle approximation to neglectterms of the order 1=ka. Another approximation is that the product V � varies veryslowly within a particle wavelength, ensuring that the largest contributions to theintegral (Equation 46) comes from points ~r00 which lie close to the direction of ~k.



30This is one of the most important and reoccuring approximation in this formalism.Carrying out the angular integration using these approximations gives,�(~r) = 1� i�hv Z 1o V (r � r00)�(r � r00)jr00k~kdr00; (47)which is approximately,�(~r) = e� i�hv R ro V (r00)dr00: (48)This implies the wave function can be written as (~r) = ei~k:~r� i�hv R ro V (r00)dr00 : (49)Now one is interested in evaluating the scattering amplitude and it is useful torede�ne the problem in terms of some alternative coordinate vectors. We take k̂ asthe unit vector in the direction of ~k and de�ne ~r = ~b+ k̂z, where ~b is perpendicularto the incident propagation direction ~k, hence jbj can be thought of as the impactparameter. Using this notation the wave function can be rewritten as : (~r) = ei~k:~r� i�hv R zo V (~b�k̂z0)dz0 (50)Substituting this wave function into the standard expression for scattering am-plitude we get,f(~k0; ~k) = � 2m4��h2 Z e�i~k0 :~rV (~r)ei~k:~r� i�hv R zo V (~b�k̂z0)dz0dzd2b: (51)Once again we use the small angle approximation such that exp[i(~k � ~k0):kẑ] �1+ �2ka � 1. This simpli�es the integration over z to a exact di�erential, carryingout the integration over gives,f(~k0; ~k) = k2�i Z ei(~k�~k0):~b[e� i�hv R zo V (~b�k̂z0)dz0 � 1]d2b: (52)



31From this one gets the expression for total scattering cross-section as�tot = 4�k Imf(~k; ~k0) = 2 Z (1� Re(ei�(~b)))d(2)b; (53)where�(~b) = � 1�hv Z 1�1 V (~b+ k̂z)dz: (54)2.6.2 High Energy Approximation for Final State Interac-tionsAn alternative formalism for a realistic many body calculation which includes the�nal state interactions (FSI) between the knocked out nucleon and the recoilingspectator system, is shown here. [31]The nuclear matrix element, for (e; e0p) process in which the recoiling systemis left in a bound state is,M�(p;q) =< 	(�)�p jXk ayk+qakj	0 > : (55)where ayk+q(ak) is the creation (annihilation) operator and the j	0 > is thetarget ground state. To isolate the e�ects of FSI the nuclear Hamiltonian is splitup as :HA = AXi=1 ti + AXj>i=1 vij = H0 +H1; (56)where ti is the kinetic energy of the i-th nucleon and vij is the interaction potentialbetween i-th and j-th nucleon. The �nal scattering state j	(�)�p > is decomposedas: j	(�)�p >= 
(�)p j�(�)�p >; (57)



32where j�(�)�p > denotes the eigenstate of H0 with no interaction between the parti-cles and the spectator, while the operator 
(�)p describes the distortion to the wavefunction by the rescattering of the knocked out nucleon. It is written as:
(�)p = limt!1Te�iR t0 dt0Ĥ1(t0); (58)where T is the time ordering operator.The so called high-energy approximation is used in evaluating 
(�)p . The basicassumption is that the kinetic energy of the knocked out nucleon is much largerthan that of the spectator system, so after rescattering of the knocked out nucleono� the spectator, we get pf = pi + �, with � << pi, which means the kineticenergy can be written as p2f2m � p2i2m + pi:�m . This implies that after the rescatteringprocess, the struck nucleon moves unde
ected along a straight trajectory parallelto its original direction. When extended to the case of many spectators it alsomeans the spectators can be regarded as a collection of �xed scattering centers.These two approximations are called the eikonal and the frozen approximations.These approximations imply that the distortion operator 
(�)p can be written as :
(�)p = e�PAj=2 R10 dt0Wp(jr1+vt0�rj j); (59)where v is the velocity of the struck nucleon and Wp is the complex e�ective twobody interaction. Now putting together all these components one can evaluatethe nuclear matrix element and arrive at observables like the scattering cross-section. [31]



332.6.3 Correlated Glauber ApproximationWe have seen in the section 2.6.1 that the wave function of the struck proton withmomentum ~k can be written as: (r) = ei~k:~rexp[�12 Z zz0 dz00W (k; �(r00))]: (60)The imaginary part of the optical potential W (k; �) is related to the partiallifetimes of the proton due to n-p and p-p collisions by,W (k; �) = m�(k; �)m �h2� (k) ; (61)where 1�(k) = 1�n(k)+ 1�p(k) , and �a are the partial lifetimes due to p-a collisions. Herem� is the e�ective mass which is related to the dispersion relation of nucleons inthe nuclear matter. The dispersion relation is:E(k; �) = �h22mk2 + U(k; �); (62)and the e�ective mass is de�ned as :�hkm�(k; �) = 1�h dE(k; �)dk : (63)The e�ective cross-section for scattering o� a proton with momentum k byneutrons or protons in nuclear matter of density � is de�ned as:��pp = m�(k; �)�hk�p�p(k) ;��np = m�(k; �)�hk�n�n(k) ; (64)This implies that the imaginary part of the optical potential W (k; �) can bewritten as:W (k; �) = �h22 km [�p��pp + �n��np]: (65)



34The e�ective cross-sections �� is the medium corrected (including Pauli-blocking)cross-sections. Now we can put this back into the the wave function of the struckproton to get: (r) = ei~k:~rexp[�1=2 Z zz0 dz00(�p(r00)��pp(k; �) + �n(r00)��np(k; �))]: (66)However, the absorption of the struck proton is due to the A-1 remaining nucle-ons, so it is wrong to use just the density �(r00); instead one must also include thedistribution of other nucleons. These distributions are given by pair distributionfunctions gpa(r0; r00) de�ned asgpa(r0; r00) = �pa(r0; r00)�p(r0)�a(r00) : (67)Here �pa(r0; r00) is the two-body density which gives the joint probability of�nding a proton at r0 and another nucleon at r00. The pair distribution functionis usually < 1 at small distances, because �p(r0)�a(r00)� �pa(r0; r00) (also called thecorrelation hole) is positive.Now the wave function of the struck proton becomes: (r) = ei~k:~rexp[�1=2 Z zz0 dz00(gpp(r0; r00)�p(r00)��pp(k; �)+gnp(r0; r00)�n(r00)��np(k; �))]: (68)This modi�cation of the standard Glauber approximation is known as the cor-related Glauber approximation.2.7 Interpretation of Existing (e; e0p) DataThe reaction mechanism of quasi-elastic (e; e0p) scattering had been explored byseveral experiments performed at Saclay, MIT-Bates, NIKHEF-K, Mainz and other



35laboratories around the world, on a host of nuclear targets. A brief survey of somekey experiments and their interpretation is provided in this section.2.7.1 Spectral Functions from (e; e0p) DataIn Section 2.3 it was mentioned that under the PWIA one can factorize the (e; e0p)cross-section as a product of an elementary cross-section �ep and a probabilityS(Es;pm): d6�dEe0d
e0dEp0d
p0 = p0Ep0�epS(Es;pm): (69)Here the spectral function S(Es;pm) is the probability that the knocked out protonwill have a missing momentum pm and have a separation energy of Es.Over the last two decades numerous (e; e0p) experiments have been performedat electron accelerators around the world. Data have been collected on variouscomplex nuclei ranging from 2H to 208Pb. Spectral functions were extracted frommany of these data. Some of the experimental measurements of the spectral func-tion and their comparison with various theoretical calculations is examined in thissub-section. The spectral functions from 12C(e; e0p)11B experiments will be usedto get an overview of experimental spectral functions. The next subsection willdiscuss other important properties like occupation probability, mean and peakenergies, which can be extracted from these spectral functions.The recoil momentum distributions from the �rst generation of experiments atSaclay [7], Tokyo [32] and Frascati [5] are shown in Figure (8). The characteristicshape of the 1p and 1smomentum distributions is seen in these distributions. Theyhave been compared with DWIA calculations in the same �gure, showing that theexperimental spectral functions can be described reasonably well by DWIA spectralfunctions.
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Figure 8: The recoil momentum distribution for 12C(e; e0p) measured at Saclay,Tokyo and Frascati



37However, these comparisons between data and DWIA calculations are sensi-tive to various parameters of the optical potential used in the calculations. Thein
uence of variation in these parameters were studied by Royer et al. [33]. Theyfound a strong in
uence of the RMS radius on the momentum distribution and alsofound that the imaginary part of the optical potential e�ects the higher momen-tum components of the distribution. Since one uses the factorization assumptionof DWIA ( introduced in Section. 2.4) one can test this assumption by comparingwith data at di�erent angles �p (the angle between recoil momentum directionand the scattered proton direction).Other checks of the adequacy of DWIA calculations involve comparing withdata at parallel and perpendicular kinematics ( Section. 2.3). In perpendicularkinematics the spectral function was expected mainly to be symmetric around themomentum transfer q direction, while in parallel kinematics a slight asymmetry isexpected due to the fact that value of q is di�erent for recoil momentum parallel oranti-parallel to the scattered proton direction for �xed proton momentum. Resultsfrom a measurement done at Saclay in parallel and perpendicular kinematics isshown in Figure 9 [18].The asymmetry in the parallel kinematics can be explained by DWIA howeverthe asymmetry in perpendicular kinematics is unexplained. It can be accounted forby introducing a symmetry breaking spin-orbit term in the optical potential ( eg.in a GDWIA calculation), which also destroys the factorization assumption. Thusmore complete and systematic experimental and theoretical studies are needed toestablish the magnitude and the causes of this asymmetry.
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Figure 9: The recoil momentum distribution for 12C(e; e0p) measured in parallel(top) and perpendicular (bottom) kinematics



392.7.2 Excitation Energies and Occupation ProbabilitiesThe proton occupation number for a given orbital � is obtained by integratingthe energy distribution !�(E), so N� = R !�(E)dE. This is same as zeroth-ordermoment of the spectral function,�(0) =<  �jay�a�j � > : (70)The occupation number N� is also related to the spectroscopic factors S�;f�, wheref� is the subset of states of the orbital � which contribute to the sum. N� =Pf� S�;f�.Similarly, the mean removal energy is the energy weighted integral of the energydistribution P�(E),Emean� = 1N� Z EP�(E)dE: (71)This is also the �rst-order moment of the spectral function,�(1)� = 1�(0)� <  �jay�[a�; H]j � >; (72)and is also the energy weighted sum over the spectroscopic factors S�;f�,Emean� = 1N� Xf� S�;f�(�f� � �0): (73)Another quantity which can be measured experimentally is the peak energy Ep� ofthe distribution.The experimentally measured occupation number and mean removal energiesare listed in Table 1. The occupation number is found to be typically 20-30%less than shell-model predictions, but the relative occupation numbers agree verywell with shell-model predictions. The absolute value of occupation numbers are



40Table 1: Occupation NumbersN� and Separation Energies E� from DWIA analysisof (e; e0p) experiments.Nucleus State N IPSM� N� Tokyo N� Saclay E� Tokyo E� Saclay6Li 1s 2 1.46�0.04 22.6�0.21p 1 0.72�0.03 4.5�0.27Li 1s 2 1.88�0.04 26.0�0.21p 1 0.79�0.03 10.1�0.29Be 1s 2 0.74�0.04 1.4 27.1�0.4 32�11p 2 1.40�0.05 1.4 18.1�0.2 18.0�0.312C 1s 2 1.34 1.0 36.9�0.3 38.1�1.01p 4 2.6 2.5 15.5�0.1 17.5�0.416O 1s 2 1.6 44�21p 6 3.6 17.7 �0.827Al 1s 2 - 57 � 31p 6 2.4�0.2 32�31d 5 1.6�0.1 14.0�0.62s - 0.12�0.01 14.3�0.228Si 1s 2 0.9 511p 6 2.9 321d 6 3.6 16.1�0.62s - 0.4 13.8 �0.540Ca 1s 2 3.7�0.2 1.5 58.7�1.2 561p 6 10.2�0.9 5.7 35.3�0.5 411d 10 4.7�1.6 7.7 18.4�1.6 14.9�0.82s 2 2.0�0.2 1.3 13.6�0.4 11.2�0.352V 1s 2 - 60�31p 6 1.1�0.1 40�11d 10 1.7�0.3 19.5�0.52s 2 0.3�0.1 15.1�0.21f 3 0.4�0.1 10.3�1.158Ni 1s 2 1.0 621p 6 6.8 451d 10 8.9 212s 2 1.9 14.7�0.51f 8 7.5 9.3�0.3
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Figure 10: The occupation number for 208Pb from (e; e0p) data is shown alongwith various theoretical calculation. The solid curve represents the nuclear matteroccupation probability [34], the long dashes include an RPA correction [35], themedium dashes is n�0.75(nnm + �nRPA) �tted to the data [20], the dot dash is thequasi-particle strengths for nuclear matter and the short dash is the quasi-particlestrengths for lead.very di�cult to determine, because of the uncertainties in the various approxima-tions used (such as the truncation of high energy strength etc.), so the occupationnumber is usually determined to about � 20 %. Within these uncertainties the oc-cupation number agrees with various theoretical calculations as shown in Figure 10.In this �gure (Figure 10), the occupation numbers for 208Pb were determined byQuint et al. [36] from (e; e0p) data. They integrated the experimental spectralfunction for excitation energies up to 25 MeV, and for deeply bound orbitals thespectral function was extrapolated beyond the measured range using a Gaussianparameterization. However more recent analysis of the same data give di�erentresults, making it fair to say that the occupation number is known to about �



4220 %. These results are compared with theoretical calculations of Pandharipandeet al. [35] and Benhar et al. [37]. Pandharipande et al. calculate the occupationprobabilities of nuclear matter using correlated basis function (CBF) [34] and theUrbana v14 + TNI interaction [38]. However, 208Pb being a �nite nucleus, thereis additional depletion of states near the Fermi surface due to long range correla-tions and collective mode interactions at the surface of the nuclei. These e�ectsare accounted for by using the RPA theory of Gogny [39]. Benhar et al. on theother hand argue that integrating the (e; e0p) data with respect to missing energydoes not include a signi�cant part of the background contributions of the spectralfunction, which is spread thinly over a wide range of energy. Hence they shouldbe compared to quasi-particle strength rather than occupation probability. Theircalculation of the quasi-particle strength using the CBF theory for the nuclearmatter is also shown in Figure 10. They account for the �nite nuclei by modifyingthe imaginary part of the CBF mean �eld to reproduce the experimental spreadingof widths.2.7.3 The Koltun Sum RuleA general property of the spectral function, known as the energy weighted sumrule or the Koltun sum rule [40], relates the total binding energy per nucleon tothe average removal and kinetic energy. The average kinetic energy < T > and< E > is the average removal energy is given by:< T >= 1A Z p22MS(E;p)dEd3p< E >= 1A Z ES(E;p)dEd3p (74)



43The spectral function can be written in the form,S(E;p) =<  aja y (p)�(E �H)a(p)j a > (75)where ay and a are the creation and annihilation operators and the HamiltonianH is given by H = T + V (contains just one body and two body terms), and thetotal binding energy EA is given by EA = A < T > + <  ajV j a >. Using theserelations one can show that [19],EAA = 12(< T > � < E >) (76)This is known as the Koltun sum rule. The (e; e0p) data from Saclay, Tokyoand Frascati shown in the last two subsections were used to test the Koltun sumrule [19], but because the experimental spectral functions are not the true butdistorted spectral functions it is necessary to correct for this fact. These correc-tions are of the order of 10%. It was found that except for the 40Ca case there issigni�cant deviation from the predictions of the sum rule (ranging from 1.4 MeVfor 9Be to 3.9 MeV for 58 Ni). Some of the explanations for this divergence fromthe Koltun sum rule include; the limited energy-momentum range covered in anexperiment and breakdown of the assumption that the three body and other manybody interactions can be neglected. Thus the measurement of the spectral func-tions over a wide range of E and p is very desirable in order to have a betterunderstanding of this problem.2.7.4 The L and T Response FunctionsThe longitudinal and the transverse response functions for 12C(e,e'p) in the quasi-elastic region were separated by Ulmer et al. [10], at MIT-Bates using the Rosen-bluth method outlined earlier in Section. (2.3.1). The momentum transfer for



44the experiment was Q2 � 0.16 GeV2. The separated response function and theirdi�erence is shown in Figure 11. The MIT data demonstrates that the transverse/longitudinal coupling for the 1p-shell of Carbon is same as that of a free proton.The broad peak for 1s-shell is di�cult to separate from the underlying continuumthat begins beyond the two nucleon knockout threshold. However, the transverseresponse function is signi�cantly enhanced in the continuum region.Similar experiments were also performed at NIKHEF with higher momentumresolution but at lower momentum transfer on C [12], Li [11] and Ca [41] targets.They have plotted their data in terms of a ratio � which is de�ned as � = RG(expt)RG(DWIA),where RG is the ratio of the transverse to the longitudinal response function in-tegrated over the quasi-free peak. The results are shown in Figure 12. This datashows that the ratio below the 2-nucleon threshold is unity but at higher missingenergy there is enhancement of the ratio.The available data shows that the response functions are similar to free nucleonresponse functions at small missing energy but there is excess transverse strengthabove the 2-nucleon knockout threshold. This suggests additional transverse cur-rents are involved in the process. Since multi-nucleon currents like the mesonexchange currents are primarily transverse in nature (Section 2.5.3) it has beensuggested that these and other multi-nucleon processes give rise to the observedenhancement in the transverse response function. Although some fraction of thee�ect might be due to the modi�cation of the single nucleon currents in the nuclearmedium, the large excess in the transverse strength points towards multi-nucleoncurrents. However at the low proton energies and for light targets, there is consid-erable uncertainty due to �nal state interactions, in the available data. There is aclear need for more systematic data on the separated response functions at higherproton energies and heavier targets.
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Figure 11: Separated transverse and longitudinal response functions RT and RLand the di�erence ST - SL, for 12C(e; e0p) as a function of missing energy. Datataken in parallel kinematics near the quasi-free peak with Q2=0.16 GeV2 [10].
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Em - E2-body theshold  [MeV]   Figure 12: The transverse enhancement factor � as a function of missing en-ergy above the two-nucleon knockout threshold. 12C(squares), 6Li(triangles) and10B(circles) [20]2.7.5 Multi-nucleon KnockoutThere is a host of experimental evidence suggesting contributions from multi-nucleon currents. Some of the experimental evidence are discussed here. Fig-ure 13 [43] shows the missing energy spectrum for 12C(e; e0p) in the dip region (!= 0.2 GeV for Q2 = 0.16 GeV2/c) between the quasi-free region and the deltaresonance region. This region is known to be predominantly transverse in nature.The �gure also shows that the continuum extends to large missing energies. Thearea above the dotted line shows the expected strength from 1s knockout, whilethe solid curve is from a quasi-deuteron calculation by Laget [44]. The dottedline suggests that the multi-nucleon contributions start close to the two-nucleonknockout threshold and are nearly uniform over a large range of missing energy.The quasi-deuteron calculation can account for some of the excess strength at lowmissing energy but cannot explain the large excess beyond 80 MeV in missing
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Figure 13: The missing energy spectrum for 12C(e; e0p) in the dip region, with != 0.2 GeV and q = 0.4 GeV [20]. The area under the dotted line is attributed tothe 1s1=2 shell and the solid line is the quasi-deuteron calculation [44].energy.There are similar data from Weinstein et al. [45] of missing energy spectra for12C(e; e0p) at 0.58 < q < 0.82 GeV in the quasi-free region (Figure 14). Thesespectra show that the strength at large missing energies (> 80 MeV) increaseswith momentum transfer q and is a signi�cant fraction of the total yield. However,the ratio of the continuum yield to the quasi-free yield is relatively constant in thisrange of q.Various authors [46, 45] have estimated the contribution to the excess contin-uum strength in terms of proton re-scattering. These estimates indicate that avery small fraction of the continuum yield arises from proton re-scattering. These
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Figure 14: The missing energy spectrum for 12C(e; e0p) in the quasi-elastic region,at 0.58< q < 0.82 GeV [45]. (a) q = 585 MeV/c, ! = 210 MeV; (b) q = 775 MeV/c,! = 355 MeV; and (c) q = 827 MeV/c, ! = 325 MeV. The recoil momentum rangeat each missing energy is indicated by the dashed curve.



49observations indicate that multi nucleon absorption must have a big role in thecontinuum yield. Multi nucleon mechanisms involving meson-exchange currents,pion production and reabsorption are dominantly transverse in nature and are thusexpected to play a major role in explaining the continuum yield. And once againto study these e�ects it is necessary to obtain separated response functions at largemissing energies.2.7.6 Nuclear TransmissionFinal state interactions and proton propagation can be studied in terms of nu-clear transmission, which is de�ned as the probability of escape of a knocked outproton in a quasi-elastic scattering process. The knocked out proton can be de-
ected or absorbed in the spectator nuclei and hence the nuclear transmission isexpected to be governed by the total NN cross-section, which should increase withenergy till the inelastic NN cross-section reaches its asymptotic value. Transmis-sion/transparency measurements are expected to be simpler to interpret at higherenergies because of the relative independence of the NN cross-section with energyat high energies. In addition (e; e0p) scattering is an ideal tool to study protonpropagation since the electron can probe the entire nuclear volume, unlike proton-nucleus scattering experiments which can primarily probe just the surface of thenucleus and have the additional problem of requiring separation the incident pro-tons from the knocked out protons.At low energies the nuclear transmission was measured experimentally in termsof the ratio of the coincident (e; e0p) cross-section to the inclusive quasi-free electronscattering cross-section. Transmission data from an experiment at Bates using 780MeV electrons at Q2 = 0.34 GeV2 on 12C, 27Al, 58Ni and 181Ta targets is shown inFigure 15 [47]. The curves in the �gure show the contributions of di�erent e�ects
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Figure 15: The dotted line is a calculation using free N-p cross-section, dashed lineis when Pauli blocking is included, dot-dashed includes density dependent e�ectstoo and solid has the correlation hole e�ect as well.like Pauli blocking, density dependent e�ects and correlation hole e�ects addedto a semi-classical proton multiple scattering calculation using free p-n scatteringcross-sections [48]. The solid curve which includes all the e�ects mentioned aboveseems to agree very well with the data.At higher energies this technique cannot be used to measure the nuclear trans-mission because there are signi�cantly large contribution from inelastic processesto the inclusive quasi-elastic cross-section. Thus at higher energies the nucleartransmission is usually measured in terms of the ratio of the experimentally mea-sured coincidence cross-section to the cross-section calculated under the plane wave
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Figure 16: Measurement of nuclear transmission at Q2 ranging from 1 to 6 GeV2.impulse approximation (PWIA). Since in the PWIA it is assumed that there is no�nal state interactions, the ratio of the experimental cross-section to the PWIAcross-section gives the fraction of the knocked out protons which make it out ofthe target nucleus without further interactions on their way out. The measurednuclear transmission from experiment NE18 at SLAC [49], at Q2 ranging from1.0 to 6.8 GeV2 on 12C, 56Fe and 197Au targets are shown in Figure 16 . VariousGlauber type calculations are shown along with the data. Its clear that one needsmore accurate measurements in order to discriminate between the various theoret-ical calculations. One should note that there is a continuous ambiguity betweentransparency and spectroscopic factor, since the measured cross-section is actuallya product of the transparency and the spectroscopic factor.



522.8 SummaryA general formalism to calculate the (e; e0p) cross-section was introduced in thissection, however, it was shown that to make the calculations more tractable certainapproximations are essential. Many approximation schemes were discussed, start-ing with the PWIA which does not include any �nal state interactions. Then twodi�erent schemes for doing a more complete calculations including �nal state inter-actions and other distortions not included in the simplistic PWIA, were described.These schemes are the DWIA and the Glauber approximations. Calculations basedon these approximation schemes were compared the experimental data and will bepresented in Chapter 5. Finally the existing data from a host of experiments wereexamined. The sum total of existing data answer many questions about the va-lidity of the di�erent approximations, but they also raise many new questions andpoint to a great need for more precise data over a wide range of proton energiesand momentum transfer. The unresolved issues can be summarized as :� Validity of the factorization assumption of DWIA. This can be tested bycomparing data at di�erent proton angles.� The asymmetry in perpendicular kinematics.� The mechanism which gives rise to the 20-30% depletion of the experimen-tally measured occupation numbers compared to shell model predictions.� The breakdown of the energy weighted sum rule (Koltun sum rule).� The mechanism which gives rise to the excess transverse strength observedin separated response functions.� The importance of and contributions from �nal state interactions and nucleon-nucleon correlations in knockout reactions.



53� Extent of the modi�cation of the electron-proton coupling in the nuclearmedium.Experiment E91-013 which is described in the remaining chapters of this thesiswas designed to address this need for more data. It was also tailored to investigatesome of these aforementioned questions about the reaction mechanism.



Chapter 3The Experimental Apparatus3.1 IntroductionThe experiment titled \Energy Dependence and A Dependence of Proton Propaga-tion in Nuclei Studied with Quasi-Elastic (e; e0p) Scattering" (experiment E91-013),was carried out using the 100% duty factor beam at the Continuous Electron BeamAccelerator Facility, (CEBAF, now called Je�erson Lab). Data were collected intwo time periods, the �rst period was in November-December 1995 and the exper-iment was completed in April-May 1996. The experiment involved impinging theelectron beam onto a nuclear target and knocking out a proton from within thetarget nucleus. This knocked out proton was then detected in coincidence withthe inelastically scattered electron, using the two Hall C spectrometers, the HighMomentum spectrometer (HMS) and the Short Orbit Spectrometer (SOS). Datawere taken on three nuclear targets, C, Fe and Au, and a liquid Hydrogen targetwas used for calibration. In this chapter the experimental equipment and setup isdescribed.
54



553.2 AcceleratorThe experiment was conducted at CEBAF which is a continuous wave ( CW )machine, accelerating electrons to energies up to 4.0 GeV. The machine has aracetrack-shaped layout with two super-conducting linacs (north and south) con-nected by super-conducting magnetic arcs on either end (Figure 17). Each of thetwo linacs consists of 160 niobium super-conducting rf (SRF) cavities. These cav-ities are grouped in pairs and four pairs of cavities are put in thermally insulatedtanks which are called cryo-modules. The cavities have an active length of 0.5 mand are operated at a temperature of 2 K. Each cavity is separately powered by a 5kW klystron which produces an accelerating gradient of about 5 MV/m which canbe increased to about 8 MV/m. The two arcs house the super-conducting bendingmagnets; there is one layer of magnets for each pass the beam makes through thesearcs and the magnets are stacked on top of each other.The injector to the accelerator is situated at the start of the north linac; itconsists of a thermionic electron gun and 18 SRF cavities. Here the beam isaccelerated to 45 MeV and injected into the machine. The beam is then acceleratedby 800 MeV on each pass through the entire circuit. A maximum of �ve passesis possible, hence a maximum beam energy of 4.045 GeV. The beam switch-yardsituated at the west end of the south linac houses the extraction and recombinationmagnets. The switch-yard can extract the beam at any pass to any of the threeexperimental halls. This experiment was carried out in Hall C which was the onlyhall operational during the experiment.
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Figure 17: Complete layout of the CEBAF Accelerator
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Figure 18: Top view of the components and the layout of the arc which transportsthe beam from the switch-yard to the hall.3.2.1 BeamAn unpolarized CW electron beam of energy ranging from 0.8 - 3.2 GeV and ofbeam currents ranging from 10-50 �A was used in the experiment. The beamconsists of 1.67 ps bursts coming at 1497 MHz. Each hall receives a third of thesebursts, which results in a frequency of 499 MHz per hall. The beam had a frac-tional energy spread of 2:5x10�4. The relative beam energy can be measured inprinciple to 10�4 using the bending magnets in the Hall C arc (used to trans-port beam from the switch-yard to Hall C, Figure 18) while measuring the beamposition with super-harps. The beam energy was determined absolutely to 10�3(for one pass only) using kinematic methods which are described in Section 4.5.1.The CW nature of the beam is very important to coincidence experiments. Sincethe yield of real events is proportional to the current while the yield of randomevents is proportional to the square of the current, the CW beam ensured orders ofmagnitude improvement in the real-to-randoms ratio compared to previous (e; e0p)experiments, conducted at MIT/Bates ( beam duty factor � 1.0%) and SLAC (beam duty factor � 0.03%) and enabled collection of much higher statistics data.
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Figure 19: The components and the layout of the Hall C beamlineThe beam pro�le was recorded by several harps located throughout the accel-erator and by super-harps located in the Hall C arc. A harp consists of a framewith three wires, two vertical wires and one horizontal wire. Analog to Digital con-verters (ADCs) connected to each wire read the signal on the wires as the frameis moved in and out of the beam, while an encoder determines the position wherethe wire intercepts the beam. Thus the two vertical wires measure the horizontalbeam pro�le while the horizontal wire measures the vertical beam pro�le. Thesuper-harps are essentially the same as the harps, but more accurately surveyedto enable absolute position measurements. Three pairs of super-harps are locatedon aligned granite tables at the beginning, middle, and end of the Hall C beamline(Figure 19). They are used along with the �eld maps of the bending magnets inthe arc to determine beam energy and emmitance.The beam position in the Hall C arc was measured using four beam positionmonitors (BPMs). These are cavities with four antennae that pick up the harmon-ics of the fundamental frequency of the beam passing through the cavities. Thesignals are proportional to the distance between the beam and the antennae. The



59relative position of the beam is determined by using the amplitude of the signalsfrom the antennas and the absolute position is determined by calibrating the BPMswith the super-harps. The beam position was monitored with an accuracy of � �0.5 mm. Accurate knowledge of the beam position is very important since theexperimental goal is to measure cross-sections with an accuracy of a few percent.3.2.2 Current MonitorsA precise measurement of the charge is needed to convert measured counts to crosssections. To this end the Hall C experimental setup includes three beam currentmonitoring microwave cavities (BCMs) and an Unser cavity (a parametric DC cur-rent transformer). The beam current being delivered to the hall is measured withthe three microwave cavities. The beam excites resonant modes in the cylindricalcavities/wave guides and the wire loop antennas in the cavities couple to theseresonant modes. The signal in the antenna is proportional to the beam currentfor all resonant modes. In addition, for certain modes like the TM010 mode, thesignal is insensitive to the beam position. By varying the size of the cavity, onecan choose the frequency of the TM010 mode to be identical to the accelerator RFfrequency, making the cavity selectively sensitive to this mode. The quality factorof the cavity, de�ned as the ratio of stored energy to dissipated power, weighted bythe resonant frequency, Q = !0W=Pd, can be changed by varying the material andthe length of the cavity. The Q of the cavity a�ects the temperature dependenceof the current measurement, hence the Q is optimized to lower the temperaturevariation of the measurement. The signal from the antenna is ampli�ed and con-verted to a DC level which is then converted to a rate by a V-F converter andcounted in a scaler. However, these cavities cannot measure the current absolutelyas the power output is dependent on factors like surface �nish which cannot be
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Amplifier Figure 20: Schematic of the Unser Monitorquanti�ed easily. Hence the current monitors were calibrated using a parametricDC current transformer (Unser monitor). This transformer measures the totalcharge passing through the device. A simpli�ed schematic of the Unser monitoris shown in Figure 20 [50]. One of the toroids measures the AC 
uctuations whilethe other picks up the DC 
uctuations. An AC modulator is used to drive thetoroid along its hysteresis curve, which is symmetric for zero DC 
uctuations. Inthe presence of DC 
uctuations however, the hysteresis curve is biased and losesits symmetry. A feedback loop is used to restore the symmetry of the hysteresiscurve and the amount of current needed to restore symmetry is the output of thedevice. This output is also converted in a V-F converted and counted by a scaler.The Unser monitor is known for its linearity over a wide range of currents andits very stable gain. The absolute gain of the Unser can be measured to 10�4. Thegain of the Hall C Unser was measured to � 2.0x10�4 using a precision voltagesource and resistor. However, the baseline of the Unser monitor tends to drift



61with time (� 1�A per day) making it inaccurate for direct current measurements.On the other hand the BCMs have negligible baseline drifts but their gains candrift slowly with time and they are not linear over the whole range of currentsto be measured. The calibration scheme used the gain stability of the Unser toperiodically re-calibrate the other three BCMs. The calibration procedure involveschanging the beam current in a series of steps, each two minutes long, going fromzero to the maximum. Each step was inter-spaced by 2 minutes of zero current.The zero current intervals were used to determine the baseline for all four monitors.Once the baseline is determined, one uses the known and stable gain of the Unserto determine the gains of the three BCMs. The beam current was measured withan accuracy of 1.0%. The current can be measured more accurately (� 0.5%) athigher currents. This is because the BCMs have better linearity at higher currentsand the measurement is less sensitive to the drifts in the o�sets.3.3 TargetThis experiment used three solid targets suspended on a steel ladder and a liquidhydrogen cryogenic target hung on a separate ladder. During the �rst part ofthe experiment (Dec. 1995) the cryo-target was not operational, hence only thesolid target ladder was used. During the later part of the experiment (Apr. 1996)both the cryogenic target and the solid targets ladders were used. Both ladderswere housed in a scattering chamber and either one of them could be rotatedinto the beam. The scattering chamber is a large Al cylinder, with 2.5 inch thickwalls and an inner diameter of 48.5 inches. The cylinder has cutouts for the twospectrometers and entrance and exit snouts for the beam. There are also pumpingand viewing ports. The HMS cutout is eight inches tall and covered with analuminum window 0.016 inches thick. The SOS port is �ve inches tall and covered



62with a 0.008 inch Al window. The top cover plate contains openings for the cryo-target plumbing and lifting mechanisms and the solid target ladder mechanism.3.3.1 Solid targetsThe solid target ladder held target foils each 0.75 inches by 1.5 inches in size. Thisladder could be lifted and rotated in and out of the beam remotely. In addition itcould be manually rotated about its vertical axis; this feature was used to minimizelosses due to traversal through the target at large scattering angles. The targetangle was known with an accuracy of about 2o. Figure 21 shows the conventionused to de�ne the target rotation angle. For the forward electron angle kinematicsthe target angle was usually set between 10 - 20o with respect to the beam, whileat the backward angle kinematics the target angle was set at -20o with respect tothe beam.In the experiment carbon, iron, and gold targets were used. The main proper-ties of the targets are listed in Table. 2. The iron and one of the gold targets hadtwo foils sandwiched together. A microscope was used to measure the dimensionsof the foils (accuracy = 8�m) and a balance was used to measure their masses(accuracy = 5mg). Assuming uniform density and thickness the areal density ofthe targets were calculated (Table. 2). The isotopic abundances of the targets wereas follows: carbon 89.9 % 12C with 1.1 % 13C contamination, iron 91.76 % 56Fewith 5.9 % 54Fe and 2.1 % 57Fe contamination and gold 100 % 197Au. The largestcontaminant, 54Fe, had only a 0.3% e�ect on the target thickness, thus the targetimpurities are neglected in the analysis.
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^Figure 21: The angle of the solid target with respect to the beam. The targetangle, t, is de�ned to be positive when the normal to the target, n is directedtowards the SOS.
Table 2: List of solid targets and their propertiesTarget % of radiation length density Thickness Thickness uncertainty% (g/cm3) (mg/cm2) %C 0.5 2.27 230.3 0.23Fe 2.2 8.11 309.1 0.07Au 3.1 19.28 195.9 0.10



643.3.2 CryotargetThe cryotarget system had six target cells and 2 dummy cells. There were three4 cm cells and three 15 cm cells. Each cell is a thin aluminum cylinder madefrom beer can stock. The can bottoms which are 0.31 mm thick formed the exitwindows. The entrance window was made of 0.18 mm thick aluminum. The fourcells of each type were designed to hold liquid hydrogen, deuterium and heliumand one set of dummy cells to measure background from the Al end caps. In theexperiment only the 4 cm hydrogen cell (exact length 4.20� 0.01 cm, the sphericalshape of the end cap caused a variation in target length of about 0.05% for a 1.0mm change in beam position), and the 4 cm dummy cells were used. The dummycells consisted of two Al plates to simulate the end caps of the normal cells. Theplates were about 10 times thicker than the end caps. A schematic of the cells isshown in Figure 22.The cryotarget system has three separate cryogenic loops, each loop linked toa short and long target cell. Each target loop consists of a circulation fan, a targetcell, heat exchangers and high and low powered heaters, which formed the coolingand regulating units of the target system. During the experiment hydrogen in itsliquid phase was kept in the 4 cm cell. The hydrogen was maintained in the liquidphase by 
owing it continuously through a heat exchanger. The heat exchangerwas cooled to 15 K by a constant 
ow of cryogens maintained by the end stationrefrigerator (ESR). The hydrogen in the target cell had a temperature of 19 K anda pressure of 29 PSIA. Under these conditions the hydrogen is 3 degrees belowits boiling point. The target had to be regulated very carefully to keep the tem-perature and pressure steady, since the density of hydrogen changes very steeplywith temperature and pressure (-1.25%=K and 0.01%=PSIA respectively). Thiswas achieved by monitoring the temperature very precisely with Cernox resistor
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DummyFigure 22: Schematic of the Cryotarget Cellsthermometers (with an accuracy of 50 mK corresponding to 0.1% uncertainty inthe density). The e�ects of local boiling were studied with elastic scattering fromliquid hydrogen and liquid deuterium targets and the yields were found to followthe change in beam current to better than 1 % up to 70 � A. The main contamina-tion in the hydrogen target comes from deuterium which was found to be less than0.3% from analysis of the gas after the experiment. A more complete descriptionof the Hall C cryogenic target system can be found in reference [51].



663.4 SpectrometersThe major experimental equipment in Hall C at CEBAF consists of two magneticspectrometers, a medium resolution, large acceptance super-conducting spectrom-eter for central momentum up to 7.4 GeV/c called the High Momentum Spectrom-eter (HMS) and a medium resolution, large acceptance spectrometer with a shorter
ight path called the Short Orbit Spectrometer (SOS). The SOS has a maximumcentral momentum of 1.5 GeV/c. In this experiment the HMS was used to detectelectrons while the SOS was used to detect protons, except at the highest Q2 pointwhere the roles of the spectrometer were reversed. The co-ordinate system usedin the two spectrometers is shown in the Figure 23. In this system (also calledthe transport system) the Z axis is along the central ray of the spectrometer withpositive in the direction of the particle trajectory. X is the bend direction with Xand Z forming the bend plane. The positive X is de�ned as the direction towardswhich higher momentum particles bend; this is vertically down for both of theseupward bending spectrometers. Thus the Y axis is along the horizontal with pos-itive directed to the left as seen by the particle. The Y and Z at the target formthe scattering plane.3.4.1 High Momentum SpectrometerThe HMS is a 25o vertical bend spectrometer, with three super-conducting quadrupolemagnets and one super-conducting dipole magnet in a QQQD con�guration. Thefour magnets and the detector stack are supported on a single carriage that rotatesaround a central bearing. The detector shielding hut, built around the detectorstack, is supported on an independent carriage. The whole spectrometer rotateson a pair of rails between 12:5o and 90o with respect to the beam line. The HMS
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Figure 23: Side view of the spectrometer co-ordinate systemcan analyze particles with central momentum up to pmax = 7.4 GeV/c and has amomentum acceptance of � 10% about the central momentum. The momentumresolution of the HMS is 2.0x10�3 and the angular resolutions are 0.8 mrad and 1.2mrad, for scattering in and out of the scattering plane, respectively. The procedurefor optimizing these performance parameters is described in the next chapter inSection 4.5. Figure 24 shows a side view of the HMS spectrometer and detectorhut.The quadrupoles determine the transverse focusing properties of the spectrom-eter and to a large extent its acceptance. The HMS quadrupoles are all cold ironsuper-conducting magnets, with soft iron around the super-conducting coils to en-hance the �eld at the center and also reduce stray �eld. The quadrupoles arepowered by three Danfysik System 8000 power supplies which can provide up to1250 amps at 5 volts. The quadrupoles are maintained on a stable hysteresis curveby running the currents up to 20% higher than their 4 GeV/c values and then
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Figure 24: Side view of the HMSbringing the current down to the desired set point. In addition to the quadrupolecoils, each magnet has multipole windings. These correction coils can be poweredby three Oxford power supplies, capable of providing up to 100 amps at 5 volts,but were not used during this experiment.The dipole is the dispersive element in the system and determines the centralmomentum of the spectrometer. To date the dipole magnet has been operated andtested at currents up to 1300 Amps. This corresponds to a central momentum ofjust over 4 GeV/c. The HMS dipole has an e�ective length of 5.26 meters, a bendradius of 12.06 meters, and a gap width of 42 cm. Its actual dimensions are 5.99meter long, 2.75 meters wide, and 4.46 meters high. It is con�gured to achieve a 25degree bending angle for 4 GeV/c momentum particles at a central �eld excitationof 1.11 T. It was determined that the hysteresis for the dipole was su�ciently smallthat no special setting procedure was required to reproducibly set the magnet.An NMR probe is used to monitor and regulate the dipole �eld. The set point



69currents are used to monitor the �eld settings for the quadrupoles. The �elds werestable at the 10�4 level. The magnets are precooled with liquid nitrogen and cooledto the operating temperature with 4.3 K liquid helium, provided by the CEBAFCentral Helium Lique�er (CHL). Under standard operating conditions, the HMSmagnets require a 
ow of approximately 100 liters per minute, running in parallelto the four magnets. The power supplies are all cooled with water from the Hall Clow conductivity water (LCW) system.A collimation mechanism is attached to the entrance of the spectrometer. Thismechanism consists of a slit box which allowed remote insertion of three di�er-ent collimating slits. All three slits were made from HEAVYMET (machinableTungsten with 10% Cu Ni; density=17 g/cm3). The �rst slit is a 1.25 inch thickarray of small holes (0.2 inch in diameter), called the sieve slit. The sieve slit wasused to tag the trajectories of the electrons in order to study the optics of thespectrometer. The other two slits are octagonal apertures designed to de�ne thesolid angle acceptance of the HMS. Each of these slits is 2.5 inch thick and has
ared apertures. The larger of the two slits subtends a solid angle of � 6:8 msrand was designed to accept trajectories which pass cleanly through the rest of thespectrometer for a point target (for a momentum bite of �8%). The small slitwas designed to only accept trajectories with large spectrometer acceptance for anextended target. In this experiment all data was taken with the large octagonalcollimator. The spectrometer was operated under vacuum of the order of 10�4PSI. The entrance and exit vacuum windows were made of aluminized mylar.The HMS was operated in a point-to-point tune in both the dispersive andnon-dispersive direction. This tune provides a large momentum, solid angle, andextended target acceptance. In this tune, Q1 and Q3 focus in the dispersive di-rection and Q2 focuses in the transverse direction. Figure 25 shows the extreme



70Table 3: Measured HMS PerformanceMaximum central momentum (for normal use) 4.4 GeV/c*Momentum bite[(pmax � pmin)=p0] 20%Momentum resolution [�p=p] 0:2%Solid angle (no collimator) 7 msrAngular acceptance - scattering angle �42mrAngular acceptance - out of plane �82mrReconstructed non bend plane angle resolution 0.8 mrReconstructed bend plane angle resolution 1.2 mrExtended target acceptance �8 cmVertex reconstruction accuracy �1 mm*Not the maximum limit of the spectrometerbeam envelopes of the HMS for a point-to-point tune.The optical axis of each magnet was determined using a magnetic colloidalsolution [52]. The optical axes were found to be di�erent from the mechanical axesby up to 2 mm, and all magnets were aligned with respect to the optical axis. Wheninstalled, the magnets were aligned to 0.2 mm, but they can move out of alignmentwhen the spectrometer is rotated. The magnets can move out of alignment by upto 1.0 mm, but the positions are reproducible up to 0.5 mm. The nominal focalplane is de�ned to be the plane perpendicular to the central trajectory, positionedhalfway between the two drift chambers. The true focal plane of the spectrometeris tilted � 85o to the `nominal' focal plane.The quadrupoles �elds were mapped, and these �eld maps were used to deter-mine the current required for a given �eld integral. The �nal �eld values were �netuned in order to give the best focus at the focal plane and these �elds were thenchecked against those calculated using a optics model of the HMS generated bythe COSY INFINITY program [53]. The �ne tuning procedure involved varying
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Figure 25: Extreme beam envelope of the HMS for a point-to-point tune



72the quadrupole �elds in order to determine the derivatives of the x and y posi-tions of the focal point(xfp, yfp) with respect to the quadrupole �elds. Once thesederivatives were measured, Q2 and Q1 were adjusted in order to center the x (ver-tical) and y (horizontal) position of the focal point. This procedure was iteratedto get the best focus at the focal point. The focus is relatively insensitive to theQ3 setting, so Q3 was �xed during the Q1 and Q2 adjustments. The ratio of Q1to Q2 after making these adjustments was consistent with the COSY model andconsequently Q3 was set to the �eld determined from the COSY model. Fromanalyzing elastic (e; e0p) data at several energies, it was found that the dipole �eldwas 0.9% below the desired value, and the dipole �eld was readjusted. The �naltune gives momentum and �eld ratios that are consistent with the COSY model.Table. 3 summarizes the �nal performance of the HMS and is described in moredetails in Section 4.5.3.4.2 The HMS Detector PackageThe detector packages in the HMS contains a pair of drift chambers, two sets ofx-y hodoscopes, a gas �Cerenkov detector, and a lead-glass calorimeter. The driftchambers were used for tracking, the hodoscopes were used to form the triggerand for time of 
ight information, and the calorimeter and Cerenkov were used forparticle ID (pion rejection). All of the detector systems were powered by CAENhigh voltage power supplies. A schematic of the HMS hut is shown in Figure 26.Drift ChambersThe HMS drift chambers consists of six planes, two provided x (the dispersivedirection) information another two gave y (the non-dispersive direction) informa-tion, and the remaining two were rotated �15o from the x planes ( called the u
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Figure 26: Schematic diagram of the HMS detector hutand v planes). As seen by incoming particles the planes are encountered in theorder x; y; u; v; y0 ; x0. The chambers had an active area of approximately 107 cm(x) by 52 cm (y) with a sense wire spacing of 1 cm. The planes were spaced 1.8 cmapart and the two drift chambers were separated by 81.2 cm. There are planes of�eld/guard wires in between each plane that maintain the high voltage. The sensewires and the �eld wires are in a staggered arrangement with respect to each other.The sense wires detect the particles, and the �eld/guard wires are maintained atnegative high voltage in order to isolate the sense wires. The voltage for the guardwires varied from -1800 V to -2500 V, depending on the distance of wire from thenearest sense wire. A schematic of the arrangement of wire is shown in Figure 27.The signals from the sense wires were ampli�ed and discriminated by LeCroy2735DC or Nanometric N-277-L ampli�er/discriminator cards. They were read outin groups of 16. The discriminator thresholds were provided by an Acopian lowvoltage supply, which was set at 4.5 Volts. The discriminated signals were then fedinto LeCroy multi-hit TDCs (LC1877). On receiving a trigger the TDCs read outall hits (up to 16 per wire) in the last 32 �s. The particle position is determined by
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-1900 VFigure 27: Schematic of the wire arrangement in the HMS Drift Chambersusing the TDC to determine the drift time, which is the time between the particlepassing through the chambers and the wire detecting the electrons created by theionization of the chamber gas. This drift time is converted into a drift distanceusing drift time to distance maps ( during analysis). The time to distance mapswere generated from high statistics calibration runs where the drift chambers wereuniformly illuminated. The drift distance along with the position of the wires givesthe position of the event. The hits in all the six planes are used to determine thetrajectory of the particle passing through the chamber. The position resolutionper plane is 250 �m. The HMS chambers are �lled with an argon/ethane mixture(equal amounts by weight) with 1% isopropyl alcohol (as a dehydrating agent). Thegas mixing system provides two parallel gas lines from a single source. The gas 
owis controlled with proportional mass 
ow control valves. There are temperaturecontrolled alcohol bubblers on the 
ow to and from the chambers, which monitor



75the gas 
ow.HodoscopesThe HMS has two pairs of hodoscope planes, each pair has one plane stacked inthe x direction and the other stacked in the y direction. The x planes are madeof sixteen elements/paddles, while the y planes are made of ten elements. Thehodoscope elements are long narrow strips of BC404 scintillator with light guidesand photo multiplier tubes (PMT) on each end (Figure 28). The scintillatorsare wrapped with one layer of Aluminized Mylar and two layers of Tedlar (PVF)to make them light tight with a minimum amount of external material. Thescintillators have approximately 0.5 cm of overlap between the elements in orderto avoid missing particles. In the HMS, all of the scintillators are 2.12 cm thickand 8 cm wide. The x elements are 75.5 cm long, and the y elements are 120.5 cmlong. The front and back pair of planes are separated by approximately 230 cm.The scintillators are read out from each end by Phillips 2282 PMTs. The outputfrom the PMT is sent to a patch panel in the counting house through �30 feet ofRG58 cable, and then �450 feet of RG8 cable. The signals are then split, givingtwo signals with 1/3 and 2/3 of the input signal. The smaller signal goes to a bankof ADCs through � 400 ns of RG58 cable delay. The other output is discriminatedwith Phillips PS7105 discriminators; one set of outputs from the discriminatorsgoes to TDCs and VME scalers through some delays. The other set of outputs issent to a LeCroy 4654 logic module. This module generates the OR of all tubeson one side (labeled as + while the other side is labeled -) of a given plane (e.g.S1X+). Next the AND of all tubes on each side of a plane, is generated (e.g. (S1X=S1X+ & S1X-). These outputs are used for the trigger logic. A more detaileddescription and �gure is shown in the trigger subsection.
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PMTs

Figure 28: A perspective view of the hodoscope planes is shownThe hodoscopes were calibrated by gain matching the tubes with a 60Co gammaray source. The tube voltages are set such that the Compton edge from the gammarays gives a pulse height of 500 mV at the output of the base. Timing calibrationsof the scintillators is done using data taken during running. Various correctionsand �ne tuning were done by an o�-line �tting procedure.Gas �Cerenkov DetectorThe HMS �Cerenkov detector consists of a cylindrical tank � 160 cm long andwith an inner radius of � 75 cm. The tank is designed to run at gas pressuresranging from below atmospheric pressure to pressures up to 3 atmospheres. Forthis experiment, the tank was �lled with just under 1 atmosphere of nitrogen,giving a pion threshold of 6.3 GeV/c (and electron threshold of 22 MeV/c). Theaverage signal from an electron was �7 photo-electrons. There are two mirrors atthe back of the tank which re
ect the �Cerenkov light into the two PMTs on the sideof the tank. The light was detected with two 5-inch Burle 8854 PMTs. In addition,the PMT front surfaces were coated with a wavelength shifting coating in orderto better match the wavelength of the �Cerenkov light with the PMT collectione�ciency. The tank has circular entrance and exit windows of 0.04 inch Al. In the



77HMS the electron detection e�ciency for a 2 photo-electron cut is � 98%.Lead Glass CalorimeterA lead glass calorimeter is used to measure the energy of the electrons in thespectrometer. The electron is accelerated in the �eld of a Pb nucleus, emittingBremsstrahlung radiation. The Bremsstrahlung photons in turn create electron-positron pairs which produce more 
 ray photons thus resulting in an avalancheof electron-positron pairs. These electrons (positrons) radiate Cerenkov light inthe glass which is collected in phototubes. The total amount of light collected isproportional to the energy of the incident electrons.The HMS lead glass calorimeters is constructed from 10 cm x 10 cm x 70cm blocks of TF1 lead glass. The blocks are stacked transverse to the incomingparticles, four layers deep. The stack is 13 blocks high , for a total of 52 modulesand an active area of 130 cm x 70 cm. The calorimeter is rotated � 5o from theoptical axis in order to avoid loss through the cracks between the modules (seeFigure 26). Each block is wrapped with one layer of aluminized mylar (25 �m)and 2 layers of TEDLAR PVF �lm (38 �m each) to increase re
ection and makethe modules light tight. Each module was read out from one end by an 8-stagePhillips XP3462B 5 inch photo-tubes. The operating voltages were set to matchthe gain of the individual modules. A detailed description of the calorimeter designand performance can be found in ref [54].The signals from the photo-tubes are taken upstairs to the counting housethrough �30 feet of RG58 and �450 feet of RG8 coaxial cable. The signal is thensplit, one set of outputs is sent to an ADC through delay cables and the other setis sent to LC740 linear fan-in modules to be summed. The sum in the �rst layer(PRSUM) and the sum in the entire calorimeter (SHSUM) are discriminated to give



78three logic signals (PRHI, PRLO and SHLO) for the trigger. PRHI and PRLO arehigh and low thresholds on the energy in the �rst layer, and SHLO is a threshold seton the total energy in the calorimeter. Also, each group of four modules is summedand sent to scalers for trouble shooting purposes. The electronics diagram of thecalorimeter is shown in Figure 32 in the trigger subsection.The ADC values are corrected in two ways. First, the signal is corrected forattenuation thru the blocks to remove any dependence on the distance from thePMT. Each channel has a gain correction factor, determined by �tting a value foreach block in order to match the sum of the blocks to the energy as determinedfrom the momentum reconstruction.3.4.3 Short Orbit SpectrometerThe SOS is composed of one quadrupole(Q) and two dipole magnets (BM01 andBM02) in a QDD arrangement. The quadrupole focuses in the horizontal (non-dispersive) direction and is followed by the two dipoles. The �rst dipole de
ectsparticles by 33 degrees, while the second dipole de
ects by 15 degrees in the op-posite direction, such that the total bend of the SOS dipoles is 18 degrees. Thetwo dipole magnets are enclosed in a common yoke. All three magnets (as well asthe concrete detector hut) rest on a common carriage assembly. The carriage canbe elevated out of plane by hydraulic jacks, allowing the SOS to go out of planeby up to 20o. The spectrometer rests 0:15o below the horizontal without the jacks.The jacks were not used during this experiment. The quadrupole and dipoles arewater cooled conventional resistive magnets. They are powered by three sepa-rate InverPower power supplies. The quadrupole and BM02 supplies provide 1000Amps at 160 Volts and the BM01 supply provides 1000 Amps at 250 Volts. Themagnets and power supplies are cooled by the Hall C LCW system which provides
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Figure 29: Side view of the SOSwater at 250 PSI. The SOS magnet system combines a large acceptance (bothsolid angle and momentum bite) with a relatively short path length to the focalplane. The primary object of this spectrometer is to detect short-lived particleslike pions and kaons. It has a somewhat limited extended target acceptance (� 2-3cm). The maximum central momentum attainable with the SOS magnet systemis 1.5 GeV/c. Figure 29 shows a side view of the SOS magnets. A slit box, nearlyidentical to that in the HMS, was installed in front of the SOS quadrupole allowingremote insertion of di�erent collimators. There are three HEAVYMET collimatorsand one blank space in the slit box. The �rst slit is a sieve slit; a 1.25" thick arrayof small holes (0.2" in diameter). The sieve slit is used to tag the trajectories of theelectrons in order to study the optics of the spectrometer. The other two slits areoctagonal apertures designed to de�ne the solid angle acceptance of the SOS. Eachof these slits is 2.5" thick and has 
ared apertures. The large slit has a solid angleof � 7:55 msr and was designed to keep losses within the spectrometer low for apoint target (<� 2% for a momentum bite of �15%). The small slit was designedto give small losses in the spectrometer for an extended target (almost no loss for�20% for a 2 cm target). All of our production data were taken using the large



80octagonal collimator.The SOS optical axis of each magnet is the same as its mechanical axis, andso the magnets were positioned using the mechanical axes. When installed, themagnets were aligned to 0.2 mm, but the magnets can move out of alignment whenthe spectrometer is rotated. The magnets move up to 2 mm, but the positions arereproducible down to 0.5 mm. The dipoles and quadrupole all have Hall probeswhich measure the �elds and are used to regulate the magnet settings.The SOS was operated in the point-to-point tune, with point to point focus-ing in both the dispersive and non-dispersive directions. This tune has a largesolid angle and very large momentum bite, but a small extended target acceptance(see table 4). The ratio of the dipole �elds (D=D) was determined by integratingthe �eld for the central trajectory using �eld maps of the dipoles. Because thequadrupole magnet was never mapped, the �eld settings were determined usingoptics models generated with the COSY INFINITY program [53], assuming thatquadrupole to be a perfect quadrupole. These settings were examined by compar-ing the model to elastic scattering data taken with a sieve-slit, and the quadrupole�eld was found to be higher than expected for the current. The quadrupole currentwas lowered by 7% in order to match the �eld used in the model. The nominalfocal plane is de�ned to be perpendicular to the central ray, and located 6 cm infront of the �rst drift chamber. The true focal plane of the spectrometer is tiltedforward with respect to the nominal focal plane by � 70o. Table 4 summarizes theperformance of the SOS, which is also described in greater detail in Section 4.5.3.4.4 The SOS Detector PackageThe detector packages in the SOS is almost identical to the one in the HMS. Justas in the HMS it consists of a pair of drift chambers, two sets of x-y hodoscopes,



81Table 4: SOS Performance MeasuredMaximum central momentum 1.5 GeV/cMomentum bite[(pmax � pmin)=p0] 40%Momentum resolution [�p=p] 0:15%Solid angle (no collimator) 9 msrAngular acceptance - scattering angle �60mrAngular acceptance - out of plane �40mrReconstructed non-bend plane angle resolution 7 mrreconstructed bend plane angle resolution 0.5 mrExtended target acceptance �2 cmVertex reconstruction accuracy � 1.0 mma gas �Cerenkov detector, and a lead-glass shower counter. In addition, the SOShas an aerogel Cerenkov detector between the back hodoscope pair. The aerogelCerenkov was not used for this experiment. The layout of the SOS detector packageis similar to the HMS apart from it being more compact.Drift ChambersThe SOS drift chambers were built at Brookhaven National Laboratory (Figure 30.Each chamber consists of sixteen layers of 1/8 inch G10 plates, sandwiched betweentwo 1/2 inch Al plates. The G10 plates consist of alternating planes of wires andcathode foils. The wire planes have alternating sense and �eld wires. The sensewires are separated by 1 cm and are 30 �m in diameter, they detect the electronsand ions created by the incoming particle ionizing the gas in the chamber. The�eld wires are 60 �m in diameter. The �eld wires and cathode foils are maintainedat a large negative high voltage (-1975 V) in order to isolate the sense wires. Thewire planes come in pairs that measure position in the same direction and havetheir wires o�set by 0.5 cm. There were 6 wire planes ordered as, u and u0 planes
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Top ViewFigure 30: Front and Top Views of the SOS Drift Chambers. The position of thereadout cards is shown on the outside of the chamber.rotated 60o clockwise to the horizontal, x and x0 planes measuring the position inthe dispersive direction and v and v0 planes rotated 60o counterclockwise to the x.There are 64 wires in the x and x0 planes, 48 wires in the u; u0; v; and v0 planes.The active area of the chambers is 63 cm by 40 cm with cuto�s in the corners.The SOS used the same gas mixture and gas handling system as the HMS andidentical readout electronics. The threshold voltage was set at 1.5 V for the SOSchambers. The �nal position resolution(�) per plane for the SOS drift chambersis 200 �m.HodoscopesThe SOS also has two pairs of hodoscope planes, one stacked in the x directionand the other stacked in the y direction. They are identical to the HMS hodoscopeplanes except for the size and number of elements and the distance between the



83pair of planes. In the SOS, the front hodoscope pair is smaller than the back.The front x plane (S1X) has 9 elements, with dimensions 36.5 cm x 7.5 cm x 1.0cm and the front y plane (S1Y) has 9 elements that are 63.5 cm x 4.5 cm x 1.0cm. The total active area of the front hodoscope is 63.5 cm x 365 cm. The rearhodoscope planes are larger versions of the front planes. The S2X plane is madeof 16 elements, each 36.5 cm x 7.5 cm x 1.0 cm and S2Y has 9 elements, 112.5 cmx 4.5 cm x 1.0 cm. Once again, the widths and lengths of the planes are matchedso that the full area (112.5 cm x 36.5 cm) is active. The front and back planes inthe SOS are separated by roughly 180 cm.The scintillators are read out from each end by Phillips 2282 PMTs, and the restof the readout and the electronics is identical to that of the HMS. The calibrationand data acquisition of the SOS hodoscopes are also identical to those of the HMS.Gas �Cerenkov DetectorThe SOS gas �Cerenkov was designed and built at the University of Colorado. Acomplete description of the detector can be found in the CEBAF SOS CerenkovDetector Handbook [55]. The SOS Cerenkov detector is a nearly rectangular alu-minum box, 99 cm high, 73.7 cm wide, and 111 cm long. The detector was �lledwith 1 atmosphere of Freon 12 (CCl2F2). The index of refraction for Freon 12is 1.00108, giving an electron threshold of 11 MeV and a pion threshold of 3GeV (well above the SOS maximum momentum). The light is re
ected onto fourphoto-tubes by four spherical mirrors. The expected signal is 11 photoelectronsfor a relativistic electron. Each photo-tube has a Winston cone (a re
ective conearound the photo-tube front face) designed to increase the e�ective solid angle ofthe tube. The entrance window is a rectangle, 11" high and 24" wide, with 12"



84radius half circles on the top and bottom. The exit window is a 9" by 24" rectan-gle with 13" radius half circles above and below. Both windows are made of 254�m Lexan graphics �lm covered with 50.8 �m Tedlar �lm. The front window hasa total thickness of 39 mg/cm2, which is small compared to the thickness of thescintillator material in front of the window and the thickness of the Freon gas (530mg/cm2), and therefore does not signi�cantly increase the number of energetic�-rays that are the dominant contribution to pion misidenti�cation.The Freon pressure is maintained by the SOS Cerenkov gas handling system.There is a relief valve that opens at 0.5 PSI overpressure, and a solenoid valvethat will open to allow freon to 
ow into the tank at 0.2 PSI underpressure. Thesolenoid valve is controlled by an Omega pressure meter and a display of thedi�erential pressure is displayed on a monitor in the counting house. Typicalpressure variations are at the 0.05 PSID level, corresponding to normal atmosphericpressure changes. The tank is �lled by manually opening a release valve at the topof the tank and the freon input valve. The freon valve must be manually adjustedto maintain a pressure of about +0.07 PSID. The tank is �lled with approximately30 lbs of Freon, giving better than 95% purity (for perfect mixing, the �nal gaspurity would be 95%, but since Freon is denser than air and we �ll from the bottom,the �nal purity is higher). The electron detection e�ciency for a 2 photo-electroncut is � 98%.Lead Glass CalorimeterThe SOS lead glass calorimeter is identical in design and construction to the HMScalorimeter, except for its size. It was also constructed from 10 cm x 10 cm x 70cm blocks of TF1 lead glass. The blocks are stacked transverse to the incomingparticles, four layers deep. The stack is 11 blocks high in the SOS, for a total of



8544 modules and an active area of 110 x 70. Just as in the HMS the calorimeter isrotated� 5o from the optical axis in order to avoid loss through the cracks betweenthe modules. The electronics and the data acquisition of the SOS calorimeter isidentical to that of the HMS calorimeter.3.5 Detector Electronics3.5.1 IntroductionThe design of the electronics for Hall C was such that the signals from particlestraveling at the speed of light in both the spectrometers arrive in the countinghouse at approximately the same time. This meant that the SOS signals fromparticles which had a shorter 
ight path, had to be delayed with cable delays inorder to achieve this goal. Once the signals were in the counting house, signalsfrom each of the detectors had dedicated electronic logic units to process them andprepare the inputs for the trigger logic units to generate the pretrigger and triggersignals. These were then passed on to the trigger supervisor which generated the�nal gates and starts/stops for the ADCs and TDCs of each detector element. Theelectronic logic for each detector element is described below.3.5.2 HodoscopeEach hodoscope plane consisted of 9-16 individual elements; each of which was readout on both sides (the `positive' and `negative' ends). The signals from the tubeswere discriminated and the tubes from the positive (and negative) ends were ORedtogether (e.g. S1X+, S1X-, ...). A hit in a given plane was de�ned as a coincidenceof a hit in one of the positive tubes and a hit in one of the negative tubes, (e.g. S1X= S1X+ OR S1X-). This de�nition does not require both tubes to be on the same
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90the later of the two spectrometers. For example if the HMS came �rst, the timingof its ADC gates would be set by the SOS trigger for coincidence events, and theADC might fail to integrate the signal properly. This is avoided by re-timing thesignals with delayed copies of the triggers. These re-timed triggers form the gatesand start/stops sent to the various ADCs and TDCs.3.5.6 Trigger SupervisorThe trigger supervisor (TS) is a piece of electronic hardware build at CEBAF, andwas the interface between the trigger hardware and the computer data acquisition.The TS makes all of the decisions about which triggers to respond to as well asdetermining to what trigger type it belongs. The trigger supervisor determineswhat hardware needs to be read out based on the trigger type. When a triggerarrives at the TS, it waits � 10ns and then latches all of the enabled triggertypes into a data word. It then uses a lookup table to determine what eventtype the trigger corresponds to and what gates need to be generated. There arefour de�ned event types: HMS, SOS, COIN, and PED events, they correspondto a HMS, a SOS, a coincidence and a pedestal event. The pedestal events weretriggers generated by a random signal generator which was used to determine thepedestals of all the ADCs. If multiple triggers come in the 10 ns window, the TShas to decide what kind of trigger it is. For example, if both the HMS and SOStriggers come within 10 ns, the TS treats the event as a coincidence. Normally, thisshould be very rare because the coincidence window in the 8LM is larger than the10 ns, so any HMS and SOS overlap in the TS should also form a COIN triggerin the 8LM, and the singles triggers are delayed so that the COIN trigger willalways reach the TS �rst. For PED and COIN triggers, gates go out to all of thefastbus modules, while for the singles triggers, only the appropriate spectrometer



91Table 5: 8LM Trigger Logicoutput signal de�nitionHMS PRETRG = (HMS)&(EN1)SOS PRETRG = (SOS)&(EN1)COIN PRETRG = (COIN)&(EN1)PED PRETRG = (PED)&(GO)&(EN1)HMS TRIG = (HMS)&(EN1)&(BUSY )SOS TRIG = (SOS)&(EN1)&(BUSY )COIN TRIG = (COIN)&(EN1)&(BUSY )PED TRIG = (PED)&(GO)&(EN1)&(BUSY )and beamline Fastbus modules receive gates and starts. In order to reduce theevent size, the TDCs normally operated in sparsi�ed mode, not giving an outputfor a channel if there was no stop signal after the common start, and the ADCswere programmed to ignore all channels that have a signal smaller than a thresholdvalue for that channel. To determine this threshold values, the run was dividedinto two di�erent data acquisition modes. First, a �xed number of events (usually1000) generated by a random trigger were recorded with the data sparsi�cationdisabled. This allowed measurement of the pedestal values for the ADCs. The restof the run was recorded with sparsi�cation enabled and with real triggers. Thedata acquisition mode is controlled using the TS status outputs. There are twooutputs from the TS that determine the modes. The TS GO signal is active atall times when a run is in progress. The TS EN1 signal indicates that a run is inprogress and normal data taking in enabled. Finally, the TS BUSY signal is activewhenever the TS is busy processing an event. These control signals were sentto the 8LM logic module along with the trigger signals, HMS, SOS and Pedestal(PED,from a pulser). The programmed logic the 8LM is shown in table 5.Figure 35 shows the trigger supervisor related electronics.
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93steps of trigger formation. We also use the scalers to measure computer andelectronics dead time.3.6 Data AcquisitionThe CEBAF Online Data Acquisition (CODA) system was used for this experi-ment. This system is the standard data acquisition component of the experimentalequipment of Hall C and is described in Reference [56]. The schematic of the sys-tem is shown in Figure 36.CODA provides the user interface and manages the DAQ sub-systems. Duringdata taking CODA handle the triggers from the trigger supervisor (TS) module.Depending on trigger type the event builder (EB) reads data fragments from thefastbus and VME crates also called Readout Controllers (ROCs). The EB readsdata from these crates, or ROCs, and adds on the header information into theevent word. These event words are then written into the event �le. Dependingon event type, each event had information from HMS, SOS or both crates. Inaddition to the spectrometer information, some beam related quantities like beamposition, beam loss and beam raster readback values were recorded for each event.Typical event sizes were � 500 B/event, which gave a data rate of � 1 Megabyteper second for an event rate up to 2 kHz.3.7 KinematicsTable 6 lists the kinematic settings of experiment E91-013.
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95Table 6: Table of Kinematics for Experiment E91-013, the central proton anglesin bold represent the conjugate angle.Central Central Central CentralBeam electron electron proton protonLabel Energy Energy Angle Energy Angle Q2 �(GeV) (GeV/c) (MeV) (GeV/c)236.4,39.443.4,47.4,51.4kine A 2.445 2.075 20.5 350 55.4, 0.64 0.9359.4,63.467.4,71.4,75.427.831.8 0.64 0.38kine D 0.845 0.475 78.5 350 35.8,39.8,43.8,47.832.6.36.6,kine C 3.245 2.255 28.6 970 40.6, 1.82 0.8344.6,48.6,52.622.8,kine E 1.645 0.675 80.0 970 26.8,30.8 1.82 0.3134.8kine B 2.445 1.725 32.0 700 31.5,35.5 1.2839.5,43.5 0.8147.5,51.4,55.4kine F 3.245 2.550 50.0 1800 25.5 3.31 0.6728.0,30.5



Chapter 4Data Analysis4.1 IntroductionThe o�ine analysis of the raw data were done using the Hall C analysis softwarecalled the Hall C Engine. In this chapter the analysis code is discussed and itsmajor components such as tracking and event reconstruction are elaborated alongwith calibration and optimization procedures. The analysis also relies on calibra-tion of the detectors, beam and the spectrometers themselves so these topics arealso elaborated in this chapter. The physics simulation and the other analysis toolsare also discussed.4.2 Analysis EngineThe 
owchart of the analysis code is shown in Figure 37. The engine reads anddecodes the detector information, generates tracks and particle identi�cation in-formation for each event and then reconstructs the basic physics quantities forthat event. The various detector parameters and calibration parameters are thensubmitted to the engine as separate input �les. The output from the engine arearranged in three forms: 96



97� Report �les which contained the hardware and software scalars and the var-ious detector e�ciencies.� A set of histograms, which were used to monitor the detectors and otherhardware during the run and also for trouble shooting and testing.� The event by event information on the tracking, particle identi�cation andthe basic physics quantities such as missing energy and momentum. Thesewere written in the Ntuple format of Physics Analysis Workstation (PAW) [57]available from the CERN program library.Input parameters, software scalars, histograms and tests are handled using theCebaf Test Package (CTP) [58].The initialization section de�nes the various run parameters such as the inputand output �lenames and the histogram de�nition �les. Some of these �les arethen read to set various detector parameters that de�ne the locations, calibrationscoe�cients and other decoding information relevant to the detector elements. Afterall of the run parameters are de�ned, the �rst few events are analyzed. These areinitialization type events. These events contain the runtime options and kinematicsof the run. Once these initialization events have been analyzed, the engine passesonto the main event loop.In the main event loop each event is processed according to the event type.For scalar events the relevant scalars are incremented. For physics events, they areanalyzed according to trigger type, if the particular trigger type is requested to beanalyzed. As described in Section 3.5.5 there are four types of physics triggers. Thephysics events are passed to the main reconstruction routine for each trigger type,where the event is reconstructed, particle identi�cation information is recordedand the physics quantities are calculated. The event reconstruction is described in
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99the next subsection.After running through the data �le the engine writes the output �les. Asmentioned earlier these output �les consist of scalar report �les with the �nalvalues for the hardware and software scalers, the histogram �les containing detectorsummary histograms and Ntuple �les containing event by event information. Anelaborate description of the Hall C engine can be found in Reference [59].4.2.1 Event ReconstructionThe reconstruction code is split into two sections, one for each spectrometer. Thedata structures and analysis code are the same for the two spectrometers. Figure 38shows the 
ow chart for the HMS reconstruction. The SOS reconstruction isidentical.The hodoscope hits are the �rst to be decoded. This decoded information isused to determine a preliminary velocity and start time of the particle. The starttime is the time when the particle passed through the drift chamber. The starttime is used to calculate the distance of the particle trajectory from the wires whichrecorded the hits. After the hodoscopes have been processed the drift chamber,calorimeter and Cerenkov counter hits are decoded.After all detector information is decoded, the tracking routine is called. Thetracking algorithm and the tracking e�ciency is discussed in Section 4.3. Once atrack has been determined the position and angles of the track at the spectrometerfocal plane (Figure 39) is recorded. Next the time of 
ight between the front andback planes of the hodoscopes and the energy deposited in the calorimeter for eachtrack is calculated. Finally, each track is reconstructed back to the target to givethe momentum, the angle in the dispersive direction and the position and anglein the non-dispersive direction. The reconstruction is done by a Taylor expansion
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101in terms of the focal plane position and angles. The coe�cients of the Taylorexpansion are the reconstruction matrix elements discussed in Section 4.4. All thebasic physics quantities are calculated for this �nal track and also the scalars andhistograms are incremented. If there was a �nal track in both spectrometers andif the event was a coincidence type event the coincidence physics quantities arecalculated, and coincidence tests and histograms are incremented.4.2.2 Cebaf Test PackageThe Cebaf Test Package (CTP) software was written at CEBAF to provide a
exible way to store and modify histogram, test, and scalar de�nitions and otheranalysis parameters. CTP is modeled loosely on the LAMPF Q system [60]. TheCTP shares variables with the Fortran code by registering all shared variables usingcalls to CTP C subroutines. CTP uses remote procedure calls (RPC) to accessthese shared variables. In addition, variables that are not part of the engine'sFortran code can be de�ned and used to create tests and to de�ne histograms.The main use of CTP is to input parameters to the engine, to control the analysisvia run time 
ags and to de�ne the histograms, tests, and scalar reports to beoutput. The parameters and histogram and test de�nitions are stored in ASCII�les and read in at the beginning of the analysis code. At the end of each event,the CTP tests are evaluated. The histograms and software scalars are incrementedusing the results of the tests. In addition CTP also allows the user to examineand modify variables when running the event display code. This makes the eventdisplay a valuable debugging tool. A detailed description of CTP can be found inReference [58].



1024.3 TrackingThe tracking algorithm [61] is made up of four major steps as listed below:� Identify space points (collections of hits in a chamber package) in each cham-ber.� Resolve left-right ambiguities of hits in drift chambers associated with eachspace point.� Link space points from each chamber to a trial track.� Determine the track position and angles by �tting all hits on a track. Eval-uate error matrix and goodness of �t.The space point is identi�ed for each group of hits in a chamber, by �ndingthe intersection of each pair of hits (omitting pairs of parallel wires). Eventswith too few or too many hits, (as de�ned by two user de�ned parameters) arerejected. Then all combinations of pairs are tested to see if the distances betweenthe intersections are less than a constant called the space point criterion. Theminimum number of combinations is a user de�ned parameter. Next the left-rightambiguity is resolved for each wire in the space point. If all the planes �re, onecould resolve the left-right ambiguity using the fact that the pair of planes in eachdirection are o�set with respect to each other. However a more robust methodis used which can handle events where some planes are missing. A track is �t toeach left-right combination (also called a stub, there are 26 stubs per space points)and the �t with the lowest �2 is picked. This step in the algorithm is optimizedby using the small angle approximation. This approximations uses the fact thatwires of each plane are closely spaced (1.0 cm) and there is an o�set of half the



103Table 7: Parameters used in the tracking algorithmParameters HMS SOSMaximum hits per event per chamber 30 30Minimum hits per event per chamber 5 5Minimum combinations 6 6Space point criterion (cm) 1.2 1.2x Stub criterion (cm) 30 50y Stub criterion (cm) 10 10x0 Stub criterion (rad) 0.5 0.5y0 Stub criterion (rad) 0.5 0.5this spacing (0.5 cm) between parallel planes. Hence if there are hits in any twoparallel planes the algorithm chooses the left-right combination that makes theparticle go between the wires. The small angle approximation is used for all of theSOS planes and the y,y' planes in the HMS. This is done for both the front and theback chambers. The next step consists of �tting a track through each pair of stubsin the front and back chambers. This track gives the trajectory of the particlethrough the drift chambers in terms of a pair of positions x, y (in the spectrometercoordinate system (Figure 23) and a pair of angles x0 and y0 in the x and y directionrespectively. Here four parameters, one each of the positions and angles, called thestub criteria are used to determine which stubs can be considered to be part of thesame track. Finally all the tracks which meet these criteria are recorded. Table 7lists all the parameters which form an integral part of the tracking algorithm. Thevalues listed in the table were optimized to get the best tracking e�ciency for thisexperiment.



1044.3.1 Multiple TracksMultiple tracks can occur because there were multiple particles passing throughthe detectors at the same time or because the tracking algorithm could �t two ormore tracks through the same space point. The latter usually occurs if there are\noisy" wires or multiple hits in some planes. In case of multiple tracks for anevent, the best track is selected by applying restrictive conditions on the particlevelocity and the calorimeter signal. For multiple tracks beyond this point the trackwith the best �2 is selected as the �nal track. Most of the multiple track eventswere found to be of the second type ( caused by extra hits / noisy wires); however,the fraction of multiple track events is always less than 0:1%.4.3.2 Tracking E�ciencyTracking e�ciency is a very important correction factor, which is needed for accu-rate measurement of cross-sections (experimental yields). There are two importantcomponents which contribute to the tracking ine�ciency: the ine�ciency of thedetectors (wire-chambers) and the ine�ciency of the algorithm used to determinethe tracks. In this experiment these ine�ciencies were not measured separately.The determination of tracking e�ciency involved de�ning a method to measurethe e�ciency and also conducting tests to check if this method is a true measureof the tracking e�ciency.The tracking e�ciency is measured by using a small region of the triggeringhodoscope planes to tag events which should have passed through the wire cham-bers. Thus the fraction of these events which are tracked by the wire chambers givethe tracking e�ciency. The variation of the tracking e�ciency within a plane waschecked by examining the e�ciency when di�erent regions of the wire chamber were



105illuminated. Two tests were performed to ensure that the method described aboveis a measure of the tracking e�ciency. Using the tracking e�ciency as measuredabove the corrected yields from various runs covering a wide range of kinematicswere compared and found to agree within 1%. Secondly the measured trackinge�ciency was compared with the expected e�ciency using wire chamber plane ef-�ciency. The wire chamber plane e�ciencies were determined by using the samesmall region of the hodoscopes to tag events which must have passed through thewire chambers and then the fraction of these events which �red at least one wireper planes of the chambers gives the plane e�ciency. Since the tracking algorithmrequired at least �ve planes �ring per chamber, the expected probability of �ndinga track is given by,P = (6P 5 � 5P 6)2 (77)where P is the plane e�ciency. This probability was found to match the mea-sured tracking e�ciency to 1%. These two tests tell us that the error involved intracking is 1%. The typical tracking e�ciency for both spectrometers was > 97%.4.4 Event ReconstructionAs we have already seen, the two wire chambers in each spectrometer are used todetermine the trajectory of the particle at the detector plane de�ned as the planehalf way between the two wire chambers perpendicular to the central trajectory(z axis in the spectrometer coordinate system Figure 39). This plane was alsode�ned as the focal plane for this experiment. Usually the focal plane is a surfacealong which the momentum of the particle determines its position in the dispersivedirection. For this experiment the detector plane was called the focal plane. Thetrajectory of the particle in the focal plane is given in terms of two positions
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Figure 39: The Focal Plane(xfp and yfp) and two angles (x0fp and y0fp) as shown in Figure 39. The positionangle combination (xfp, x0fp)describes the event track in the dispersive plane ofthe spectrometer, while the other combination (yfp, y0fp) describes the track inthe plane perpendicular to it (scattering plane). Using these focal plane trackinformation one can reconstruct the relative particle momentum �p=p (also calleddelta), the position and angle in the scattering plane (ytar,y0tar) and the angle inthe dispersive plane (x0tar ,also called out of plane angle) of the event at the target,relative to the central ray through the spectrometer. The position in the dispersivedirection (xtar) cannot be reconstructed since it was used as an assumption in themomentum reconstruction.The reconstruction of the position, angle and the relative momentum is carriedout by a Taylor expansion (in the focal-plane coordinates) of the solutions of theequation of motion of charged particles in the magnetic �elds of the spectrometer.The particle transport from the focal-plane to the target can be expressed in thematrix formalism of Penner [62]. The target quantities labeled tar can be expressed



107in terms of the focal-plane coordinates labeled fp and the transfer coe�cients ormatrix-elements Mjklm.qitar = XjklmM ijklm(xfp)j(x0fp)k(yfp)l(y0fp)m; (78)where q1;2;3;4tar corresponds to x0tar, ytar, y0tar and �p=p respectively.M ijklm =< qitarjxjfpx0kfpylfpy0mfp > : (79)The symmetry about the center of the focal plane (mid-plane symmetry) im-poses certain restrictions on these transfer coe�cients Mjklm. The target coordi-nates in the dispersive plane (�p=p and x0tar) can have combinations of the focalplane coordinates (yfp)l and (y0fp)m only for even powers of l+m, while the targetquantities calculated in the scattering plane can have combinations of the focalplane quantities (xfp)j(x0fp)k only for even powers of j + k. The coe�cients forthe rest of the combinations are usually zero and are called forbidden coe�cients.The reconstruction coe�cients for each spectrometer was determined using theCOSY INFINITY [53] program which was used to model magnetic componentsof the spectrometer. However, since these models did not have the exact �eldvalue at each point in these massive spectrometers and due to inhomogeneities inthe magnetic �elds of the spectrometers, the calculated transfer coe�cients werenot optimal, and hence do not describe the optical properties of the spectrometerprecisely. It has been shown by Lo�er et al. [63] that the optical properties of aspectrometer can be best determined by experiments where rays of particles aretraced over the full solid angle acceptance. Hence solid angle de�ning slits, the socalled sieve slits introduced in Section 3.4, were used in both spectrometers to studythe optical properties of the spectrometer. The sieve slits (shown in Figure 40)allow us to populate the large acceptance of the spectrometer simultaneously with
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1.5’’Figure 40: The Hms and the SOS sieve slitsmany pencil beams thus enabling us to study variation in the optical propertiesof the spectrometer over the full acceptance. The experimental procedure and theprocedure to optimize the transfer coe�cients are described next.4.4.1 Experimental ProcedureA beam of 845 MeV electrons was incident on a 12C target with the spectrometersparked at � 29o. The scattered electrons were detected in both spectrometers. Aseries of runs were taken, each with the central momentum of the spectrometeraligned to position the elastic peak at di�erent location in the �10% (�20%) of theHMS (SOS) momentum acceptance in steps of 2% (2:5%). This is called a deltascan. Such a scan was also repeated with sieve slits in place in the spectrometer.These data were used to optimize the �p=p transfer coe�cients. The delta scanwas also repeated with an incident beam of 1645 MeV, to check the reproducibilityof the matrix elements.
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Figure 41: A schematic of the slanted target arrangement. The break in the pictureindicates that the upper half is a side view while the lower half is a top view.In another experiment a beam of 845 MeV electrons was incident on a 12Cslanted target. The slanted target helps us scan the ytar acceptance of the spec-trometers by raising and lowering the slanted target in the vertical direction, insteps of 1.0 (0.5) cm for the HMS (SOS), as shown in Figure 41. This ensuresthat the beam intercepts the target at di�erent position along the beam direction(z axis). The central momentum of the spectrometer was set for the electron ex-citation of the Delta resonance so that the entire momentum acceptance of thespectrometer was approximately uniformly illuminated. All data were collectedwith the sieve slits in place. These data were used to optimize the ytar, x0tar andy0tar matrix elements. Once again data were also taken at 1645 MeV to check thereproducibility of the matrix elements.



1104.4.2 Optimization ProcedureThe code (Hall) C Matrix-element Optimization Package, CMOP [64] was devel-oped to process the experimental data described above and obtain an optimal setof matrix elements which would give the best resolution in all the reconstructedquantities. The optimization philosophy is to start with a set of matrix elementsgenerated by modeling the magnetic �elds in the spectrometer using COSY [53].For each event from the experiments described above in Section 4.4.1, the focalplane quantities are mapped to target using the COSY generated matrix elements.This process gives us the �rst approximation to the target quantities �p=p, x0tar,ytar and y0tar. From the target, each event is then mapped to the sieve slits bydrifting them through the space between the target and the spectrometer entrance.Now one can determine the sieve slit hole closest to the path of the particle andsince the absolute position of each sieve slit hole is known this leads to a geomet-rical determination of the angles and y position of the particle trajectory at thetarget. These geometrically determined angles and positions are compared to thereconstructed angles and positions. The square of the di�erence between the re-constructed and the geometrical quantities are calculated and a subset of the datafor which this di�erence squared passes certain tests (eg. radii of the holes) areretained, which is then �t via the singular value decomposition method (SDV) [65].The SDV method involves decomposing the design matrix to expose any pos-sible singularities. Once the singularities have been edited out of the �t, newmatrix elements are obtained by Gaussian backward substitutions [65].The equa-tions that are solved or minimized to generate the new matrix elements can bewritten compactly as follow [66]:�ai;j;k;l(x� x0)ifp(y � y0)jfp(x0 � x00)kfp(y0 � y00)lfp � qtar = 0: (80)



111where ai;j;k;l are the elements of design matrix, xfp, yfp, x0fp, y0fp are the focal planequantities, x0fp, y0fp, x00fp, y00fp are the o�sets at the focal plane, and qtar is one ofthe target variables (ytar, x0tar, y0tar, �). Equation 80 is written down for each event.For N events if the number of parameters being varied isM , such that N�M > 0,the problem is over-determined. Once the new parameters are obtained, the datais mapped again from the focal plane to the target and this procedure is iteratedtill the desired resolutions are achieved. The standard convergence condition usedis, 0@ jr�2i �r �2(i�1)jr�2(i�1) < 0:00751A and (Ni �N(i�1) < 0): (81)Wherer�2i = �2D:F:; (82)i is the number of iterations andNi is the number of events that are accepted for the�t in the ith iteration. The typical uncertainty in the focal plane quantities is usedas weight. Usually one starts with the tests set to larger than the actual radii of theholes and in subsequent iterations the tests are reduced to values corresponding tothe radii of the holes. While �tting the ytar and � matrix elements the reconstructedytar and � are compared with the spectrometer set values for the correspondingslanted target run and the delta scan run, respectively. The set value of ytar isgiven by,Z = d � tan(�i); ytar = Z � sin(�s): (83)Where d is the vertical translation of the slanted target (refer to Figure 41) while Zis the position along the beam direction, �i is the inclination of the slanted targetand �s is the spectrometer central scattering angle. Similarly the set value of � is



112given by � = (p�p0)p0 , where p0 is the central momentum setting of the spectrometerand p is the momentum of the scattered particle given by,p = 1� �E0 � El2 � Ee �1 + EeM ��� El2 ; (84)where the recoil factor � is given by� = 1 + (2E0 � El) sin2(�0=2)M : (85)Here M is the target mass, E0 the beam energy, Ee is the excitation energy ( Ee= 0 for elastic scattering), El is the mean energy loss due to Landau straggling inthe target and �0 scattering angle.Along with the four reconstructed target quantities the o�sets at the focalplanes are also �tted ( these are the zeroth order matrix elements). In the HMSthe matrix elements up to 5th order were optimized while for the SOS they wereoptimized up to 6th order. Figures 42 and 43 show the results of optimizationprocedure for the SOS.During the optimization it was found that the best results were obtained whensome of the forbidden matrix elements were allowed to be non-zero. This was laterattributed to the HMS quadrapole coils being rotated with respect to each otherby � 1-2 mrad.4.5 Spectrometer and Beam Energy Calibrations4.5.1 Beam EnergyA precise measurement of the beam energy is an essential requirement for manyexperiments at CEBAF. The standard practice has been to measure the �eldsrequired to bend the beam, as it traverses the set of bending magnets in the HALL
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Figure 42: Optimized reconstruction of the angles x0tar and y0tar for the SOS
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Figure 43: Optimized ytar reconstruction for the SOS.C Arc. From such a measurement one can then calculate the beam energy. Thismethod is dependent on the absolute knowledge of R Bdl, which is di�cult tomeasure and maintain to high precision. Hence one must have additional checksto ensure a higher degree of reliability. In this section three such schemes fordetermining the beam energy using just kinematic information from the data aredescribed.Di�erential Recoil MethodEnergy determination using the method of di�erential recoil relies on the fact thatthe di�erence in recoil energies, for (in)elastic scattering between "heavy" and"light" masses is a function of the beam energy. By measuring this di�erentialrecoil energy in a composite target we can calculate the incident beam energy.The recoil energy is,Erecoil = q22M � 2E2M sin2(�2): (86)



115Hence for a composite target the di�erential recoil energy is,�Erecoil = 2E2 sin2(�2)� 1M1 � 1M2� : (87)In addition the position, xfp along the focal plane is a function of the energyof the detected electron and it can be written in terms of a polynomial known asthe dispersion polynomial,Ef = �B(1 + do + d1(x� xc) + d2(x� xc)2 + ::::): (88)Where � is the conversion factor (in MeV/Tesla) between the magnetic �eld B ofthe spectrometer and the energy of the particles along the central trajectory, dj isthe spectrometer dispersion coe�cients and xc is the position of the central ray.For each peak in the spectrum of a certain target, the energy Ef is expressed interms of the excitation energy of that state and the incident beam energy Eo. Itis written as,Ef = 1� [Eo � Eloss2 � Ex(1 + Ex2M)]� Eloss2 : (89)WhereM is the mass of the target, � is the recoil factor as de�ned by Eg. 85. Elossis the mean energy loss due to ionization in the target given by,Eloss = c1ZAt[ln(c2t� )]: (90)Where 't' is the e�ective thickness of the target and � is the target density. Theparameters Eo;� and the coe�cients dj are determined simultaneously by usingthe two equations in a least squares �t to the energy calibration data. One passbeam was used to perform delta scans on a carbon and a BeO target. The carbondata were used for calibrating the focal plane. The position of the 4:4 MeV excited



116state of C was measured at the focal plane.The measurements were repeated forruns ranging from � = �5% to � = +5%. These focal plane positions were thenused to obtain the dispersion parameters , do; d1 and d2, which are related to � asfollows,� = do + d1 � (Xfp �Xoffset) + d2 � (Xfp �Xoffset)2: (91)These parameters were determined by �tting the data to the equation: Ef =� � B � (1 + �), where � is a constant and B is the magnetic �eld, and Ef is theenergy of the scattered electron. These parameters were used to to obtain the focalplane positions of the oxygen ground state and the �rst excited state of Be (2:49MeV) from the delta scan on the BeO target. The focal plane positions gave therecoil energies which were used to obtain the beam energy. The di�erent sourcesof uncertainty and their contribution to the total uncertainty is listed in Table 8Di�ractive Minima MethodThis method involves a measurement of the cross sections of the carbon groundstate and the �rst excited state at the dispersive minima. A plot of the ratios ofthese two cross sections (ground state to �rst excited state of carbon) is shownin Figure 44. This reaction is calculated to have a di�ractive minimum at q2 =0:129 GeV 2 [67]. For a beam energy of about 845 MeV this would lie at a scatteringangle of about �scatt = 24:8. By determining the angle where the the minima occurswe can calculate the energy using,q2 = �4EE 0 sin2 �;where (92)E 0 = E=(1 + 2E sin2 �=M) (93)



117Table 8: Beam energy uncertainties for the di�erential recoil method. The nominalbeam energy is 845 MeVSources Error �EUncertainty in thedetermination of peak 0.05 cm 1.30 MeVcentroidFocal planecalibration error 10�3 0.70 MeVUncertainty inscattering angle 1 mrad 0.25 MeVmeasurementThe uncertainties in this method arise from the errors in the measurement ofthe scattering angle. Additional sources of error are due to inaccuracies in thedetermination of the ratio of �0+ to �2+.Data were taken at angles close to the di�ractive minima at 24:85o, using onepass beam (845 MeV) on a carbon target. The counts in the elastic as well as the�rst excited state of carbon were plotted as a function of the scattering angle. Theratio of the counts in these two states was also determined as a function of thescattering angle. The cross section of these two states were calculated theoreticallyfor scattering angles ranging from 23:0 to 26:0o for a beam energy of 845 MeV,using MEFCAL [68] for the ground state and FOUBES [69] for the excited state.The ratio of the theoretical cross sections were then �tted to the measured ratioto determine the minima. Figure 44 shows the counts in the elastic and the �rst



118
∆

∆

∆

(rad)

(rad)

(rad)

co
u

n
ts

Figure 44: The counts in the elastic (top panel) and �rst excited state (middlepanel) and their ratio (bottom panel) as a function of di�erence in the scatteringangle. The solid lines are �ts to the data.



119Table 9: Uncertainties in the beam energy determination using the di�ractiveminima method. The nominal beam energy is 845 MeV.Sources Error �EMinima �ttingerror 0.40 mrad 0.76 MeVSystematic error inscattering angle 0.60 mrad 0.38 MeVreconstructionSystematic errorin survey measurement 0.40 mrad 0.30 MeVof collimator positionexcited state and their ratio. The various sources of error and their contributionare listed in Table 9.Beam Energy from H(e,e'p)Beam energy can also be determined from elastic scattering of electrons from pro-tons. If we know the momentum and the angle of either the scattered electronor the scattered proton, we can reconstruct the energy of the incident beam ofelectrons from this information. This method has the advantage that it can beused at all beam energies unlike the �rst two methods which can be used only atone and two pass energies. But it has the disadvantage of being the most inaccu-rate of the three methods discussed. This is because the resolution and systematicerrors of both the spectrometers have to be folded into this type of measurement.The uncertainties of this method are listed in Table 10. The uncertainties weredetermined by varying the the listed parameters and calculating its e�ect on the



120Table 10: Uncertainties in beam energy determination using H(e; e0p)Sources Error �EHMS momentumerror 10�3 1.5 MeVSOS momentum 1:5x10�3 2.0 MeVerrorHMS scattering 1 mrad 2.5 MeVangle errorSOS scattering 3 mrad +3.0 -3.5 MeVangle errorbeam energy.The results from the various methods have been listed in Table 11.4.5.2 Spectrometer MomentumMeasurements of cross-sections require a very accurate determination of the centralmomentum of the spectrometer. The momentum calibration depends on a accurateknowledge of the beam energy and scattering angle. The momentum calibrationof the two spectrometers has an accuracy of � � 0.15%.The central momentumof the spectrometers were calibrated using elastic H(e; e0)data at the same energy but di�erent angles and elastic H(e; e0p) data at severalenergies. Here we use the fact that elastic (e; e0) and (e; e0p) kinematics are over de-termined so the measured momentum of the spectrometer can be checked againstmomentum determined from the elastic scattering angle. Using the (e; e0p) data it



121Table 11: Beam energy measurementsNominal Method Energy ErrorDi�erential845.0 Recoil method 844.7 MeV 1.5 MeVDi�ractive845.0 Minima method 844.7 MeV 0.9 MeV(�rst run)Di�ractive845.0 Minima method 845.1 MeV 0.9 MeV(second run)2445.0 Elastic H(e,e'p) 2444.9 MeV 5.0 MeV
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Figure 45: Di�erence in the reconstructed and expected invariant mass as a func-tion of central momentum, for the HMS
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Figure 46: Di�erence between expected and the measured central momentum ofthe SOS.was found that the HMS central momentum was 0.9% lower than that predictedby the model of the spectrometer. This was corrected before the elastic H(e; e0)data were collected. The (e; e0) data found an o�set in the central momentumof the order of � 0.15%, which is consistent with the o�sets in the reconstructed� (p0�pp0 ) found from the (e; e0p) data. Figure 45 shows the di�erence between thereconstructed and expected invariant mass as a function of central momentum,obtained from the (e; e0) data at a beam energy of 4.045 GeV. The �t to this data,assuming �xed o�sets in beam energy and reconstructed �, gives an o�set of 0.15%in � and no o�set in the beam energy.For the SOS the central momentum di�ered from the model by up to 0.55% asdetermined using H(e; e0p) data, although, this di�erence varied with momentumand was about 0.1-0.15 % at most kinematics. The di�erence between the expectedand the measured central momentum for the SOS is shown in Figure 46.It was also noticed that in the HMS the vertical position of the focal point(de�ned as the waist of the hour-glass like xfp vs yfp plot) varied with momentum.This variation is shown in Figure 47, however careful studies showed that this
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Figure 47: HMS focal point variation with momentumvariation had negligible e�ect on the reconstruction of the angles and momenta ofthe spectrometer.4.5.3 Spectrometer AnglesMeasurements of cross-section require a very accurate determination of the scat-tering angle. The calibration of the angles of the spectrometers rely on accurateoptical surveys of the spectrometer, beamline and target positions. The scatteringangle of the spectrometer is determined from surveyed markings on the 
oor ofthe hall. These markings are accurate to better than 2 mm and thus gives riseto uncertainties of the order of 0.1 mrad in the HMS and 0.3 mrad in the SOS.However, most of the uncertainties come from magnet motion as the scatteringangle is varied. The motion of the magnets was studied by optical surveys of themagnet positions at several angles. The scattering angle of the spectrometer canalso be determined using sieve slit data, which also relies on careful pointing survey( described below) of the spectrometer.The positions of the target, scattering chamber, collimators and sieve slits,magnets and the detectors were surveyed before and after the experiment.
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Figure 48: HMS and SOS Scattering Plane, the symbols de�ned here are used inTable. 12The position of the central axis (Figure 48) of the two spectrometers is surveyedwith the spectrometers parked at several angles. These surveys are then used tocheck if straight lines drawn from the spectrometers cross at the center of thetarget. These kind of surveys are called pointing surveys. The pointing surveywas done at several angles to determine the relative motion between the magnetswhen the spectrometers are rotated and also the level of the rails on which thespectrometers move. In addition the height of the rails at these angles are alsosurveyed. Optical survey measurements had an accuracy of about 150-200 � m.The pointing survey determined that the HMS mispointed to the right of the targetby up to 1.9 mm horizontally at certain angles and up to 1.5 mm vertically. Themispointing as function of spectrometer angle is shown in Figure 49. The SOSpointing survey found that the SOS mispoints to the left by up to 4.0 mm atcertain angles but it mispoints by 2.0 mm on the average. The SOS also mispoints
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Figure 49: HMS and SOS mispointing, deviation from the ideal triple intersectionpoint (two spectrometers central axis and the target center) as determined duringa pointing survey.by 2.0 mm vertically at certain angles but on the average there was no verticalmispointing. The results of the pointing survey along with the surveyed positionof the sieve slit relative to the median plane of the spectrometer was used duringoptimization of the spectrometer transfer coe�cients (matrix elements) describedin Section 4.4. This ensures that the reconstructed scattering angle includes mostof the magnet motion and other variations in the spectrometer position.It was also found that the magnets in the spectrometer themselves had certaindisplacement from their nominal positions which varied with the angle of the spec-trometer. The displacement of the magnets as a function of the angle is shown inFigure 50.Survey of the rails on which the spectrometers rotate found that the SOS railswere displaced from the level up to 1.5 mm at certain angles this changes the out-of-plane angle by about 0.15 mrad. The HMS rail surveys and the magnet motioninformation was combined to generate a model for the o�sets as a function of the



126
-1.5

-1

-0.5

0

0.5

1

1.5

2

0 10 20 30 40 50 60 70 80 90

H
o

ri
zo

n
ta

l O
ff

se
t 

(m
m

)

measured
estimated HMS

-4

-3

-2

-1

0

1

2

3

4

0 20 40 60 80 100 120 140
Scattering Angle

D
ev

ia
ti

o
n

 f
ro

m
 Id

ea
l

Dipole X
Dipole Y
Quad X
Quad Y

SOS

Figure 50: HMS and SOS magnet motion, o�sets in the magnet positions as afunction of scattering anglespectrometer angle and the model along with the measured o�sets are shown inFigure 50.It is also known from these surveys that the SOS is -0.15 degrees out of planewith respect to plane made by the HMS and the target center.From all the survey results it is estimated that the magnet positions for theHMS were stable to about 1.0 mm (2.0 mm for the SOS). Using all the surveyinformation along with the data taken with a sieve slit and a slanted target (whichallows the position in z where the beam hits the target to be varied, described inSection 4.4) one can determine the central scattering angle with an uncertainty of1.0 mrad (1.5 mrad for the SOS). The experimental procedure with the sieve slitand slanted target is described in 4.4. Table 12, shows the various sources of un-certainty in the determination of the the scattering angle in the two spectrometers.



127Table 12: Uncertainty in the Scattering Angle of HMS and SOSError in Optical Survey Sieve-Slit Determined[mrad] [mrad]spectrometer median plane 0.2 -sieve-slit position 0.4 -central scattering angle �o(Figure 48 0.1 (0.3 for SOS) 1.0 (1.5 for SOS)scattering angle ��tg relative to �o - < 1.0(3.0 for SOS)4.5.4 Spectrometer ResolutionsThe resolution of the two spectrometers was checked over the full momentum biteof the spectrometer by scanning the elastic peak of a 12C target over the fullmomentum bite of the spectrometer (� scan with the 12C peak). The elastic peakin the reconstructed momentum spectrum was �tted to a Gaussian. Figure 51shows the standard deviation of these �ts as a function of the reconstructed �(p�p0p0 ) for each spectrometer. This shows that the resolution of the spectrometerswere stable over the momentum bite used in this experiment. The average HMSresolution is about 0.2 % and the average SOS resolution is about 0.15 %.4.6 Detector CalibrationsA sequence of calibrations had to be performed in order to match the timing ofthe individual scintillator elements and to match the gains of the calorimeter andCerenkov signals. The Cerenkov counters were calibrated by calculating the gainsfor each PMT by determining the single photo-electron peaks from the pedestalsubtracted ADC signals from each channel (4 in SOS/ 2 in HMS). The hodoscopeand the calorimeter calibration involved �tting to event information from high
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Figure 51: HMS and SOS resolution as determined for 840 MeV electrons.statistics runs, taken for this purpose, where large regions of the detector wereilluminated.4.6.1 Hodoscope Timing CorrectionsThere are several corrections in going from the TDC value of an event to the timeof the event. The scintillators used in the hodoscope had a mean time resolutionof �70-100 ps (in bench tests), and so all timing corrections had to be carefully �tto achieve a �nal resolution close to this limit. The TDC scale (ps/channel) wasdetermined using a Time Interval Generator and also checked using the RF signal(499 MHz) from the accelerator. The time variation due to changes in the TDCscale over the range of TDC values, was of the order of �25 ps which is betterthan the intrinsic resolution of the scintillators.The second major correction is the pulse height correction. The timing signal



129comes from a �xed threshold discriminator; the exact time at which the threshold isexceeded relative to the peak time depends on the height of the signal. Thus, largesignals will �re the discriminator earlier than small signals and corrections for thise�ect are called pulse height corrections. These corrections are typically hundredsof picoseconds and have a signi�cant e�ect on the resolution of the detector. Thepulse height corrections are �tted by taking crossed pairs of scintillators (to limitthe region of the scintillator that is hit) and then comparing their mean times(each element is read out by a PMT on each end). Using the mean time eliminatesthe dependence on position along the scintillator and leaves only the pulse heightwalk correction and an overall o�set. By applying a trial correction to the pulseheight walk in three of the four PMTs, the remaining dependence on the ADCvalue gives the form of the pulse height variations in the uncorrected tubes. Weuse a correction of the form,�t = PHC �qmax(0; (ADC=PHOFF � 1)) + t0 (94)where ADC is the raw ADC value, and PHC, PHOFF are the timing correctionparameters, and t0 is an arbitrary o�set between the two scintillators.Other corrections include the variation in the propagation time for the signalto travel from the point where the scintillator was hit to the PMTs, and overalltiming o�sets between the individual signals. Once the pulse height correctionis known, the velocity of light propagation along the scintillator element can bemeasured by taking the di�erence in times of PMTs on the opposite ends of anelement. This velocity is the average velocity for the signal to reach the PMTwhich accounts for the fact that most of the light does not go directly towards thePMT but re
ects o� the sides of the scintillator. The velocity correction thereforedepends on both the index of refraction and the geometry of the scintillator. A



130velocity was measured for each plane, and all elements in that plane used thisaverage correction. Finally, each tube has its own o�set due to variations in cablelength or di�erent response times of the PMTs. These are �t in the same way asthe pulse height corrections. The mean time is generated for a pair of scintillators,with velocity and pulse height walk corrections included. The o�sets are adjustedin order to make the time between the scintillator hits agree with the velocity ofthe particle determined using the measured momentum and known masses of theparticles.4.6.2 Lead Glass Calorimeter CalibrationsAttenuation in the lead glass gives a variation of signal with distance from thePMTs, because each block was only read out on one end. To correct for theattenuation, the signal from each block was multiplied by a correction factor basedon the event position. This correction was checked by looking at the distributionsof measured energy as a function of distance from the PMTs. In addition tocorrecting for attenuation, it is necessary to correct the gains of the individualmodules. The operating high voltages for the calorimeter PMTs were adjusted tomatch the size of the output signal. This corresponds to a gain variation betweenthe blocks, since the large momentum acceptance of the spectrometers gives riseto large variation in the input signals. The absolute gains were found to vary upto 50% between the di�erent modules. The di�erent lead glass modules were gainmatched by varying the gain correction factor so as to minimize the di�erencebetween the energy sum from all blocks and the true energy of the electron, fortrue electron events. The true energy is determined from the reconstructed electronmomentum and good electron events were de�ned using the Cerenkov counter.



1314.7 Coincidence TimingAs described earlier (Section 3.4 and Section 4.6) the hodoscope planes were usedto determine the time of events at the target. The scintillator times for each trackat the focal plane ( called Focal Plane Time), along with information on the pathof the particle ( determined with parameters from a COSY model, optimized togive the best coincidence time resolution) was used to determine the times of theevent at the target. These times included the corrections described in Section 4.6and were measured in each spectrometer. These single arm times along with thecoincidence TDCs give the relative event times. This is called the raw cointime andthis time is then corrected for the actual path taken by the particle and projectedback to the target. The raw coincidence time is given by,cointimeraw = �proton arm � �electron arm � TDCSOS; (95)here �proton arm and �electron arm are the single arm times and TDCSOS is thecoincidence TDC started by the proton trigger and stopped by the electron trigger.There were coincidence TDCs in each of the spectrometers and hence we had twomeasurements of coincidence time. A typical coincidence time spectrum is shownin Figure 52. The 2 ns micro-structure of the beam was resolved. The typicalcoincidence time resolution was about 0.5 ns. A window of about �1:5 ns aboutthe mean of the central peak was used as the cut to select the coincidence events.The number of background events per channel was determined by using two shadedregions on either side of the main peak in Figure 52). The contributions frombackground events in the good cointime region was then subtracted to give thebackground corrected coincident events.
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-15 -10 -5 0 5 10 15Figure 52: A typical corrected coincidence time spectrum is shown in log scale.The shaded peak in the center is taken as the good cointime peak while the shadedregion on either side of the peak is used to calculated the random coincidences



1334.7.1 Coincidence Blocking and Synchronization Correc-tionsWe have seen that a cut on coincidence time was used to de�ne the good coincidentevents. It was found that in order to use this information reliably some correctionsneed to be applied to the coincident events. These corrections are essentially dueto four e�ects: blocked coincidences, self-timing events, loss of synchronizationbetween detectors in a spectrometer and the loss of synchronization between thetwo spectrometers.Some coincidence events get blocked when a random prescaled singles event(which would not ordinarily be recorded) occurs just before a true coincidenceevent. This leads to early stops in the coincidence time TDCs and makes the gatesto the ADCs narrower than usual and thus tight cuts on the cointime would missthese blocked coincident events. In this experiment the SOS rates were alwayshigher than the HMS rates and thus the majority of the coincident blocked eventswere random SOS events arriving just before a true coincidence event. This e�ectis corrected for by determining the fraction of the total coincidence events thatwere blocked and then correcting the good coincidence events by this fraction.The blocked events can be identi�ed in the HMS coincidence time spectrum, sincethe blocked events lie outside the coincidence trigger window and arrive earlierthan real coincidence events. The fraction of blocked events was almost always <1.0% and in the worst case it was about 1.8% of the events.The self-timing problem arises when some late trigger from one of the spec-trometers can cause the trigger supervisor gate to arrive at the retiming AND gate(see Figure 35) after the delayed trigger from the the other spectrometer, thusthe coincidence time TDC on this spectrometer is started and stopped by the latespectrometer (hence the name self timed event). The retiming incorporated into
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-100 -80 -60 -40 -20 0 20 40 60 80 100Figure 53: The self timed events are are shaded, panel 1 shows the raw coincidencetime , panel 2 shows the coincidence time at the focal plane and panel 3 shows thepath length corrected coincidence timethe trigger logic was designed to avoid these events. However, it turned out thatalthough the SOS had enough range in delay to avoid self timed events the HMSdid not have enough delay and self timed events occured. The HMS self timedevents are shown in Figure 53. It turns out that in calculating the corrected co-incidence time when one subtracts the focal plane time from the raw coincidencetime both these quantities are smaller by the same amount and the e�ect is can-celed. The self timed events are thus a part of the background in the correctedcointime distribution (see Figure 53). Since the self timed events occur when onespectrometer is very late, the tight cointime cut we apply automatically removes



135the self timed events.The synchronization problem arose from bugs in the data acquisition systemwhen it was used in a `bu�ered' mode. In this mode information for up to 8 eventswere stored in internal bu�ers of the ADCs and TDCs, while the data acquisitioncomputers were busy. Thus this problem occured only during high rate running.This problem can occur in two ways, the detectors within a single spectrometercan be out of sync with each other or the two spectrometers can be out of syncwith each other. The synchronization problem of both types e�ected less than 1%of events in most cases except for forward proton angle runs in kinematics A wherein the worst case it was a 10% e�ect. The �rst kind can be easily detected as thetracks from a given event do not correspond to the hits in other detectors and thusthe diagnostic histograms looking at the di�erence between the tracks and the hitsin each detector can easily pick out these runs. These problems were usually caughtonline and these runs were thrown out and data was retaken. The second kind ismore subtle and cannot be detected easily. An algorithm was designed to identifyevents with this problem and the coincident counts were corrected for this e�ect.The algorithm consisted of summing the HMS and the SOS cointimes to form achecksum. Since the HMS cointime = - SOS cointime + constant, the checksumde�ned as HMS cointime + SOS cointime must lie within a well de�ned smallrange. Events outside this range were the out of sync events. Figure 54 shows therange of checksum for good events. A cut on checksum was use to determine thefraction of events which were out of sync and the coincidence yields were correctedwith this fraction. This cut on checksum was used as a standard cut along withthe tight cut on cointime.
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1374.8 Electronic Dead Time and Computer Deadtime CorrectionsOne of the corrections to the experimental yield is from data acquisition deadtimes.These are of two kinds, electronic deadtime and computer deadtime. The electronicdeadtime occurs when triggers are not counted because the electronic hardware isbusy processing the previous triggers. The scalers used in the experiment recordthe counts at a smaller rate Reff than the true rate Rtrue. Since this is governedby Poisson statistics, the probability distribution of time between events is givenby, P (t) = R exp�Rt : (96)If � is the width of the logic signal, the logic modules miss events which comewithin a time � of each other. If the probability for this to occur is small (ie. forsmall dead times) the fraction of measured events is given by the probability forevents to be separated by times greater than � ,NexptNtrue = Z inf� R exp�Rt dt = exp�Rt; (97)for the small deadtimes encountered in this experiment this can be approximatedas NexptNtrue � 1� R� .In the trigger nearly all gates were 30 ns wide thus the � for this experiment was30 ns. The electronic dead time was measured by generating copies of the triggerwith widths of 60, 90, 120 ns (A trigger arriving, for example 75 ns, after anotherwould be counted for widths < 75 ns but would not be counted for widths >75 ns). Counting these signals and making a linear extrapolation to zero deadtime
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Figure 55: The solid line corresponds to the expected dead time for a processingtime of 400�s while the dashed line corresponds to the expected dead time for aprocessing time of 75�s. The pretrigger rate is the average rate over the entirerun, it will be di�erent from the instantaneous rate for runs where the beam waso� for part of the run or if the current changed during the run.



139the electronic dead time is given by,Kelec = N �N2� (98)where N � is the counts recorded by the scaler for the gate of length � andN2� is the counts recorded for the gate which is twice as long. The electronicdeadtimes were very low in this experiment. The HMS electronic dead time wasalways <0.1% while for the SOS it was always <0.03%.The other kind of dead time, computer dead time, arises as a result of the dataacquisition computers being busy processing an event and not being available toprocess events generated while the computers are busy. In this case the hardwaretriggers are generated but they are blocked by the busy signal. The computerdeadtime correction is de�ned to be be the ratio of the actual number of events ofinterest to the number processed by the trigger supervisor. This is usually givenby the ratio of pretriggers to triggers.The typical non-bu�ered processing time was about 400�s for most of the runsin Dec 1995 the data was taken in non-bu�ered mode. For those runs which wererun in bu�ered mode the processing time was about 75�s. and there were just afew runs which used this mode. In this mode event are stored in a bu�er beforethey are processed so that events arriving when the trigger supervisor is busy arenot lost. However the processing time here is an e�ective time and can vary fromrun to run.4.9 Detector E�cienciesThe Calorimeter and �Cerenkov detector e�ciencies were determined by selecting asample of good electron events from data on elastic scattering o� a liquid hydrogen



140Table 13: The e�ciency of the PID detector are listedKinematics HMS Cal HMS �CA 0.992 0.995B 0.992 0.995C 0.992 0.995D 0.976 0.995E 0.984 0.995F 0.990 (SOS) 0.992 (SOS)target. The good electrons were selected by applying a narrow cut on invariantmass and a cut on the �Cerenkov detector while determining the calorimeter ef-�ciency and a cut on the calorimeter while determining the Cerenkov e�ciency.The calorimeter and �Cerenkov e�ciencies for the di�erent kinematics are listed inTable. 13.4.10 Proton AbsorptionProtons are strongly interacting particles and some of them will undergo a nuclearinteraction as they traverse the detector stack. Such interactions can result in lossof the proton before it can reach the scintillators and cause a trigger. This wouldarti�cially reduce the coincidence yield. This absorption was measured directlyusing the H(e,e0p) data. Each electron in the coincidence acceptance region musthave knocked out a proton; thus the fraction of \missing" protons compared tothe coincident electrons is the absorbed fraction. The coincident electrons wereselected from a small region in the center of the acceptance and then comparedto the corresponding protons. The ratio of the proton yield to the electron yieldgive the fraction of the protons which were not absorbed. It is also possible toestimate the fraction of protons absorbed by using the nuclear interaction lengths



141(the mean free path between nuclear interactions) and the thicknesses of all thematerials in the proton's path [70].Table 14 (15) lists the properties of the materials that a proton must traverseon its way from the target through the SOS (HMS). The mean free path betweennuclear collisions, ��, is taken as the average of the total interaction length and theinelastic interaction length. These interaction lengths are taken from Reference [70]which lists both the mean free path between nuclear collisions, �T , and the meanfree path between inelastic interactions, �I, as calculated from � = ANA�� . Theelastic cross section being very peaked in the forward direction, elastic scatteringwill only remove a small fraction of the protons from the acceptance. Thus theaverage of the total interaction length and the inelastic contribution is used.Assuming that a proton traversing one quarter of the third scintillator is su�-cient to cause a 3/4 trigger, the predicted transmission in the SOS isPTSOS calculated = e�PiXi=��i = e�0:0582 = 0:943; (99)and for the HMS:PTHMS calculated = e�PiXi=��i = e�0:0673 = 0:935: (100)Using the elastic scattering data on hydrogen the proton transmission in theSOS was measured to be 0:951� 0:005. Note that it is independent of the protonmomentum (at least over this limited range covered in this experiment). Notealso, that this is in agreement with the theoretical estimate. Elastic scattering onhydrogen with the protons detected in the HMS was used to measure the protontransmission in the HMS. The measured HMS transmission is 0:945�0:002, and isconsistent with the theoretical estimate. A detailed account of proton absorptionresults can be found in reference [71]. Proton transmission of 0.95 was used to
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Table 14: Materials in SOS.Absorber Density Thickness �� X X=��(g=cm3) (cm) (g=cm2) (g=cm2) (10�3)Arealdensity3.37cm LH 0.0708 3.37 47.3 0.239 5.045 mil Al target window 2.70 0.0127 88 0.0343 0.398 mil Al chamber window 2.70 0.0203 88 0.0548 0.62Air (no vac. coupling) 0.00121 � 15 75 0.0182 0.24Kevlar 0.74 0.0127 � 70 0.0094 0.13Mylar 1.39 0.0076 72 0.0106 0.15Kevlar 0.74 0.0381 � 70 0.0282 0.40Mylar 1.39 0.0127 72 0.0177 0.25Air (DC 1 through S2) 0.00121 � 149 75 0.180 2.40Mylar cathode 1.39 7(0:00125) 72 0.0122 0.17Wire (e�ective) W 19.3 12(0:0002) 147.7 0.00469 0.036� 30�m+ 6� 60�mAr/Ethane (50/50 weight) 0.00154 6(0:6178) � 70 0.00571 0.08Mylar cathode 1.39 7(0:00125) 72 0.0122 0.17Wire (e�ective) W 19.3 12(0:0002) 147.7 0.00469 0.036� 30�m+ 6� 60�mAr/Ethane (50/50 weight) 0.00154 6(0:6178) � 70 0.00571 0.08Poltysty. (1.04 overlap) 1.03 2(1:04) 70 2.142 30.61�Cerenkov windows � 1:39 2(0.030) � 70 2(0.042) 1.21(2mil tedlar,10mil lexan)Freon 12 (1atm) 0.00493 100 87 0.493 5.67Mirror (rohacell, mylar, - - � 70 0.45 6.43carbon)Poltysty. (1.10 overlap) 1.03 0:25(1:10) 70 0.283 4.05Total - - - - 58.2



143Table 15: Materials in HMS.Absorber Density Thickness �� X X=��(g=cm3) (cm) (g=cm2) (g=cm2) (10�3)Arealdensity3.37cm LH (after scatt.) 0.0708 3.37 47.3 0.239 5.045 mil Al target window 2.70 0.0127 88 0.0343 0.3916 mil Al chamber window 2.70 0.0406 88 0.1096 1.24Air (no vac. coupling) 0.00121 � 15 75 0.0182 0.24Kevlar 0.74 0.0381 � 70 0.0282 0.40Mylar 1.39 0.0127 72 0.0177 0.25Kevlar 0.74 0.0381 � 70 0.0282 0.40Mylar 1.39 0.0127 72 0.0177 0.25Air (exit pipe through S2) 0.00121 � 256 75 0.310 4.132mil Mylar (entr/exit) 1.39 0.0051 72 0.0071 0.10Sense Wires (e�ective) 19.3 0.000038 147.7 0.00073 0.00525�m W, 6 planesField Wires (e�ective) 2.70 0.0068 89.1 0.0184 0.21150�m Al/Au (99/1)18 planesAr/Ethane (50/50 weight) 0.00154 8.3 � 70 0.0128 0.182mil Mylar (entr/exit) 1.39 0.0051 72 0.0071 0.10Sense Wires (e�ective) 19.3 0.000038 147.7 0.00073 0.00525�m W, 6 planesField Wires (e�ective) 5.40 0.0068 87.9 0.0368 0.42150�m Cu/Be (50/50)18 planesAr/Ethane (50/50 weight) 0.00154 8.3 � 70 0.0128 0.18Poltysty. (1.067 overlap) 1.03 2(1:067) 70 2.198 31.40�Cerenkov windows 2.70 2(0.102) 88.5 2(0.275) 6.22(40mil Al entrance/exit )�Cerenkov gas N2 0.00125 150 64.2 .1875 2.92Rohacell Mirror support � 0:05 � 1:8 � 70 0.09 1.3Mirror SiO2 2.20 0.3 83.1 0.66 3.13Poltysty. (1.067 overlap) 1.03 0:25(1:067) 70 0.275 7.94Total - - - - 67.34



144correct the proton yield in both spectrometers.4.11 The (e; e0p) Monte Carlo Simulation - SIMCThe PWIA Monte Carlo simulation SIMC was adapted from the (e; e0p) simulationwritten for SLAC experiment NE18 [72]. It was converted to simulate the Jlab HallC spectrometers in the coordinate system used in Hall C (Figure 23). The mainpieces of the simulation are the event generator, which includes the cross-sectionweighting and radiative corrections, and the spectrometer models. The single armMonte Carlos written for each of the Hall C spectrometers to study the opticalproperties of the two spectrometers were used as the spectrometer models of thetwo arms of the coincidence simulation SIMC. This PWIA simulation was a crucialpart of the analysis. It was used in extracting transparency and in extracting thederadiated spectral functions, described in later sections. In this sections the mainfeatures of SIMC are described.4.11.1 The PhilosophyThe philosophy behind SIMC is to randomly generate the energy and position ofthe incident electron within the energy and spatial spread of the beam (the ioniza-tion losses in the target were also incorporated) and then randomly generate themomenta and angles of the scattered electron and the proton vectors with a 
atdistribution over a region larger than than the actual spectrometer acceptance.This de�ned the basic event at the scattering vertex. Next it was allowed for anyor all the particles to emit real or virtual photons and the corresponding parti-cle vectors were adjusted to account for such processes (see Section 4.11.6). The



145scattered electron and proton were then transported through the target incorporat-ing the ionization losses involved and �nally transported through the appropriatespectrometer model. These spectrometer models contained the detailed optics,apertures and multiple scattering in the interfering material of the spectrometer(described in Section 4.11.2). The surviving events were then reconstructed backto the target and the energy loss corrections used in the data analysis were em-ployed here as well. Finally the missing energy Em and the missing momentumpm for the events were determined. Each successful event was assigned a weightof K�epS(Em;pm)WradcorWgen, where K�ep is the basic e-p cross-section, withK = Ep0pp0 , S(Em;pm) is the spectral function weight, Wradcor is the radiativecorrection weight and Wgen is the generation weight. Each of these weights aredescribed in the next few sections of this chapter. The events were then storedalong with the weights for each event. The normalization factor was also calculatedas the experimental luminosity and the phase space volume divided by the totalnumber of events generated.Normfactor = L�Ep�
p�Ee�
eNgen ; (101)where L is the experimental luminosity, �Ep�
p�Ee�
e is the phase space vol-ume, and Ngen is the number of generation attempts.4.11.2 Spectrometer ModelsThe single arm spectrometer models consists of a set of forward matrix elementswhich transport the particles to every major aperture in the spectrometer, checkingthat the events makes it through each of these apertures. The forward matrixelements were generated by COSY as described in Section 3.4. All the interveningmaterial in the spectrometer was included, the energy loss and multiple scattering



146was computed for all the material. The e�ect of multiple scattering was simulatedby a Gaussian distributions of the in-plane and out-of-plane angles, which had astandard deviation of [70],� = 13:6p� zqlrad(1 + 0:088 log10(lrad)) (102)The treatment of external Bremsstrahlung is described in Section 4.11.6. The for-ward matrix elements were checked by comparing the focal plane distributions ofthe model with those of the data as described earlier in Section 3.4. The spectrome-ter models also contained sets of reconstruction matrix elements which transportedthe particles back to the target. The optimized set of matrix elements used in re-constructing the data was not used in the simulation because the optimized setcannot be inverted to get the forward matrix elements set. To get consistent re-sults with the simulation the reconstruction matrix elements should be the inverseof the forward set, hence the COSY package was used to invert the forward setof matrix elements and these were used in the simulation. They were checkedby comparing the model reconstructed distributions at the target with those ofthe data, for elastic H(e; e0p) scattering. The reconstructed momentum, scatteringand out of plane angle and the target length in the two spectrometer is shown inFigure 56. The �gure shows the model acceptance reconstruction compared to thedata.Other tests include comparing the Monte Carlo yields for elastic H(e; e0p) scat-tering with those determined from the data and ensuring that these results wereindependent of the cuts applied (Section 5.1). These results were also used todetermine how well the acceptance function of the spectrometers is known andto determine the systematic uncertainty of the acceptance . The performance ofthe simulation was also compared to the data from the nuclear targets. Figure 57
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148demonstrates the performance of the simulation with 12C(e; e0p) scattering com-pared to data.4.11.3 O�-Shell �ep Cross-sectionThe deForest prescription [13] �cc1 was used in the simulation to describe the funda-mental cross-section for quasi-elastic scattering of electrons from bound nucleons.The uncertainty arising from using this prescription was estimated by perform-ing test-bench calculations with another deForest prescription �cc2. The PWIAcross-section was found to change by less than 2%. The structure functions usedin calculating the fundamental cross-sections were the dipole form factor for theproton electric form factor GpE and the Gari and Krumplemann parameterizationfor the proton magnetic form factor GpM [73]. These parameterization have beenfound to describe the data up to Q2 of 8 GeV2. [22, 74]4.11.4 Model Spectral FunctionsThe model spectral functions were obtained from SLAC experiment NE18 [72,49]. These spectral functions were based on Independent Particle Shell Model(IPSM), which describes the nucleus as a sum over nucleons occupying distinctshells. The assumption that the spectral function can be factored into a momentumdistribution �(pm) times a energy distribution L(Em) was also employed. Underthis assumption the IPSM spectral function can be written as:S(Em;pm) = (2j + 1)Xn;j;l �njl(pm)Lnjl(Em) (103)The momentum distributions were computed by using the code DWEEPY [75],which solves the Schr�oedinger equation in an optical potential (optical potentialshave been discussed in Section 2.4). Wood-Saxon potentials were used for this
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Figure 57: The reconstructed angles and momenta of the two spectrometers forCarbon (e; e0p) compared to the simulated distributions. The data is corrected forproton absorption, tracking ine�ciency and background subtracted, data is darkand simulation is grey.



150Table 16: Fermi energy of 12C, 56Fe and 197AuTarget EFermi12C 15.9656Fe 10.18197Au 5.78purpose. The parameters of these potentials were obtained by �tting to previousdata on same or similar targets. A detailed description of these parameters aregiven in Appendix A. The non-locality of the potential is corrected in terms of thePerey factor as described in Section 2.4. The separation energy distribution L(Em)were given in terms of the Lorentzian shape associated with an isolated resonance,L(E) = 1� �=2(E � EB)2 + (�=2)2 (104)where EB is the central binding energy of the shell. The Lorentzians were cut-o� at the minimum proton separation energy Emins of a nucleus and renormalizedto 1. The minimum proton separation energy is given by the mass di�erenceMA�1 +Mp �MA. The width parameters � were taken from either �ts to low-Q2data or were determined using the formula of Brown and Rho [76],�(E) = (24MeV)(E � EF )2(500MeV2) + (E � EF )2 (105)with E taken to the central binding energy EB and EF is the Fermi energy.It is well known that due to short range nucleon-nucleon correlations, the spec-tral function extends beyond the Fermi momentum and causes some of the single-particle strength to appear at larger Em and j~pij [82] and thus some of the strengthis outside the experimental acceptance. Since the ISPM spectral function does notaccount for correlations, the simulation overestimates the yield. Hence the Monte



151Table 17: Correlation tail correction to the transparencyNuclei Correction12C 1.11 � 0.0356Fe 1.26 � 0.08197Au 1.32 � 0.08Carlo yield must be corrected for these excess protons. Assuming that these cor-relations produce an uniform suppression of the IPSM spectral function strengthfor jpmj < 300 MeV/c, the correction correction factor is estimated as describedin Reference [49] by,Correlation correction = R 800 SIPSM(Em;pm)dEmd3pmR 800 Scorrelated(Em;pm)dEmd3pm : (106)Here the correlated spectral functions are model spectral functions which in-clude e�ects of correlation. Table 17 gives the value of these correlation correctionfactors for each target. The model uncertainties of this correction is discussedin Section 5.3.1. The IPSM spectral function corrected for correlations using thefactors listed in Table 17, will be refered to as SCCPWIA(Em,pm) in the rest of thethesis. The experimental yield compared to the corrected simulated yield is thetransparency at the given momentum transfer squared Q2.4.11.5 Generation WeightWhile generating the various event quantities, the generation volume is de�nedby limits which are usually larger than the actual acceptance of the spectrometer.These limits can be re�ned once there is partial information about the event, withre�nements governed by the apertures of the spectrometer and the cuts imposedon the reconstructed Em, pm and the particle vectors and the range of Em over



152which the spectral function is de�ned. For example, to account for events whichradiate into the acceptance of the spectrometer, generation limits wider than thespectrometer acceptance are required. However, once the electron momentumhas been generated the range of photon energies required to produce a successfulevent can be determined and thus one can re�ne the generation limits with thisinformation. The generation weight reduces the event weight to compensate forthese restricted/re�ned limits.4.11.6 Radiative CorrectionsElectrons radiate in the presence of an electric �eld due to changes in their velocitybrought about by Coulomb interactions and radiation resulting from such decelera-tion of the electron is called bremsstrahlung. The incoming and outgoing electronscan interact with the Coulomb �eld of the nucleus involved in the scattering pro-cess, which results in emission and reabsorption of virtual photons and emissionof real, soft photons. Such processes are known as internal bremsstrahlung. Theelectrons can also interact with the Coulomb �eld of a nucleus other than the oneinvolved in the scattering process and thereby radiate photons. These radiationsare known as external bremsstrahlung. In an experiment involving electrons scat-tering o� some target, the radiative processes have a twofold e�ect on the data.Firstly the cross section of the process is modi�ed and secondly the kinematics(energy, momentum, angle) of the electron are changed. Although these are realphysical processes, they are experiment speci�c, and so most theoretical calcula-tions do not take these e�ects into account. Thus, in order to get to the underlyingphysics, and also to directly compare with theoretical calculations, one needs tounfold these radiative processes from the data. The procedure for doing such ra-diative corrections was �rst derived by J. Schwinger [77], and was later modi�ed



153by Mo and Tsai [78]. Radiative correction formulas for coincidence (e; e0p) reac-tions were calculated from the Mo and Tsai formulation by Makins et. al. [79].The derivation of these formulae is very well described in references [72] and [79].This section is an illustration of how the above mentioned formulae are used in thePWIA Monte Carlo SIMC.The cross-section for radiating energy Ee along the incoming electron directionk̂, Ee0 along the scattered electron direction k̂0 , Ep0 along the direction of thescattered proton p̂0 and also radiating any number of soft photons with energy lessthan �E, calculated to all orders, (note that this cross-section is di�erent fromthe cross-sections de�ned in the rest of the thesis) is given by,d�d
edEedEe0dEp0 = d�d
e jep(1� �hard) �e�e0�p0(pkk0)�e(pkk0)�e0 (qMpo0)�p0x 1E1��ee E1��e0e0 E1��p0p0 : (107)Here the total energy radiated is !total = Ee + Ee0 + Ep0 and the �� s are theangular distribution functions of the photons radiated in the three directions. Theangular distribution of the radiation is approximated as,Aextndpeaking(!̂) = �e�(!̂ � k̂) + lambdae0 �(!̂ � k̂0) + �p0�(!̂ � p̂0): (108)This simple approach to the angular distribution is also known as the 'extendedpeaking approximation' and the � s are given by the following expressions,�e = �� [ln(4k2m2 � 1)] + �� [2ln( kk0 + ln(1� cos�e2 )]; (109)�e0 = �� [ln(4k02m2 � 1)] + �� [2ln( kk0 + ln(1� cos�e2 )]; (110)



154�p0 = �� [ln(p0o + jp0 jp0o � jp0 j)� 2]: (111)Where k; k0 and p0 are the magnitude of the incident electron momentum, scatteredelectron momentum and the scattered proton momentum, respectively, and p0o isthe proton energy. If only the �rst term in each of Equation 109-111 is used weget the simpler: peaking approximation. �hard is the contribution from the secondorder virtual photon radiation to the vertex corrections, and is given by,�hard = 2�[� 34� ln(�q2=m2) + 1� �Xi �vpi (q2)]; (112)where Pi sums over the di�erent 
avors of leptons with mass mi and,�vpi = 13� [�53 + ln(�q2=m2i )]: (113)All of the above expressions are for internal bremsstrahlung. However, photonsare also emitted when the electrons are in the �eld of nuclei other than thoseinvolved in the hard scattering process (external bremsstrahlung). The protonbeing massive emits negligible amounts of external radiation. Both Einti and Eextiare emitted in the same direction, thus if the internal and external bremsstrahlungare added together we can write the cross-section in terms of Ei and Ef radiatedalong k and k0 as, d�d
edEinti dEexti dEintf dEextf dEp0 = d�d
e jep(1� �hard) 1�(1 + bti) 1�(1 + btf)(bti + �i)kbti(qkk0)�i (btf + �f )k0btf (qkk0)�f dEiE1��i�btii dEfE1��f�btff �exti (Ei)�extf (Ef ):(114)Here we have neglected the proton radiation and the same is done for the rest of



155the discussion. The function �ext is a correction for external radiation which haslarge photon energies and has the form,�exti (Ei) = 1� btibti + �i Eiki ; (115)andb = 1=9(12 + Z + 1ZL1 + L2 ); (116)L1 = ln(184:15)� 13 ln(Z); (117)L2 = ln(1194:)� 23 ln(Z): (118)In the Monte Carlo SIMC the photon energies Ee; Ee0 and Ep0 along the in-coming electron, the outgoing electron and the proton directions, respectively, aregenerated separately and the total energy radiated is the sum of these energies (asmentioned earlier the proton radiation is small and can e neglected). This comesabout because in Equation 107 above the energy and angular distribution of radi-ation in the three directions factorize into three independent functions. The shapeof each of these distributions has the form,1�(1 + bt) bt+ �kbt(pkk0)� dEE1���bt : (119)If we rename g = bt+ � and C = bt+��(1+bt) 1kbt(pkk0)� , we get the form,C �Eg�1dE: (120)



156Hence we can use this simple form to generate the energy radiated in a givendirection between limits Emax and Emin. The generating function must normalizeto 1 between these limits so we have,N � Z EmaxEmin (Eg�1)dE = 1; (121)orN = gEgmax � Egmin : (122)Thus for each of the radiation tails, the energy radiated in that particular directionis randomly generated in the range Emax � Emin using the generating function orenergy shape,G = gEg�1Egmax � Egmin : (123)The limits Emax and Emin are determined from the limits of the model spectralfunction, the limits on the energy and momenta of the incident and scattered par-ticles determined from the spectrometer acceptance and the randomly generatedenergy and momenta of the incident and scattered particles.Once the energy radiated in each of the tails is known, the next step is to usethese energies to modify the momentum and energy of the incident and scatteredparticles involved in the reaction. This is done for each event by subtracting o�the radiated energy from the randomly generated vertex energies (energy of theparticles at the reaction vertex).Next the radiation weight is calculated for each event which is then assignedto that event. The radiation weight is the probability of radiating soft or hardphotons of a given energy. The radiation weight has three components. The �rst
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158component is the probability of emitting a photon and has the correct radiativetail shape. This comes from Equation 119 and the generating function (Equation123). From these equations we get the weight for each of the three tails as,W irad = C=g � ((Eimax)g � (Eimin)g); i = e; e0; p0: (124)The product of the three weights for the three tails give us W softrad .W softrad = W eradW e0rad: (125)The second component is the multiplicative correction factor due to external ra-diation �exti , as described in equation 115. This too is calculated for each tail andincludes the external radiation su�ered in the exit windows of the scattering cham-ber and the entrance windows of the spectrometers and the air in between thesewindows.The �nal component is the due to the vertex corrections and is given by(1 � �hard). So �nally the product of all these little pieces gives us the radiationweight for an event,W eventrad = W softrad �exte �exte0 (1� �hard): (126)When the data are binned in terms of Em and Pm, we have accounted for eventswhich radiated into a particular bin by modifying the vertex. The Em and Pm werechanged by the total radiated energy, hence they contribute to bins they radiatedinto and not the ones they would have if there was no radiation. In addition theradiation weight assigned to each event accounts for events which radiated out ofthe bin. These two features together constitute the radiative correction procedureof the Monte Carlo SIMC. Thus using the described procedure we can generateradiated spectra with SIMC. This method obtains correct multi-photon angular



159distributions and hence is also known as the 'multi-photon' technique. However,one must remember that it does involve the peaking approximation at the singlephoton level.As an illustration of how the procedure works, Figure 58 compares an unra-diated missing energy vs missing momentum spectrum with a radiated spectrumfor Hydrogen target. One can clearly identify the radiative tails in this �gure.In Figure 59 the hydrogen missing energy spectrum is compared with the samecalculated using the Monte Carlo. While the resolution of the Monte Carlo didnot match the data, the integrated strength did compare very well with the dataas described in Section 5.1.The procedure described above is one of the three radiative correction proce-dures which are available in SIMC. The procedure described is the one currently inuse. Various comparisons of the di�erent procedures were done by the NE18 [72]and they found agreement to be better than 1% within the di�erent procedures.Since the above procedure approximates the angular distribution most e�ectively,it is the procedure of choice.4.11.7 Coulomb CorrectionsThe Coulomb distortions arise from the fact that the incoming and outgoing elec-trons interact with the electromagnetic �eld of the target nucleus. The e�ect ofthe Coulomb potential is to increase the momentum transfer q and also to cause anincrease in the electron 
ux in the vicinity of the target nucleus. These e�ects canbe accounted for by appropriately changing the electron wave used to calculate thecoincidence cross-section of the (e; e0p) reaction. This approach is also equivalentto summing the contributions from Feynman diagrams in which the electron andthe nucleus exchange one, two or more photons while the nucleus still remains in



160its initial state. It can be shown that this kind of distortion of the electron wavecan be approximated by attaching a phase factor to the plane wave expansion [80],which scales with the nuclear dimension and the strength of the Coulomb �eld. Inaddition the e�ective momentum of the electron is changed to k = k��k , where�k is the average electrostatic �eld around the electron, given by�k = R Vc(r) 2(r)drR  2(r)dr = f Z�Rc =< VC >; (127)here the factor f varies between 1.1 and 1.5 depending on the size of the nucleus,at the center of the nucleus f = 1.5. Such calculations have been done by Knoll etal. [27], and they provide an useful formula to estimate the e�ect of the Coulombdistortion on the cross-section:���max (%) � 0:3 qkoZ: (128)Where �max is the cross-section at the maximum of the distribution and ko is themomentum of the incident electron. This equation suggests that the Coulombcorrections get smaller as the energy of the incident electron increases and thus athigh electron energies this correction may be neglected.In the physics model used in the code SIMC 4.11, Coulomb corrections can beswitched on or o�. The correction prescription involves using the average Coulomb�eld < VC > to apply a shift to the incident and outgoing electron momentumwhich in turn shifts the momentum transfer and the missing momentum. Changingin the electron momentum also means that the calculated cross-section for theprocess changes. The reduced cross-section is obtained by,�reducedcc =  keffiki !2 �cc (129)



161Table 18: Coulomb radius and the Coulomb factor VC = fC �Z�1RC for the threetargets. Target RC = 1:18A1=3(fm) VC(MeV)12C 2.70 3.2556Fe 4.51 9.4197Au 6.88 19.8where keffi = ki + fc �ZRC . The e�ective momentum transfer is given by,~qeff = ~q(1 + fC�(Z � 1)RC 1kf ) + fC �(Z � 1)RC ~kiki (1� kikf ); (130)and so the missing momentum is shifted by,�~q = � ~Pm � fC�(Z � 1)RC  kf � ki + qkf ! : (131)For the averaged Coulomb potential the factor f is taken to be 1.2, but at thecenter of the potential it is 1.5. In SIMC the value of f is randomly generatedfor every event and it is constrained to have a value between 1.0 and 1.5 using0:5 � (3:0� (rand)2=3). From this prescription one gets the magnitude of the shiftsand the corrections to the cross-section as shown in Tables 18. and 19.The e�ect of the Coulomb correction was investigated by comparing the resultsof the Monte Carlo with and without the corrections. The results of this compari-son are tabulated in Table 20. The Coulomb shift in the data and the Monte Carloshould be done consistently since we use missing momentum pm cuts in comparingdata to Monte Carlo. However, it was realized that the the missing momentum isnot Coulomb shifted in the data while the Monte Carlo outputs Coulomb shiftedmissing momentum. In order to study the e�ect of this discrepancy the Coulombshift in the missing momentum of the Monte Carlo ntuples were subtracted, and
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Table 19: Change in the missing momentum �Pm and the correction to the cross-section. Kine q �Pm(MeV) �corrected� = �keffiki �212C 56Fe 197Au 12C 56Fe 197AuA 0.84 0.75 2.16 4.55 1.0026 1.0077 1.0162B 1.27 1.06 3.06 6.45 1.0026 1.0077 1.0162C 1.55 0.79 2.30 4.80 1.0020 1.0058 1.0122D 0.84 3.20 9.30 19.60 1.0077 1.0220 1.0471E 1.55 2.70 7.90 16.80 1.0039 1.0113 1.0241F 2.55 1.60 4.70 9.90 1.0020 1.0058 1.0122
Table 20: Change in counts �NN between 0-80 MeV in Em with and withoutCoulomb corrections. Here conj refers to the conjugate angle for the given kine-matic setting (A-F), and the extreme proton angle settings around the conjugateangle for kinematics A is called A5 and A10.Kine �Prot �NN12C 56Fe 197AuA1 conj 0.0065 0.043 0.045A5 conj +16 0.0105 0.019 0.015A10 conj -16 0.0489 0.006 0.096B conj 0.0148 0.0255 0.044C conj 0.001 0.0065 0.039D conj 0.017 0.080 0.153E conj 0.043 0.083 0.166F conj 0.018 0.012 0.019



163Table 21: Change in counts �NN between 0-80 MeV in Em with cuts on Coulombshifted and non-shifted missing momentum (-300< pm <300). Kine �Prot �NN12C 56Fe 197AuA1 conj 0.000 0.000 0.000A5 conj +16 0.007 0.005 0.006A10 conj -16 0.006 0.002 0.003the number of counts with cuts on the shifted and the non-shifted missing mo-mentum (and other nominal cuts) were recorded. Table 21 shows the fractionaldi�erence between the two approaches.The e�ect of the Coulomb corrections at backward angles is much larger thanthe correction at forward angles. This is because the correction is inversely pro-portional to the incident electron momentum and the backward angle points areat much lower momentum compared to the forward angle points. For the forwardangle kinematics the correction is < 2% for 12C, < 4% for 56Fe and < 5% for 197Au.Also the discrepancy of cutting on the Coulomb shifted pm in the Monte Carloand the non-shifted pm in the data was found to be negligible at conjugate angles,and <=0.6% for the extreme angles on either side of the conjugate angle.4.12 Extracting TransparencyThe nuclear transparency T� was determined by,T� = RV d3pidEmNexp(Em; ~pi)RV d3pidEmNPWIA(Em; ~pi) (132)where V is the �nite experimental phase space volume (with Em < 80 MeV andj~pij < 300 MeV),



164Table 22: Standard Data Constraints for E91-013. The calorimeter requirementdepends on the kinematics. Note that there is no �Cerenkov constraint for kine-matics F, with electrons in the SOS.Cut ValuesHMS � (%) �8SOS � (%) -10 - 20(p in SOS)SOS � (%) �15(e� in SOS)HMS X 0tar (rad) �0.075HMS Y 0tar (rad) �0.040SOS X 0tar (rad) �0.045SOS Y 0tar (rad) �0.060Missing Energy (MeV) 0 - 80Missing Momentum (MeV/c) �300Kine. A e� Calorimeter (GeV) > 1.0Kine. B e� Calorimeter (GeV) > 1.0Kine. C e� Calorimeter (GeV) > 1.0Kine. D e� Calorimeter (GeV) > 0.2Kine. E e� Calorimeter (GeV) > 0.4Kine. F e� Calorimeter (GeV) > 0.8e� �Cereknov (npe) >1Coincidence time cut (ns) �1.5Backgrd. Sample Width (ns) 6Nexp(Em; ~pi) is the normalized experimental yield and NPWIA(Em; ~pi) is thenormalized yield of the simulation. The integration of the yields over missingenergy and missing momentum Em and Pm ensures that averaging over the initialenergy and momentum of the knocked out proton.The experimental yield was determined using cuts listed in Table 22, theywere corrected for tracking e�ciency, detector e�ciencies, computer dead time andproton absorption. The PWIA yield was calculated with the Monte Carlo SIMC



165using the cuts listed in Table 22 for the same amount of charge as accumulatedexperimentally. Using the experimental and PWIA yields the transparency wasdetermined for all proton angles. The transparency for a given Q2 was determinedby taking the yield weighted average of the transparency for the di�erent protonangles. This ensures that the experimental yield is averaged over the full Fermicone over which protons are scattered. The same procedure is repeated for thePWIA yield. This was done for all three targets and at all Q2.4.13 Extraction of Spectral Functions4.13.1 DerivationIn this section the derivation of the formulae used in extraction of the spectralfunctions is performed, by starting with the basic relation between the experimen-tal counts and cross-section of the scattering process. One can measure the energyof the scattered electron Ee0 , the scattered proton energy Ep0 and the two anglesfor each of the two scattered particles, 
e0 (�e0 ; �e0 );
p0 (�p0 ; �p0 ). The yield from(e; e0p) scattering in some volume of phase space V 0(Ee0 ; Ep0 ;
e0 ;
p0 ) is,N(Ee0 ; Ep0 ; :::) = L � ZV 0 d6�dEp0d
p0dEe0d
e0 dEp0d
p0dEe0d
e0 ; (133)here L is the experimental luminosity and d6�dEp0d
p0dEe0d
e0 is the basic experimentalyield including all physical processes like radiation. This general expression canbe factorized as the product of the unradiated one photon exchange (OPE) yieldand a redistribution due to Bremsstrahlung radiation as,N(Ee0r; Ep0r ; :::) =L � ZV d6V Zp0e0 R(p0r; e0r;p0 ; e0) d6�OPEdEp0d
p0dEe0d
e0 dEp0d
p0dEe0d
e0 ; (134)



166where R(p0r; e0r;p0 ; e0) represents the redistribution and the smearing due to ra-diation. For clarity the label OPE will be dropped from here onwards with theunderstanding that all cross-sections are for OPE processes.In an experiment the yield is further smeared by the experimental resolutionand limited by the acceptance of the spectrometers used to detect the particles andhence the yield must include the acceptance function A(p0exp; e0exp;p0r; e0r) whichtransforms the nominal experimental variables p0r; e0r to reconstructed variablesp0exp; e0exp,N(Ee0exp; Ep0exp; :::) = L � ZVexp d6V Zp0r ;e0r A(p0exp; e0exp;p0r; e0r)d3p0rd3e0rZp0e0 R(p0r; e0r;p0 ; e0) d6�dEp0d
p0dEe0d
e0 dEp0d
p0dEe0d
e0 : (135)The experimental yield is measured over some �xed range of the measured quan-tities, which is used to de�ne the volume Vexp. If the data is binned in (Eexpm ;pexpm )space, the yield can be expressed as,N(Eexpm ;�Eexpm ;pexpm ;�pexpm ) = L � ZEm�Em dEm Zpm;�pm d3pm ZVexp d6V�(Em � (Ee � E 0exp � E 0pexp +Mp � T recexp))�(p0m � (pe � p0exp � pp0exp))Zp0r;e0r A(p0exp; e0exp;p0r; e0r)d3p0rd3e0rZp0e0 R(p0r; e0r;p0 ; e0) d6�dEp0d
p0dEe0d
e0 dEp0d
p0dEe0d
e0 : (136)To make the above expression tractable one has to make some assumptions andapproximations. These assumptions are,� The spectrometers do not bias the measured quantities,p0exp = p0r;e0exp = e0r:



167� The spectrometer acceptances are independent of each other,A(p0exp; e0exp;p0r; e0r) = A(p0exp)A(e0exp)�(p0exp � p0r)�(e0exp � e0r):� The e�ects of radiation can be incorporated in terms of smearing and re-distribution of the incident and outgoing electron and the outgoing protonas,Z R(p0r; e0r;p0 ; e0) d6�dEp0d
p0dEe0d
e0 dEp0d
p0dEe0d
e0 = d6�RdEexpp0 d
expp0 dEexpe0 d
expe0 :Since the measurements are made in the spectrometer coordinates, one has to usethe Jacobian for transforming to the spectrometer coordinates which is given by,jJ j = 1(1 + (��e0)2(��e0)2)3=2(1 + (��p0)2(��p0)2)3=2 ;here ��e0=p0 and ��e0=p0 are angles measured in the spectrometers relative to thecentral angles in the e0 and p0 arms respectively. Under these assumptions theexpression for experimental yield can be written as,N(Eexpm ;�Eexpm ;pexpm ;�pexpm ) = L � ZEm;�Em dEm Zpm;�pm d3pm ZVexp d6V�(Em � (Ee � E 0exp � E 0pexp +Mp � T recexp))�(p0m � (pe � p0exp � pp0exp))jJ jA(p0exp)A(e0exp) d6�RdEexpp0 d
expp0 dEexpe0 d
expe0 (137)Note that the right hand side of Equation 137 can be evaluated by Monte Carlotechniques and is the basis of the Monte Carlo SIMC described in Section 4.11. Inevaluating this integral one calculates the radiation smeared cross-section under thePWIA whereby one can factorize the cross-section in terms of the e-p cross-section�ep and the radiation smeared spectral function SR(Em; pm) [13],d6�RdEexpp0 d
expp0 dEexpe0 d
expe0 = Eexpp0 pexpp0 �epSR(Eexpm ; pexpm ): (138)



168So using this factorization gives,N(Eexpm ;�Eexpm ;pexpm ;�pexpm ) = L � ZEm;�Em dEm Zpm;�pm d3pm ZV 0exp d6V 0jJ jA(p0exp)A(e0exp)Eexpp0 pexpp0 �RepSR(Eexpm ; pexpm )�(Em � (Ee � E 0exp � E 0pexp +Mp � T recexp))�(p0m � (pe � p0exp � pp0exp)): (139)Here SR(Em; pm) is the radiation smeared spectral function. Here another approx-imation is made, the cross-section �Rep and the spectral function SR(Em; pm) doesnot change signi�cantly within the bin of size �Em;�pm. Under this assumptionthe cross-section and spectral function can be taken out of the integral. This givesus, N(Eexpm ;�Eexpm ;pexpm ;�pexpm ) =L �Eexpp0 �pexpp0 ��Rep �SR(Em; pm)jJ j ZEm;�Em dEm Zpm;�pm d3pm ZV 0exp d6V 0�(Em � (Ee � E 0exp � E 0pexp +Mp � T recexp))�(p0m � (pe � p0exp � pp0exp))A(p0exp)A(e0exp): (140)Here �Eexpp0 ; �pexpp0 ; ��Rep and �SR are averages over a bin of size �Em;�pm. In theabove expression the terms within the second integral can be seen as a Jacobianto go from (Ep0exp;
p0exp); (Ee0exp;
e0exp) space to Eexpm ; pexpm space, and because of theacceptance functions A(p0exp) and A(e0exp) it cannot be evaluated analytically andone must resort to Monte Carlo techniques in order to evaluate it. If one expresses�0(p0; e0;Em;pm) as,ZEm;�Em dEm Zpm;�pm d3pm ZV 0exp d6V 0�(Em � (Ee � E 0exp � E 0pexp +Mp � T recexp))�(p0m � (pe � p0exp � pp0exp))A(p0exp)A(e0exp)= ZEm;pm �0(p0; e0;Em;pm)d3pmdEm; (141)



169where �0(p0; e0;Em;pm) is function for converting the phase space in (p0; e0) to phasespace in terms of Em;pm, using a Monte Carlo simulation of the spectrometers toevaluate the integral REm;pm �0(p0; e0;Em;pm)d3pmdEm as described below.A Monte Carlo model of both the spectrometers with all the apertures anddetector e�ciencies is made. The experimental phase space is then populatedwith uniform distributions in Ee0 ; Ep0 ;
e0 and 
p0 (the experimentally observablevariables). This ensures that all combinations of these six variables (within theexperimental acceptance) are sampled. In other words the probability of �ndingan event with (Ee0 ; Ep0 ; :::) can be written as,P (Ee0 ; Ep0 ; :::) = P (e0)P (p0); (142)whereP (e0) = 1 for abs(Ee0 ) � �Ee0 ; and for abs(
e0) � �
e0 ;= 0 otherwise;P (p0) = 1 for abs(Ep0 ) � �Ep0 ; and for abs(
p) � �
p;= 0 otherwise:Where �Ee0 is the acceptance in Ee0 and �
e0(�e0; �e0) is the angular acceptance ofe' arm and �Ep0 is the acceptance in Ep0 and �
p(�p; �p) is the angular acceptanceof p arm. So the probability of having an event in a bin B of volume�Ee0�Ep0��e0��e0��p0��p0is 1, if it is within the experimental apertures. The Monte Carlo is used to generateNtried events in a volume Vgen, and the Monte Carlo counts are then binned in Emand pm space. Now if there are Nij counts in the bin (i; j), of volume �Em�pm



170which we will de�ne as unit volume and if PB0 is the phase space volume de�nedby the experimental apertures, we can write,NtriedVgen � PB0 =Xij Nij (ij is sum over all Em and pm);= NMonteCarlo: (143)This implies,Z �0(Ee0 ; :::)dEmd3pm = NMonteCarlo � VgenNtried = PB0 : (144)Ntried is the total number of trials in the Monte Carlo, Vgen generation volume in(Ee0 ; :::) space over which the events are randomly generated and NMonteCarlo isnumber of counts in all Em and pm space.Now substituting the expression for R �0 shown above one gets,N(Eexpm ; pexpm )B0 = L �KjJ j��ep �SR(Eexpm ; pexpm )PB0 ; (145)here �K = �Ep0 �pp0 . which brings us to the desired equation�SR(Eexpm ; pexpm )B0 = N(Eexpm ; pexpm )B0L �KjJ j��epPB0 : (146)From here onwards the label exp is dropped with the understanding that all kine-matic quantities such as Em and pm are calculated from measured experimentalquantities. Note that the spectral function so extracted is smeared by radiation.The procedure to remove this radiation smearing is discusses in Section 4.14.4.13.2 ProcedureFor each of the electron kinematics data were collected over a range of protonkinematics. To get a complete picture one has to combine the data from all the



171proton kinematics with their correct weights. The procedure used to do this isdescribed below. The phase space acceptance is calculated by uniformly illuminat-ing both spectrometers in the Monte Carlo simulation for each proton kinematics.The same number of successful events are generated for each kinematics. So forthe (i; j)th bin in Em; pm space on gets,P (i; j) = Nij � Vgen � (computer e�ciency)Ntried : (147)The computer e�ciency used here arises from the re�ning of the limits in whichevents are generated, once partial information about the event is known. Thesere�nements are based on the acceptance of the spectrometers and are done toincrease the speed of generation.The data is then binned in Em and pm bins and for each event, �ep the o�shell cross-section multiplied by kinematic factors, is determined. Each event isthen weighted by L � 1�epEp0 pp0 .Thus for any given proton kinematics the spectralfunction for a (i; j)th bin is,SR(i; j) = 1L � P (i; j) Xcounts 1�epEp0pp0 jJ j ; (148)and [�SR(i; j)]2 = ((@SR(i; j)@P (i; j) )2(�P (i; j))2 + (@SR(i; j)@N(i; j) )2(pcounts)2): (149)Here counts is the number of counts N(i; j) in that bin.Since there are multiple proton kinematics a weighted average for each bin overall kinematics is done. This is given by,SRav(i; j) = Pnk=1 SRk (i; j)=(�SRk )2Pnk=1 1=(�SRk )2 ; (150)



172and [(�SRav)2(i; j)]�1 = nXk=1 1=(�SRk )2: (151)This gives us the average spectral function for each bin in Em; pm space. Onemust note that the spectral function extracted from the data using the proceduredescribed above is not the spectral function as de�ned under PWIA. The spectralfunction thus obtained is a product of the average distorted spectral function andthe transparency. Unlike the PWIA it includes the e�ects of �nal state interac-tions and other distortions of the scattered electron (like coulomb distortion ) andthe scattered proton. In addition these spectral functions are radiation smeared.However, the e�ects of radiation averaged over a bin in Em and pm can be removedfrom the distorted spectral function. The procedure for doing such a deradiationis described in Section 4.14.Next one integrates over Em to get the momentum distribution and integrateover pm to get the energy distribution. This is done as follows,Z SR(i; j)dE = �(pm) = EmaxXEmin Ebin � SR(i; j); (152)and [��(pm)]�1 = vuuutEmaxXEmin( SR(i; j)�SR(i; j))2 � �(pm); (153)similarlyZ SR(i; j)d3pm = 4� � pmaxXpmin pbin � p2 � SR(i; j); (154)and [�SR]�1 = vuutpmaxXpmin( SR(i; j))�SR(i; j))2 � 4� � SR: (155)



1734.14 Deradiating the Spectral FunctionsIn the procedure described above we have not accounted for the fact that theexperimental spectra get modi�ed due to internal and external bremsstrahlungradiation. These radiative processes have twofold e�ect on the data. Firstly thecross section of the process is modi�ed and secondly the kinematics (energy, mo-mentum, angle) of the electron are also changed. Although, these are real physicalprocesses, they are experiment speci�c, and so most theoretical calculations do nottake these e�ects into account. Thus, in order to get to the underlying physics, andalso to directly compare with theoretical calculations, one needs to unfold theseradiative processes from the spectral function extracted from the data.As mentioned earlier the data is binned in missing energy Em and missingmomentum Pm, which means that for any given bin, the radiative processes wouldadd some events from neighboring bins into this bin and also displace some eventsinto the neighboring bins. So any unfolding procedure must recover events whichwere lost from a bin and also remove the events which radiated into the given bin.The unfolding procedure described below uses the Monte Carlo simulationSIMC, this simulation uses model spectral functions and includes a mechanismto radiate the simulated events [72], which is based on the radiative correction for-malism developed by Mo and Tsai [78]. For details about how radiative correctionsare done in the Monte Carlo was discussed in Section 4.11.6.Our unfolding procedure involved calculating a correction factor for each Em,Pm bin. To get these correction factors, one runs the Monte Carlo simulationSIMC for a �xed number of successes and a �xed amount of charge, once with theradiation turned on and once with the radiation process turned o�. Next both theradiated and the non-radiated events are binned in Em and Pm, and each event



174is weighted by the model spectral function. For events in the radiated spectraeach event has an additional radiation weight which accounts for the events whichradiated out of a given bin. The radiated events also have their kinematics slightlymodi�ed due to radiation, this accounts for events which radiate into a given bin.The events are also normalized with their correct luminosity. Thus the contents ofbin (i; j) in the two cases mentioned above can be written as,N radi;j (Em; pm) = nXk=1Wk �W radk � L;where n is the number of events in the bin(i; j) (156)and Nnoradi;j (Em; pm) = n0Xk0=1Wk0 � L;where n0 is the number of events in the bin(i; j): (157)Here L is the luminosity and Wk is the weight due to the model spectral function.Now from these two quantities we can calculate the correction factor as,Cradi;j (Em; pm) = N radi;j (Em; pm)�Nnoradi;j (Em; pm)N radi;j (Em; pm) : (158)This correction factor accounts both for events radiating out of a given bin andthose radiating into a given bin. To get deradiated spectral function one mustapply this correction factor Cradi;j (Em; pm), to equation 4.13.2 , which was derivedin the previous section as the correct procedure for extracting spectral functionsfrom data. That equation now becomes,Sderad(i; j) = 1L � P (i; j)[ Xcounts 1�epEe0pp0 � Cradi;j � Xcounts 1�epEe0pp0 ]; (159)and
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176[�(Sderad(i; j))]2 = ((@Sderad(i; j)@P (i; j) )2(�P (i; j))2 + (@Sderad(i; j)@Cradij )2(�Cradij )2+(@Sderad(i; j)@N(i; j) )2)(q[Counts� Counts � Cradi;j ])2): (160)Here Counts is the number of events N(i; j) in the bin(i,j), and multiple protonkinematics are combined as described earlier,Sderadav (i; j) = Pnk=1 Sderadk (i; j)=(�Sderadk )2Pnk=1 1=(�Sderadk )2 ; (161)and[(�Sderadav )2(i; j)]�1 = nXk=1 1=(�Sderadk )2; (162)and as described in the previous section on can extract the momentum and energydistributions from the above quantities. We �rst try this out on Monte Carlo datawhere we should be able to get back the model spectral function from the radiatedMonte Carlo data. The results of such an exercise is shown in Figure 60. At thehighest and lowest pm the phase space varies very rapidly and thus the averagingover these edge bins have larger systematic uncertainties.This deradiation procedure is dependent on the model spectral function whichis an essential input in this method. This model dependence is unavoidable, soone must use an iterative procedure in order to get the �nal spectral function fromthe data. The schematic of the iterative procedure is shown in Figure 61 Thetest involves comparing the new spectral function with that obtained from the lastiteration, where the new spectral function is given by,Snew(Em; pm) = Nmodel(Em; pm)Ndata(Em; pm) Sdata(Em; pm): (163)



177
        DATA

Deradiation
 Procedure

Model

Spectral Function

TEST

Final 
Spectral FunctionFigure 61: Schematic of the iterative procedure used to handle the model depen-dence

Model Dependence of deradiated spectral functions

-0.5
-0.4
-0.3
-0.2
-0.1

0
0.1
0.2
0.3
0.4
0.5

-300 -200 -100 0 100 200 300

-0.5
-0.4
-0.3
-0.2
-0.1

0
0.1
0.2
0.3
0.4
0.5

-300 -200 -100 0 100 200 300Figure 62: The model dependence of the deradiation process



178The iteration is continued till the integral over all Em and pm of the new spectralfunction de�ned by Equation 163 di�ers by less than 1% from the integral of thespectral function from the previous iteration. This iterative procedure was testedby applying the procedure on simulated data created by using some model spectralfunctions which were deliberately distorted.The model dependence of this procedure was estimated by using a startingmodel which had incorrect radii and shape. The radius of the erroneous modelwas 40% bigger. The �nal spectral function obtained was compared with thespectral function obtained by starting with a good model. The results are shownin Figure 62. Similar tests were also done with models where the p and s shellsmissing energy ranges were swapped. The procedure was successful in extractingthe correct spectral function after several iterations.The deradiated spectral functions extracted from the data by this procedureare spectral functions that include distortions due to FSI and also include nucleartransparency. As described in Section 4.13 they are the average of the distortedspectral function over the bin size �Em and �pm. We will denote it as SD(Em; pm)from here onwards.4.15 Longitudinal and Transverse Separation ofthe Spectral FunctionThe (e; e0p) coincidence cross-section can be expressed in terms of four structurefunctions as shown,d6�dEe0d
e0dEp0d
p0 = p0Ep0�Mott Q2(q2�)x[�WL(!; q; p0) +WT (!; q; p0) + vLTWLT cos �+ vTTWTT cos 2�]: (164)



179The interference termsWLT andWTT are a function of sin �pq where �pq is the anglebetween the ~q vector and the outgoing proton direction. In parallel kinematics �pqis zero, thus the interference terms drop out, giving,d6�dEe0d
e0dEp0d
p0 = p0Ep0�Mott Q2(q2�)[�WL(!; q; p0) +WT (!; q; p0)]: (165)In the plane wave impulse approximation the cross-section can also be factorizedas, d6�dEe0d
e0dEp0d
p0 = p0Ep0�epS(Em;pm) (166)Where �ep = �Mott Q2q2� [�jFL(Q2)j2 + jFT (Q2)j2]. Here FL and FT are electric andmagnetic proton form factors. This shows that the longitudinal-transverse charac-ter of the cross-section is governed by the nucleon current in this approximation.We also make the approximation that the di�erence in the proton distortion forWL andWT can be neglected. The accuracy of this approximation must be checkedwith a theoretical calculation.Thus from the two Equations 165 and 166 we get the relation:S(Em;pm) = [�(Em;pm)WL(!; q; p0) +WT (!; q; p0)][�(Em;pm)jFL(Q2)j2 + jFT (Q2)j2] (167)Now one would like to separate the longitudinal and transverse spectral functionusing the above equation and the spectral functions extracted from the forwardand backward angle data (which have di�erent values of � the photon polarization).However, there are variations in the Q (momentum transfer) and the ! (electronenergy loss) acceptances between the forward and the back angle kinematics, (seeFigure 63). In addition at the backward angle the pm acceptance is restricted to� � 80 MeV. This means we must restrict the forward angle spectral function to a
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Figure 63: !(electron energy loss) vs q for the forward and back angle datasimilar range in pm in order to match the acceptances. Thus the spectral functionsat the forward and backward angle for pm < � 80 MeV only is used to get theseparated spectral functions.Extraction of the spectral function from the data involves binning the data insmall bins of missing energy (Em) and missing momentum (pm). The q (momentumtransfer) and the ! (electron energy loss) are averaged over these small bins, thisremoves the large variation in q. For pm < � 80 MeV the average value of q foreach bin at the forward and backward angle is shown in Figure 64. Its is clear thatthey match very well in this scheme.Now since the forward and back angle measured (distorted) spectral functionscorrespond to same average q, ! and p0 per bin, we can use Equation167 to separate



181

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

10 20 30 40 50 60 70 80
Em (MeV)

q
 (

G
eV

/c
)

0 < Pm < 80 MeV

Figure 64: q for the forward (triangles) and back angle (inverted triangles) averagedover small bins in Emand pm. The pm is restricted to � 80 MeV. datathe longitudinal and transverse spectral functions. They are given by,SD(Em) = Z SD(Em;pm)p2mdpm = Z �WL +WTF (�) p2mdpm (168)where F (�) = �jFL(Q2)j2 + jFT (Q2)j2 and the integration over either Em orpm is necessary to reduce the statistical errors. Representing all forward anglequantities with a superscript `f' and all back angle quantities with the superscript`b' we get,WL(Em) = SDb (Em)F b � SDf (Em)F f�b � �f ; (169)andWT (Em) = �fSDb (Em)F b � �bSDf (Em)F f�f � �b : (170)



182From these we get the separated spectral functions as ,SL(Em) = WL(Em)G2E ; (171)andST (Em) = WTQ24M2pG2M : (172)Under the approximation that the virtual photon couples to a single nucleonthe longitudinal and the transverse spectral functions are equal,SL = ST : (173)Deviation from this PWIA result is usually measured in terms of the di�erenceST�SL and the ratio of the response functions RG.The the ratio RG of the responsefunctions is given by,RG = vuut4M2pWTQ2WL = sSTSL GMGE : (174)If SL = ST then RG = �p.4.16 Error AnalysisThe separation of the longitudinal and the transverse spectral function uses thecross-section at the forward and the backward angles, so the uncertainty in theoperated spectral functions is governed by the uncertainties at the forward andthe backward angles. The uncertainty is given by,�2L=T = (@SL=T@Sfwd )2�2(Sfwd) + (@SL=T@Sbwd )2�2(Sbwd)+2(@SL=T@Sfwd @SL=T@Sbwd )�(Sfwd)�(Sbwd)Cov(Sfwd; Sbwd): (175)



183Here Sfwd; Sbwd are the spectral functions at the forward and backward an-gles while �(Sfwd); �(Sbwd) are the uncertainties corresponding to these spectralfunctions and Cov(Sfwd; Sbwd) is the covariance between them.For the statistical uncertainties of the separated spectral functions the covari-ance is zero and so just the �rst two terms in Equation 175 contribute. For examplethe statistical uncertainty in the separated response functions is given by,�2WL(pm) = (�(Sb)2 + �(Sf)2)(�b � �f )2 (176)and �2WT (pm) = (�f�(Sb)2 + �b�(Sf)2)(�f � �b)2 (177)The covariance between the two is given by,Cov(WL;WT ) = ��f (�(Sb))2 + �b(�(Sf))2(�b � �f)2 : (178)The various terms in the above equations are as described in the previoussection.However, for certain systematic errors the covariance is non-zero and thus theforward angle and backward angle uncertainties are correlated. The systematicuncertainties in the spectral functions at the forward and backward angles can bedivided into two types,� Correlated systematic uncertainties - These are uncertainties in quantities(example, the central scattering angle) which are correlated between theforward and the backward angle data.� Normalization type or scale type - These are uncertainties in the quantitieswhich do not vary between the forward and backward angle points. (example,



184the uncertainty in the absolute normalization and the uncertainty in thecharge measurement,)The correlated uncertainties propagate to the separated spectral functions interms of Equation 175, while the normalization type uncertainties propagate di-rectly into the separated spectral functions. In addition the normalization typeuncertainties do not e�ect the ratio of the separated spectral functions RG. Thusthe ratio of the separated spectral functions has lower uncertainties than the sepa-rated spectral functions themselves. The systematic uncertainties of the ratio RGis given by,(�RGRG )2 = (�WLWL )2 + (�WTWT )2 � (2Cov(WL;WT )WLWT ): (179)



Chapter 5Results5.1 Absolute NormalizationThe elastic scattering of electrons from a liquid hydrogen target was used to de-termine the absolute normalization. Data were collected at each conjugate anglekinematic setting listed in Table. 6, where data were taken on nuclear targets. Be-cause hydrogen has a single proton there is no �nal state interaction and thus theexperimental yield should match the yield calculated using the PWIA simulationSIMC (Section 4.11). This is subject to conditions that all the detectors workedwith 100% e�ciency and that the spectrometer acceptance and the radiative ef-fects and the e-p cross-section were modeled correctly by the simulation SIMC.Hence this method of comparing the experimental yield corrected for detector ef-�ciencies and proton absorption with calculated yield is a very e�ective test of thespectrometer models and the radiative e�ects included in the simulation. Datawere collected for both inclusive H(e; e0) scattering (singles) and exclusive H(e; e0p)scattering (coincidence). The experimental yield, corrected for tracking e�ciencyand proton absorption was compared with the simulated yield. Both data and thesimulated yields were normalized to the same luminosity. The set of constraints185



186Table 23: Nominal Data Constraints applied to the Hydrogen dataCut ValuesHMS � (%) �8SOS � (%) -10 - +20(p in SOS)SOS � (%) �15(e� in SOS)HMS X 0tar (rad) �0.075HMS Y 0tar (rad) �0.040SOS X 0tar (rad) �0.045SOS Y 0tar (rad) �0.060Missing Energy (MeV) �25Missing Momentum (MeV/c) �50applied to both the data and the simulation are listed in Table. 23. In addition tothese nominal constraints it was also required that the invariant mass of each eventcorrespond to the proton mass in order to ensure a true elastic scattering event.The coincidence yield for the Q = 1.8 GeV point is low because the gas mixturein the HMS wire chambers was bad following a power outage (at this setting theprotons were detected in the HMS), which led to large ine�cient regions in thechamber. In addition to this the wire chambers were not optimized for protons(they were optimized for electrons which have a di�erent dEdx than protons). Underthese circumstances we were unable to make a reliable measurement of the trackingand wire chamber e�ciency of the protons. This behavior was observed only forhydrogen; the data on the other targets were taken several days later and were note�ected.The results of these comparisons are shown in Table 24 and in Figure 65, wherethe ratio of the experimental to the simulated yields are listed. In addition tocomparing the total yields the reconstructed momentum and angular distributions
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188Table 24: The ratio of the data yield to the Monte Carlo yieldQ Data/Simulation H(e; e0p) Data/Simulation H(e; e0)(GeV)0.80 1.006 � 0.005 1.015 � 0.0051.13 1.007 � 0.005 1.009 � 0.0051.34 0.991 � 0.005 1.003 � 0.0050.80 0.986 � 0.005 0.997 � 0.0051.35 0.987 � 0.005 0.989 � 0.0051.82 0.94 � 0.012 � 0.06 0.991 � 0.007for both spectrometers were also compared with the simulated distributions, asdiscussed in Section 4.11, where a typical comparison was shown in Figure 56. Thesimulation reproduces the detailed shapes of all the reconstructed momentum andangles, however, the simulation underestimates the e�ects of multiple scatteringand detector resolutions (as seen in the Em spectra in Figure 66). This may becaused by the reconstruction and the optics of the spectrometer not being perfectlyoptimized and thus there might be some residual non-physical dependences of themissing energy and other reconstructed quantities. However, the good agreementin shapes of the reconstructed quantities tell us that our representation of theacceptance function is accurate but the representation of the resolution functionis somewhat less accurate.The constraint dependence of the spectrometer model and acceptance was stud-ied by varying the constraints (Table. 23) on the reconstructed quantities (momen-tum, angles missing energy and missing momentum) by about � 10-15%. Each ofthe constraints on both spectrometer was individually varied.The radiative e�ects included in the simulation were tested by comparing themissing energy spectra from the data and the simulation at high missing energieswhere all of the contributions to H(e; e0p) scattering are due to radiative e�ects.



189The results of these comparison are shown in Figure 66. The radiative tails arewell reproduced up to missing energies of 80 MeV.It was concluded from the studies and results listed above that the acceptanceand the absolute normalization is known to 1.5% in this experiment.5.2 Systematics of The ExperimentSome of the systematic uncertainties in the experimental data due to the experi-mental equipment and e�ects like proton absorption and random coincidences arediscussed here. The remaining uncertainties are due to model dependencies of thephysics simulation and these will be discussed in the Section 5.3.5.2.1 Systematic Variations in The DataData were collected at six di�erent kinematic settings (A-F, as listed in Table 6), ateach kinematic setting the electron scattering angle was kept �xed while the protonangle was changed in steps of 40. Under these conditions for the same experimentalluminosity, the electron singles yield must remain constant over all proton anglesin a given kinematic setting. However, the singles yield can be di�erent due tovariations in the detector e�ciencies, variations in the detector calibration, vari-ations in the beam and other time dependent systematic variations. Hence thechanges in the singles yield greater than the expected statistical uncertainties wasused as a measure of systematic variation in the data. The percent variation of thesingles yield, de�ned as the standard deviation of the mean yield divided by thesquare root of the number of runs is listed is Table 25 for each of the kinematicsettings. An alternative method for quantifying the systematic variations of thedata involves, comparing the coincidence yield from duplicated data sets (runs).
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191Table 25: Singles Yield Stability. The % variation in the average (weighted bycharge) of the singles yields. The variation is calculated from the standard devia-tion of the mean over the square root of the number of runs. For Kinematics A-D,both Dec. 1995 and May 1996 data are used in the averages.Kinematics Target % Variation in Total #Singles Yield of RunsA C 0.22 16B C 0.33 13C C 0.19 17D C 0.37 16E C 0.69 13F C 1.02 9A Fe 0.26 14B Fe 0.31 11C Fe 0.29 18D Fe 0.57 14E Fe 0.63 14F Fe 0.35 11A Au 0.19 18B Au 0.49 12C Au 0.42 19D Au 0.82 10F Au 1.74 16For each kinematic setting the central proton angle (conjugate angle) was dupli-cated for this purpose. The percent variation in the coincidence yield is listed inTable 26. The relatively large variation in yields for Kinematics F is due to thefact that half of the data were taken with the scintillator phototubes of one side ofone plane (S2Y-) of the HMS hodoscope turned o�. Excluding that data set thevariation from data set to data set is much less than 2%. The statistical uncer-tainty is less than 1%. Again, with the exception of Kinematics F, the stability ofthe coincidence yields over all the kinematic settings are on the order of 1%. Thestatistical error is less than 1%.



192
Table 26: Coincidence Yield Stability. The % variation in the average (weighted bycharge) of the coincidence yields for the conjugate angle setting at each kinematics.The variation is calculated from the standard deviation of the mean over the squareroot of the number of runs. For Kinematics A-D, both Dec. 1995 and May 1996data are used in the averages.Kinematics Target % Variation in Total #Coin. Yield of RunsA C 0.59 4B C 0.66 5C C 1.02 5D C 0.80 4E C 1.05 6F C 2.13 2A Fe 0.49 4B Fe 0.15 3C Fe 0.15 2D Fe 1.24 2E Fe 0.85 2F Fe 0.48 4A Au 0.65 4B Au 0.50 5C Au 1.03 4D Au 1.02 5F Au 1.87 8



193Table 27: The average over all runs (weighted by luminosity) of the discrepancydue to variation in constraints, for the three targets are shown.Target Average DiscrepancyC 0.997 � 0.008Fe 0.995 � 0.010Au 0.994 � 0.0115.2.2 Constraint DependencyThe nominal constraints (also called cuts) are listed in Table 22. The cut depen-dence of the data was tested by varying each constraint (cut) by 20%-30% andestimating the discrepancy between the yields with the nominal cuts and with themodi�ed cuts. The discrepancy was measured for each kinematics and for eachtarget and is averaged over data sets from each proton angle. The discrepancy wasfound to be less than 1% in most cases and, the average discrepancy for the threetargets is shown in Table. 27. This study was used to assign a 1.0% systematicuncertainty to the data, due to constraint dependence. A detailed account of thisstudy can be found in Ref. [71]The experimental spectra for missing energy and the reconstructed angulardistributions were aligned with the simulated missing energy spectra and angulardistributions. The mean o�sets needed to achieve alignment for each kinematicsetting are listed in Table 28. In all cases the o�sets were small (except for theenergy o�sets in Kinematics E). These o�sets were due to small variations of thereconstruction of the events at the target with the kinematics. It was found that theSOS momentum reconstruction had a small dependence on the central momentumsetting of the spectrometer and this along with the small variations in the beamposition, the small misalignments in the magnets and the target caused these
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Table 28: The mean o�sets needed in order to align the experimental missingenergy spectra and the reconstructed angular distributions with the simulatedspectraKinematics Target O�setsHMS SOSEm x0tar y0tar x0tar y0tar(MeV) (mrad) (mrad) (mrad) (mrad)Carbon 2.95 0.71 1.34 -0.2 -1.46Kine A Iron 2.57 0.44 1.22 -0.09 -0.99Gold 1.02 0.71 0.91 0.11 -0.07Carbon 2.36 0.17 0.56 -0.46 -1.32Kine B Iron 2.08 0.14 0.35 -0.52 -0.36Gold 0.77 0.17 0.08 -0.52 -0.35Carbon 2.48 1.14 0.48 -0.56 -0.14Kine C Iron 2.34 1.05 0.31 -0.54 -0.15Gold 0.55 0.32 -0.09 -0.37 -0.57Carbon 0.52 0.94 -0.16 -0.04 -1.64Kine D Iron 1.05 0.23 -0.33 0.1 -1.81Gold 0.16 0.25 -0.64 0.08 -0.72Carbon 5.76 -1.41 -2.81 0.02 -1.48Kine E Iron 4.06 -1.73 -3.45 -0.4 -0.93Gold - - - - -Carbon 1.97 1.40 0.43 -0.22 -1.70Kine F Iron 1.83 1.47 0.10 -0.28 -0.81Gold 0.62 1.35 -0.08 0.07 0.40



195Table 29: Systematic Uncertainties in the Data.Item % Uncertaintyin Data YieldCurrent Measurement 1Solid Target Thickness 0.1orCryo. Target Thickness 0.5HMS Tracking E�. 1SOS Tracking E�. 1Proton AbsorptionKine A - E 0.5Kine F 1.0Background Subtraction 0.1Constraint Stability 1.0Run Stability 1Sum in QuadratureKine A-E 2.3kine F 2.5o�sets.5.2.3 SummaryThe systematic uncertainties of the data are listed in Table 29. The sum in quadra-ture of all the sources of uncertainty is 2.3 % for kine A-E and 2.5 % for kine F.As mentioned earlier these do not include the systematic uncertainties due to themodel dependence which is summarized in Section 5.3.The results of this experiment are discussed in the next three sections. Firstwe extract nuclear transparency using the IPSM spectral functions in a PWIAsimulation employing the procedure described in Section 4.12. The experimentalyield and the PWIA simulation yield is determined over a �xed phase space volume



196de�ned by the constraints in Table 22 and they are averaged over the initial motionof the proton in the nucleus by averaging the transparency over all the proton anglescovered, for each kinematics. The extracted transparency is compared with thetransparency measured in previous experiments and a few theoretical models.Next the distorted deradiated spectral functions are extracted from the datausing the procedure outlined in Section 4.13 and Section 4.14. These spectralfunctions include the nuclear transparency, ie. they are the product of the dis-torted spectral function and the transparency (labeled SD(Em; pm). These spectralfunctions are then projected into Em or pm space, compared to a few theoreticalcalculations and used to extract transparency.In the last section the measured distorted spectral functions are used to sepa-rate the longitudinal and the transverse spectral functions over a limited range inpm. The ratio of the transverse to the longitudinal response is also calculated. Byextending the longitudinal spectral function to all pm under the assumption thatthe ratio of transverse to longitudinal is independent of pm we calculate the trans-parency yet again using just the extended longitudinal spectral function. This canbe thought of as a rough estimate of the transparency of protons knocked out insingle nucleon processes.5.3 TransparencyFigures 67-69 compare the missing energy spectra from the three nuclear targets(C, Fe, Au) with the corresponding simulated spectra. The measured and simu-lated spectra have been normalized to have the same number of counts, to assistin comparing the detailed shapes. The carbon spectra show that the data has lessstrength than the simulation in the dip region between the 1p3=2 and the 1s1=2



197shells. This e�ect was studied by moving the s shell peak to higher missing ener-gies. The data suggests that the s shell peak is a few MeV higher than what isused in the model, which is based on previous experiments.The iron spectra show the largest discrepancy between simulation and experi-ment. The iron spectra have their strength shifted and the simulated shell widthsof the deeply bound states do not match the data. However, since we integrateover missing energies between 0 and 80 MeV, the transparency calculation are in-sensitive to the details of the shape of the missing energy spectra. This has beentested and is discussed in Section 5.2.2. Spectral functions were also extracted(Section 5.4) from the data and used to calculate the transparency.The nuclear transparency as a function of proton angle for the three targetsis shown in Figures 70-72. The upper panels compare the data and simulationyields as a function of proton angles, illustrating the coverage of the Fermi cone.The lower panels show the transparency as a function of proton angles with thesolid lines corresponding to the transparency averaged over all proton angles, thisillustrates the left-right (about the conjugate angle) asymmetry of the transparencyseen in the data. This asymmetry is caused by the LT interference term in theo�shell cross-section which is in excess of the LT interference strength alreadypresent in the deForest prescription �cc1. This asymmetry decreases with Q2 andit is a small asymmetry at Q2 = 3.2 GeV2 where we have data only on one side of~q. As mentioned earlier the weighted average of the transparency at all protonangles is taken as the transparency at a given Q2. Table 73 lists the transparency asa function of Q2 for the three targets. The uncertainty in the transparency quotedin this table is the 1% statistical uncertainty and 2.3% (2.5% for kinematics F)systematic uncertainty and the model-dependent uncertainty added in quadrature.
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204Table 30: Nuclear Transparency. The error bars include the systematic uncertain-ties and the model dependent uncertainties in the experimental data yields withthe statistical uncertainties in parenthesis.Kinematics Q2 Transparency(GeV/c)2 12C 56Fe 197AuA 0.64 0.61�0.03(0.02) 0.47�0.05(0.01) 0.38�0.04(0.01)B 1.28 0.60�0.03(0.02) 0.44�0.05(0.01) 0.32�0.04(0.01)C 1.79 0.57�0.03(0.01) 0.40�0.04(0.01) 0.29�0.03(0.01)D 0.64 0.64�0.03(0.02) 0.54�0.06(0.01) 0.43�0.05(0.01)E 1.84 0.59�0.03(0.01) 0.44�0.05(0.01) -F 3.25 0.58�0.03(0.02) 0.42�0.04(0.01) 0.28�0.03(0.01)Figure 73 shows the transparency as a function of Q2 along with results fromprevious experiments at MIT-Bates (12C, 58Ni, 181Ta targets) and SLAC NE18(12C, 56Fe, 197Au targets) and Figure 74 shows the transparency as a functionof Atomic Number A. The results of this experiment are in agreement with theresults of NE-18, but the statistical uncertainties are much lower. The backwardangle points (kinematics D and E) are higher than the forward angle points for alltargets. This indicates that there might be an excess of transverse strength (sincethe backward angle points are more transverse in nature), compared to what isincluded in the PWIA model. This also highlights the need for performing a L andT separation using this data to investigate how much of the transverse strengthis single particle in nature. Such a separation was performed and the results(Section 5.5) show an enhancement in the transverse spectral function suggestingcontributions from multi-nucleon processes such as meson exchange currents.The relative independence of T with Q2 at the larger Q2 puts constraints onthe media modi�cation of the proton form factor, since the Q2 dependence of T isnot e�ected by the uncertainties in the model spectral function or the correlation



205corrections. There is 2.5 � 2.4% rise in transparency at the two highest Q2 points,averaged over the three targets. Since the free p-N cross-section decreases by �2% over this range in Q2 the media modi�cation of the e-N cross-section must be< 2%.5.3.1 Model DependenceAll the components of the simulation (the o�-shell e-p cross-section, the radiativee�ects and the model IPSM spectral functions) contribute to the model dependenceof the transparency results. In addition the correlation corrections mentionedearlier in this section also contribute to the model dependence.The model dependence of the o�-shell e-p cross-section was checked by using analternative prescription �cc2 instead of the nominal �cc1. The simulation yields werefound to be� 1.5 % lower, and varied by � 0.5 % with target and kinematics. Thusthe systematic uncertainty due to the model dependence of the e-p cross-sectionis quoted as � 1.5%. A recent review of this problem is given by Pollock et al.[83], where six di�erent prescriptions are compared. In the kinematic range wheremost of the world data exists the variation between the di�erent prescriptions wasabout 3.0%. However since �cc1 is the most popular prescription, it was used inthis experiment to facilitate comparison with previous experiments.The model dependence of the radiative e�ects were determined by studyingthe large missing energy and large missing momentum region of the simulatedH(e; e0p) scattering. The large missing energy and large missing momentum regionis dominated by internal bremsstrahlung. The variation in the ratio of experimentalto simulated yield when the upper limit of the missing energy range is varied, wasused to determine the uncertainty in the internal correction procedure. A 1.5%variation in this ratio was observed when the missing energy limit was varied



206

Figure 73: Transparency vs. Q2. 12C, 56Fe, and 197Au are shown top to bot-tom. The �lled symbols are E91-013 data, and the open symbols are data ofMakins et al. (with the exception of the Bates data for 12C, 58Ni, and 181Taat Q2=0.34 (GeV/c)2). The outer error bars are the total uncertainty (system-atic,statistical and model dependent) the inner error bars are statistical and sys-tematic added in quadrature. The Q2 of both back angle points (D and E) areo�set slightly for clarity. In all cases these back angle points have the slightlylarger transparency for a given Q2. (Horizontal log scale.)
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Figure 74: Transparency vs Nucleon Number. The squares are 12C, the trianglesare 56Fe, and the circles are 197Au. The kinematics are A,B,C,F left to right andthen down. The error outer bars are total uncertainties and the inner error barsare systematic and statistical uncertainties added in quadrature. The back anglepoints (C and E) have been omitted for clarity. (Horizontal log scale.)



208from 50 MeV to 130 MeV. In addition to this the H(e; e0p) yields for alternativeschemes of simulating the internal bremsstrahlung di�ered by � 2%,[79]. Theseresults were used to assign an systematic uncertainty of 2% to the simulation ofinternal bremsstrahlung. The uncertainty in simulating the radiative e�ects dueto external bremsstrahlung was estimated to be 2% [79] from the changes in thesimulated yields when the radiation lengths of the C and Fe were varied.The systematic uncertainty due to the model spectral function was calculatedby estimating the uncertainty in the momentum distribution and uncertainty inthe energy distribution. The uncertainty in the momentum distribution is directlyrelated to the uncertainty in the widths of the distributions. The linearity of thetransparency as a function of the proton angle, constrains the uncertainty in themomentum distribution to � 4.0 %. [71]. The uncertainty in the energy distri-bution was estimated from the sensitivity of the transparency to Em constraints.In addition the position of the centroids of the 1s1=2 and 1p3=2 peaks were variedby about 5 MeV in the nominal IPSM model for carbon. In this test the yieldschanged by <0.7%. From these tests the uncertainty in the energy distributionwas estimated to be 2%. Thus the net model dependent uncertainty for the threetargets is the sum in quadrature of the momentum and energy uncertainties, i.e.4.5 %. As a test, the change in the simulated yields when an alternative modelspectral functions is used were calculated. For carbon a model spectral functionbased on DWIA calculations done by Zhalov [84] was used and the yields werefound to di�er by 2% for the conjugate proton angle in Kinematics A,B and C.However the DWIA model used in this test was not signi�cantly di�erent fromthe PWIA model especially for jpmj < 150 MeV which is covered by the conjugateangle. Hence this is not a strong test of the model dependence. But still the



209results were well within the quoted 4.5 % uncertainty. For the iron target an alter-native model spectral function was obtained from Hartree-Fock calculations doneby Horowitz [85]. Using the same shell energy widths as the nominal IPSM modelthe yields were found to change by about 8%. However we will see in the nextsection that the transparency extracted using the the measured spectral functionare consistent with the results of this section indicating that the models used hereare accurate to better than the 4.5% uncertainty.The systematic uncertainty in the correlation correction factor was estimatedfrom the changes in simulated yields when two di�erent correlated spectral func-tions were used as described in Reference [49]. They were found to be 3% forcarbon and 6% for iron and gold. In addition to this the correlation correctionswere calculated for 4He, 16O and nuclear matter by Benhar [86]. He found thatthe corrections were A independent when he integrated over all Em but were Adependent when the Em was cut o� at 80 MeV. This is consistent with the model ofthe correlation correction, which distributes a constant fraction of the nucleons atlower missing energies to higher missing energies. These studies and other studiesshow that the correlation correction is the largest theoretical/model uncertaintyin this experiment.A list of systematic uncertainties due to various components of the simulationsis shown in Table 31. This table also has the sum in quadrature of all the di�erentsources for all three targets.Since the model uncertainties are di�erent for each target they will e�ect thestudy of A dependence of the transparency and the comparison to experimentalresults extracted using di�erent models. However, because the model dependenceis almost independent of Q2, one can study the Q2 dependence of the transparencywithout including the model dependence.
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Table 31: Model-Dependent Uncertainties.Item % Uncertaintyin Simulated YieldInternal Radiation 2External Radiation 2�ep 1.5Model Spectral Function:12C 4.556Fe 4.5197Au 4.5Correlation Correction:12C 356Fe 6197Au 6Sum in Quadrature:1H 3.212C 5.756Fe 8.0197Au 8.0



2115.3.2 Comparison to Theoretical ModelsThe theoretical calculations discussed in this section are based on -� DWIA which was discussed in Section 2.4,� Correlated Glauber calculations introduced in Section 2.6.3� Inter Nuclear Cascade (INC) models.DWIA CalculationsMost DWIA calculations found in the literature have been done for low Q2, someauthors put the limit of their validity at Q2 � 2 GeV2 [87]. Some of the popularcalculations include DWEEPY developed by Guisti et al. [23]. However, these cal-culations are not valid at the higher Q2 values of E91-013. The DWIA calculationpresented here is based on the e�ective empirical interaction (EEI) developed byJ. Kelly [88]. The parameters of the optical potential in this calculation, usedto describe the �nal state interactions of the outgoing proton, were determinedfrom �ts to inelastic proton scattering data over a range of proton kinetic en-ergies, 100 < Tp < 650 MeV. In these calculations nuclear matter density wasfolded with the density dependent p-N interaction. Some authors [89] have shownthat the medium modi�cations of the p-N interaction is an intrinsic part of theseDWIA calculations. Figure 75 compares the extracted transparency with the EEIcalculations.From the �gure we can see that the calculation predicts the transparency ofcarbon at low Q2 very well but under estimates the iron and the gold transparency.The kinks in the calculation are due to the variations in the independent data setsused in obtaining the EEI. The discrepancy gets bigger with increasing target mass.
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Figure 75: The EEI calculation of transparency for 12C (top), 56Fe (middle) and197Au (bottom) compared to the data (data is same as described in Figure 73,horizontal log scale).



213The authors explain this discrepancy in terms of the multi-nucleon absorption ofthe virtual photon. Since the calculation does not include this reaction channelthe it underestimates the experimental transparency. However, the L-T separationdescribed in Section 5.5 do not support such a claim.Correlated Glauber CalculationsGlauber calculations are done under the assumption that the struck nucleon movesunde
ected along a straight trajectory parallel to its original direction. The nucleartransparency is calculated in terms of the probability of the struck nucleon to notencounter other nucleons on its way out, integrated over all paths. Glauber calcu-lations are valid for high Q2 only and some authors put the limit of applicabilityat 2.0 GeV2 [88, 92] while others assert they should apply down to 500 MeV2. Thecorrelations between the proton and other nucleons are included in terms of thepair correlation function as de�ned in Section 2.6.3. However, the correlation be-tween the spectator nucleons is neglected in some calculations (eg. Gao et al. [90]).As mentioned in Section 2.6.3 the \correlation hole" (�p(r0)�a(r00) � �pa(r0; r00)) ispositive and so the pair correlation function enhances the transparency. Figure 76shows the experimentally measured transparency compared to the Glauber calcu-lations of Gao et al. [90].These calculations used nuclear wave functions generated by Pieper [91] usingthe Argonne V18 potential. The transparency was calculated by averaging theprobability of the proton to exit without encountering other nucleons (the total p-N cross-section was used to calculate the probability) over multiple con�gurationsof the nucleons in the nucleus, using a Monte Carlo technique. From Figure 76it is clear that the calculations agree with the measured transparency of carbonbut under estimates the transparency with increasing target mass. The calculation
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Figure 76: Correlated Glauber calculation of transparency for 12C (top), 56Fe(middle) and 197Au (bottom) compared to the data (data is same as described inFigure 73, horizontal log scale).



215also predicts a stronger Q2 dependence in carbon than is measured.In Figure 77 the measured transparency is compared to yet another Glaubertype calculation, this one is from Nikolaev et al. [92]. In these calculations theGlauber approximations were applied but a simple Fermi parameterization wasused for the nuclear density and only inelastic p-N cross-section was used to cal-culate the transparency. These calculations do not include any correlations be-tween the nucleons. The author claims that the reduced density around the pro-ton due the repulsive p-N interaction at short distances (hole e�ect) cancels withthe increased interaction between the proton and the spectator nucleons due tothe correlations between the spectator nucleons(spectator e�ect). The calculatedtransparency seems to overestimate the carbon measurement but agrees with themeasurements on other targets within the systematic uncertainties.Inter Nuclear Cascade CalculationsThis calculation was done by Golubeva et al. [93] and involves a scheme in whichthe nucleons in the nucleus are treated as a mixture of degenerate Fermi gases. Thecalculation uses a Monte Carlo technique where for each event an electron strikes aproton and the proton propagates through the nucleus undergoing a series of elas-tic or inelastic reactions. The probability of such interactions is governed by thetotal cross-section of free nucleons. Each struck nucleon undergoes its own series ofinteraction resulting in a cascade of scattered particles. Pauli blocking is includedby ensuring that only reactions which have recoil momenta greater than the Fermimomentum get accepted. The transparency is calculated as the fraction of theprotons surviving within a given experimental acceptance compared to PWIA cal-culations of the same. The NE-18 acceptance was used by the authors in theircalculations. The nucleon-nucleon correlations are neglected in these calculations.
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Figure 77: Glauber calculation of Nikolaev et al. for 12C (top), 56Fe (middle) and197Au (bottom) compared to the data (data is same as described in Figure 73,horizontal log scale).



217Thus e�ects of coherent scattering of the outgoing nucleon is neglected, which theauthors claim are negligible because they are suppressed by Pauli blocking as thede
ections due to coherent scattering is small. In Figure 78 the calculations oftransparency under the INC model is compared with the measured transparency.The INC transparency is over estimated for all targets, but they seem do a betterjob with the Q2 dependence. The calculation shows an bigger increase in T atlarge Q2 than expected from p-N cross-section.5.3.3 SummaryThe transparency is remarkably 
at as a function of Q2 for carbon even thoughthe p-N cross-section changes by over 50% in the energy range covered in this ex-periment. Both DWIA and Glauber calculations underestimate the transparencyas the target nucleus get heavier and the discrepancies are larger than the uncer-tainties of the measurement.5.4 Spectral FunctionsThe deradiated spectral function was extracted from the data on the three targetsat all the kinematic settings using the procedure described in Section 4.13. Thesespectral functions are distorted spectral functions since they include the e�ectsof FSI and they are a product of transparency and the spectral function as men-tioned earlier, they are labeled as SD(Em; pm). In the plots shown in this sectionthe experimental spectral function was integrated over pm or Em (in other wordsprojected into Em or pm space respectively) and compared to the IPSM modelspectral functions used in the transparency analysis. The uncertainties shown arethe sum in quadrature of the statistical and the systematic uncertainties. The
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Figure 78: Inter Nuclear Cascade calculation of Golubeva et al. for 12C (top), 56Fe(middle) and 197Au (bottom) compared to the data (data is same as described inFigure 73, horizontal log scale).



219systematic uncertainties are discussed in the next section and the experimentalspectral function are compared to a few calculations.5.4.1 Systematic VariationsThe nominal cuts used to constrain the data are shown in Table. 22. In orderto estimate the sensitivity of the procedure to variations in these cuts, they werevaried one at a time and the percent change in the integrated spectral functionrecorded. Table 32 shows the variation for the di�erent cuts averaged over alltargets. From Table 32 it is clear that there is very little variation with the angularcuts but about � 1.5 % variation with the cuts on the HMS and SOS reconstructeddelta. The sum in quadrature of the variation is 2.64 %.As described earlier in Section 4.14, the model dependence of this procedurewas tested by starting the iterative deradiation process with a 16O model insteadof 12C and after several iterations the extracted spectral function was comparedwith a spectral function extracted using a correct 12C model. The results is shownis Figure 62. This �gure shows that the model dependence of the procedure is< 5.0%. The systematic variation in the extraction procedure is determined bycomparing the extracted spectral functions from Monte Carlo data with the inputspectral functions. This uncertainty is determined for each bin in Em and pm andthe �gure quoted in the table is average over all bins.The summary of the systematic uncertainties in extracting spectral functionsis shown in Table 33.
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Table 32: The mean variation of the integrated spectral function when the nominalcuts are changed one at a time. The standard deviation is shown in parenthesesCuts kineA kineC kineD kineE Averagehdelta(�10) 0.6% 1.4% 1.8% 1.7% 1.3 %(0.08) (0.4) (0.5) (0.6)hdelta(�6) 1.2% 1.2% 1.5% 1.5% 1.6 %(0.4) (0.5) (0.4) (0.7)sdelta(-12+20) 1.2% 0.3% 0.5% 0.3% 0.6 %(0.4) (0.1) (0.2) (0.1)sdelta(-8+18) 1.4% 2.2% 0.7% 0.4% 1.2%(0.4) (0.2) (0.2) (0.1)hms y0tar(� 0.06) 0.03% 0.08% 0.11% 0.15% 0.12%(0.02) (0.05) (0.07) (0.1)hms y0tar(� 0.04) 0.22% 0.15% 0.13% 0.17% 0.16%(0.02) (0.07) (0.05) (0.08)hms x0tar(� 0.095) 0.042% 0.08% 0.11% 0.15% 0.1%(0.01) (0.02) (0.03) (0.03)hms x0tar(� 0.075 0.6% 0.4% 0.55% 0.16% 0.45%(0.15) (0.05) (0.23) (0.06)sos y0tar(� 0.08) 0.17% - 0.02% 0.08% 0.7%(0.1) (0.01) (0.02)sos y0tar(� 0.06) 0.6% 0.2% 0.5% 0.03% 0.4%(0.3) - (0.1) (0.007)sos x0tar(� 0.065) 0.02% - - - 0.02%(0.0)sosx0tar(� 0.045) - - - - -Total sum in quadrature 2.64 %



221Table 33: Systematic Uncertainties in extracting the spectral functionsItem % Uncertaintyin Data YieldCurrent Measurement 1Solid Target Thickness 0.1HMS Tracking E�. 1SOS Tracking E�. 1Proton Absorption 1Constraint Stability 2.6Run Stability 1Sum in Quadrature 3.4Extraction procedure 3.5(average)Total systematic uncertainty 4.9Model Dependence 5.05.4.2 pm and Em DistributionsThe deradiated spectral functions integrated over Em are shown in the Figures 79 -85 below. For carbon the spectral function are shown integrated over the p shell ( 15<Em < 25 MeV ) and the s shell ( 30 < Em < 50 MeV ) respectively, these are fol-lowed by spectral functions for all three targets integrated over 0 < Em < 80 MeV.In the �gures below each of the pm distributions are compared to the IPSM spec-tral function described in Section 4.11.4. The model is normalized to have thesame number of protons as in the data, ie. the integral over jpmj < 300 MeVof the model spectral function is normalized to be same as that of the measuredspectral function. In cases where the data is available only over a limited rangein pm and does not extend up to jpmj < 300 MeV, the measured and the modelspectral function were integrated over that limited range. The nominal cuts listedin Table 22 were applied in all cases.Figure 86 shows the typical missing energy distribution for the three targets.



222They are compared to IPSM spectral functions, which have Lorentzian energydistributions for each shell as described in Section 4.11.4. The integral over 0 <Em < 80 MeV of the model spectral function is normalized to be same as that ofthe data.These �gures indicate that the IPSM spectral functions can describe the shapeand the radii of the distributions. However because no left-right asymmetry isincorporated in the model they cannot reproduce the asymmetry observed in thedata. In addition there are some di�erences in the shapes at low missing mo-mentum. The left-right asymmetry decreases as a function of Q2, just as seenin the transparency results (Figures 70-72). For carbon it was determined thatthe experimental strength in the spectral functions at the lowest pm bins can beaccounted for by small admixture of the s shell strength. It was found that about8% admixture could account for the anomalous strength. Previous high resolu-tion experiments at NIKHEF [94] have found spectroscopic strengths in the regionEm < 27 MeV of 4.1% of the 1p strength (8.2% of the 1s strength). Our resultsare consistent with these previous measurements.The variation with Q2 in the iron and gold spectral functions (see also Fig-ures 88-91) at low pm is not understood. It is possible that the anomalous Q2dependence is caused by the variation in the resolution at the di�erent kinematics.These variations in the resolution are an artifact of the reconstruction of the spec-trometer quantities having some small unphysical dependences (the optimizationof the reconstruction had some small kinematic dependence).The left-right asymmetry can be attributed to the presence of a stronger in-terference response WLT . The o�-shell cross-section �ep includes an interferenceresponse which gives rise to a left-right asymmetry, but the asymmetry seen in thespectral functions is in addition to this asymmetry in the o�-shell cross-section. At
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Figure 85: The momentum distribution of the protons in gold at Q2 of 1.8 GeV2(upper left), 0.6 GeV2 (upper right) and 3.2 GeV2 (lower left) are shown alongwith the IPSM model (solid line) described in Section 4.11.4. The integral overjpmj < 300 MeV of the model is normalized to be equal to the measured spectralfunction integrated over the same range. The Q2 = 0.6 GeV2 point (upper right)corresponds to the backward angle data. For cases where the measured spectralfunction covers a small range in pm, the normalization was done over the limitedrange. The sum in quadrature of the statistical and systematic uncertainties areshown.
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Figure 86: The typical missing energy distribution of carbon, iron and gold atQ2 of 1.2 GeV2 are shown along with the IPSM model (solid line) described inSection 4.11.4. The model has been normalized to have same integrated strengthas the data over 0< Em <80 MeV. The sum in quadrature of the statistical andsystematic uncertainties are shown.



231lower momentum transfer the left-right asymmetry has been used to extract theinterference response WLT [95] from D(e; e0p) data taken at NIKHEF. For theselower momentum transfers, it has been seen that the asymmetry in the data is notreproduced by DWIA calculations. These calculations tend to show more asym-metry than observed [18, 24]. The authors claim that this discrepancy cannot beattributed to FSI since the di�erent optical potentials do not a�ect the asymme-try. Some authors [24] have accounted for this by introducing an enhancement inthe transverse and the interference response (although these cancel in the parallelkinematics).The data from this experiment will be used to extract the asymmetry whichis in excess of the asymmetry already present in the deForest prescription �cc1 asa function of the transverse momentum and from these asymmetries one can geta measure of the interference response function WLT . More detailed theoreticalcalculations which can reproduce the observed asymmetries would be very usefulin determining the contributions from various reaction mechanisms.From the Em distributions in Figure 86 we see that the carbon p3=2 and s1=2 shellis well described by the IPSMmodel. However, for the heavier targets the measuredspectral functions shows much less structure than the IPSM model, indicating thatthe shell widths may be larger than the IPSM values. This data indicates thatthe Brown and Rho formulation (Section 4.11.4, Equation 105) which saturatesat about 24 MeV is incorrect for heavier nuclei like iron and gold. Since thisformulation is based on data taken in the early (e; e0p) experiments at very low Q2,there is a de�nite need for updating the formula by incorporating the new data.In Section 5.4.3 where the momentum distributions are plotted together ontop of each other, one can see that the spectral functions are approximately in-dependent of Q2 for the forward angle data. However there are some di�erences



232Table 34: The integral of the measured spectral function for jpmj <300 MeV andEm corresponding to the carbon p3=2 shell (15< Em <25 MeV), s1=2 shell (30<Em <50 MeV), all carbon (0< Em <80 MeV) all iron and all gold (0< Em <80MeV). The statistical uncertainties are < 0.5 % in all cases and the systematicuncertainty is 4.9 %Q2 nexptp = R SexptdEmd3pmGeV2 12 C 56Fe 197Aup3=2 shell s1=2 shell all all allA 0.64 2.19 (0.11) 0.67 (0.03) 3.18 (0.15) 9.63 (0.47) 23.53 (1.15)B 1.28 2.10 (0.11) 0.65 (0.03) 3.04 (0.15) 9.10 (0.45) 20.07 (0.98)C 1.79 2.03 (0.10) 0.62 (0.03) 2.89 (0.14) 8.15 (0.40) 17.07 (0.84)D 0.64 2.42 (0.12) 0.78 (0.04) 3.38 (0.17) 11.33 (0.56) 27.08 (1.33)E 1.84 2.17 (0.12) 0.66 (0.03) 3.10 (0.15) 9.18 (0.39) -F 3.25 2.15 (0.10) 0.65 (0.03) 3.12 (0.15) 8.91 (0.37) 16.76 (0.82)between the forward and backward angle spectral functions (Figure 94, 96 and 99)as discussed in the next section. This indicates that the Q2 dependence of theelectron-proton coupling is well described by the o�-shell cross-section �ep. Thisis important because the o�-shell cross-section varies widely over the kinematicrange covered. However, the longitudinal- transverse character of the coupling isnot well described.The integral over all Em and pm of these spectral functions give us the totalnumber of protons observed and can be thought of as the product of the trans-parency and the spectroscopic factor. The number of protons detected experimen-tally in the carbon p and s shells and in all the shells within 80 MeV in carbon,iron and gold are listed in Table. 34.In Table 34 the number of 12C p shell protons observed is higher than thoseobserved in previous experiments, for instance those at NIKHEF [24]. We cancalculate the spectroscopic factors by using the observed number of p shell protons



233Table 35: Spectroscopic factors (S�) calculated using the p shell transparency fromthe EEI model and the spectroscopic factors corrected for any excess transversestrength (Scorr� ) in the p shell region using results from Section 5.5. The uncertainties are the sum in quadrature of systematic and statistical uncer-tainties. Kinematics Q2 S� Scorr�GeV2A 0.64 2.98 �0.15 2.83 � 0.30B 1.28 3.13 �0.16 -C 1.8 3.03 �0.15 2.76 � 0.46and dividing by the transparency for the p shell protons calculated with a DWIAmodel. We use the EEI calculations of J. Kelly [88] since this calculations is inagreement with our measurement (Figure 75). The p shell transparency at Q2 =0.64 and 1.28 GeV2 were calculated by J. Kelly [96] to be 0.72 and 0.67 respec-tively. Although his calculations do not extend to Q2 = 1.8 GeV2 we will use atransparency of 0.67 for calculating the spectroscopic factor. In Section 5.5 we willdiscuss the transverse and longitudinal strength in the p shell region. Using thatinformation one can correct the number of protons in the p shell region for anyexcess transverse strength in the p shell region (using the procedure to extrapolatethe longitudinal spectral function, outline in Section 5.5). This gives a correctedspectroscopic factor. However, it should be pointed out that the corrected trans-parency calculated in Section 5.5 (see Figure 107) using the same procedure is lowerand thus does not agree with the EEI calculations. The nominal and correctedspectroscopic factors are listed in Table 35.The spectroscopic factors in this experiment are � 2� higher than the observedspectroscopic factors from NIKHEF (2.18 � 0.15). A possible explanation is thatat the lower momentum transfers the transverse strength was found to be about



234Table 36: Nuclear Transparency calculated from the experimental spectral func-tion. The uncertainties are the systematic uncertainties and the model dependentuncertainties added in quadratureKinematics Q2 Transparency(GeV/c)2 12C 56Fe 197AuA 0.64 0.62�0.04 0.48�0.04 0.40�0.04B 1.28 0.59�0.04 0.45�0.04 0.34�0.03C 1.79 0.56�0.04 0.41�0.04 0.29�0.03D 0.64 0.655�0.05 0.56�0.05 0.47�0.04E 1.84 0.60�0.04 0.46�0.04 -F 3.25 0.605�0.04 0.44�0.04 0.29�0.0340% higher than the longitudinal strength, in the NIKHEF experiment [24]. Inthis experiment however, we observe that the longitudinal and transverse strengthfor the p shells di�er by � 10%.It is instructive to stress the ambiguity between extracting spectroscopic factorsand extracting transparency. The spectroscopic factors are extracted by comparingthe experimental spectral functions with DWIA calculations which are tuned to�t the experimental data. Once the DWIA calculations match the data it canbe claimed that the FSI interactions have been accounted for in terms of theoptical potential used in the calculation, hence the integral of the spectral functiongives the spectroscopic strength for a given target. In extracting the transparencyone does not account for the FSI and hence the transparency so extracted is aproduct of the spectroscopic factor and the attenuation of the knocked out nucleon.Thus there is a continuous ambiguity as to what fraction of the transparency isattenuation and what fraction is the spectroscopic factor (FSI).One can extract transparencies from the integral of the experimental spectral



235function nexptp (listed in Table. 34 using,T (Q2) = npnIPSMp : (180)Where nIPSMp is given by,nIPSMp = Z SCCPWIAdEmd3pm; (181)here R SCCIPSM is the integral of the IPSM spectral function over 0<Em <80 MeVand jpmj < 300 MeV and corrected for correlations with the correlation correctionlisted in Table 17. The transparency extracted from nexptp is shown in Table 36.The uncertainties are higher than those quoted in Section 5.3 because the newtransparencies include the uncertainties of the extraction procedure. The trans-parencies extracted from the measured spectral functions is consistent with thetransparencies in Section 5.3 indicating the consistency of the two analysis.As discussed in Section 2.7.3 the Koltun sum rule for protons only, correctedfor recoil energy of the residual system is,EZZ = 12(A� 2A� 1 < T > � < E >): (182)Here EZZ is the total energy per proton, obtained from nuclear masses andappropriate Coulomb corrections, < T > is the mean kinetic energy and < E >is the mean removal energy. They are calculated using the extracted spectralfunctions and the number of protons observed between 0<Em <80 MeV. Theresults are listed in Table 37.The results show that there is deviation of about 1-2 MeV from the Koltun sumrule for all the targets (the deviations are lower than those observed at Saclay [8]which were � -2.5 MeV for carbon) and the deviation is negative in all cases



236Table 37: The total energy per proton, mean kinetic energy, mean removal energyand the deviation from the Koltun sum rule (�) is listed for the three targets.Target Q2 EZZ < T > < E > �GeV2 MeV MeV MeV MeV0.6 15.93 25.95 -1.20�0.1212C 1.2 -6.93 16.28 25.79 -1.44�0.141.8 16.04 25.62 -1.41�0.143.2 17.34 26.21 -1.71 �0.170.6 20.42 30.71 -0.96�0.1056Fe 1.2 -6.93 18.05 29.42 -0.92�0.091.8 17.78 27.77 -1.62�0.163.2 19.13 28.82 -1.74�0.170.6 20.18 25.45 -1.99�0.20197Au 1.2 -4.73 18.37 25.72 -0.96�0.101.8 18.28 24.06 -1.75�0.173.2 19.42 26.05 -1.31�0.13implying that the nucleons are less bound than expected which is consistent withhaving strength at higher missing energies. This suggests that the deviation fromthe sum rule could be due to the short range correlations which push some of thestrength to high missing energies. However, one cannot determine the e�ect ofcorrelations just from the sum rule. It can be estimated using correlated spectralfunctions, for example using the correlated spectral functions of Benhar et al. itwas estimated that the contribution to the Koltun sum rule from regions at Em >80 MeV is -1.756 MeV for iron and -1.974 MeV for gold. These are similar tothe deviation from the sum rule shown in Table 37, indicating that some of thedeviation is indeed due to short range correlations. The Koltun sum rule is derivedunder the assumption that there are no three body or many body interactions thusthe deviation from the the sum rule could partly be due to contributions from manybody interactions.



2375.4.3 Comparison to Theoretical ModelsThe deradiated spectral functions for carbon and iron are compared with DWIAcalculations which use the Hartree-Fock model with Skyrme's interaction to de-scribe the single particle aspects of the nuclear structure [97] The distorted mo-mentum distributions for the nuclear protons is then calculated in terms of theseHartree-Fock single particle bound state wave functions and distorted outgoingproton functions are calculated in the eikonal approximation. The potential usedis a Glauber model potential in the optical limit. The potential in terms of the pNscattering amplitude fpN and nuclear density �N (r) is given by,ReV (r) = ��hpNEN ��pN�N(r)2 ; ImV (r) = ��hpNEN �pN�N (r)2 ;� = RefpN=ImfpN : (183)These calculations were done by Zhalov et al. [84]. for the NE18 experimentand are valid for the present experiment, since the range of Q2 covered overlap.Two models were obtained, one of them included the authors' estimates of thee�ects of color transparency.Since all the calculations shown here were done just for pm > 0.,ie they aresymmetric about pm = 0, we have symmetrized the measured spectral functionsas S(pm) = (S(pm>0)+S(pm<0))2 . This removes the left-right asymmetry observed inthe measured spectral functions and makes them suitable to be compared with thecalculations.In Figure 87 we see that the DWIA calculations with and without color trans-parency have almost no di�erence in the momentum distribution. The momentumdistribution matches the data except at very low pm. In addition the calculations
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Figure 87: The momentum distribution of the p shell (top panel) and the s shell(bottom panel) protons in carbon at Q2 of 0.6 - 3.2 GeV2 are shown along withthe DWIA calculations of Zhalov et al. with (dashed) and without (solid) colortransparency (here there is almost no di�erence between the two). They have beennormalized so that the integral of the model and measured spectral functions overjpmj < 300 MeV is equal to the integral of the spectral function at Q2 of 1.8 GeV2(kine C). The statistical and the systematic uncertainties added in quadrature areshown.



239do not extend to pm > 200 MeV where the di�erences due to short range corre-lations are likely to show up. These calculations need to be redone for larger pmand on both sides of pm= 0 in order to be useful.In Figure 88 we see that the DWIA calculations with and without color trans-parency, both, do not describe the momentum distribution correctly at jpmj >100MeV. Some of the Q2 dependence at the low pm are caused by the symmetrizationsince the left-right asymmetry varies with Q2.Next the deradiated spectral functions for iron and gold are compared to cal-culations of Benhar et al. [98] These calculations start with single particle �nitenuclei spectral functions to which a nuclear density dependent part is added (alsocalled the nuclear matter correlated part). The density dependent part (or corre-lated part) is calculated under the local density approximation. The single particlespectral function were the same ones used in this experiment for the physics sim-ulation (described in Section 4.11.4). The recoil-nucleon �nal state interactionswere treated in the local density approximation and used the high energy approx-imations discussed in Section 2.6.2.It is interesting that for both iron (Figure 89) and gold (Figure 91) the measuredspectral functions show some additional strength at the pm > 250 MeV comparedto the model. Since the model incorporates a density dependent correlation tails,the e�ects of which would show only at pm > 250 MeV, it seems that the modelunderestimating the strength of these tails. Another possibility is that the long-range correlations neglected in these models are becoming important.The last comparison is for iron where the spectral function is compared to thecalculation based on the code TIMORA of Horowitz [85]. This code is based onthe the �-! relativistic mean �eld theory of Walecka [99], where the nucleons in thenucleus interact via exchange of scalar and vector mesons (� and ! respectively).
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Figure 88: The momentum distribution of the protons in iron at Q2 of 0.6 - 3.2GeV2 are shown along with the DWIA calculations of Zhalov et al. with (dashed)and without (solid) color transparency. They have been normalized so that theintegral of the model and measured spectral functions over jpmj < 300 MeV isequal to the integral of the spectral function at Q2 of 1.8 GeV2 (kine C). Thestatistical and the systematic uncertainties added in quadrature are shown.
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Figure 89: The momentum distribution of the protons in iron at Q2 of 0.6 - 3.2GeV2 are shown along with the calculations of Benhar. They have been normalizedso that the integral of the model and measured spectral functions over jpmj < 300MeV is equal to the integral of the spectral function at Q2 of 1.8 GeV2 (kine C).The statistical and the systematic uncertainties added in quadrature are shown.
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Figure 90: The missing energy distribution of the protons in iron at Q2 of 1.8 GeV2are shown along with the calculations of Benhar et al. (solid). They have beennormalized so that the integral of the model and measured spectral functions over0< Em < 80 MeV are equal. Only the statistical uncertainties shown.
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Figure 91: The momentum distribution of the protons in gold at Q2 of 0.6 - 3.2GeV2 are shown along with the calculations of Benhar. They have been normalizedso that the integral of the model and measured spectral functions over jpmj < 300MeV is equal to the integral of the spectral function at Q2 of 1.8 GeV2 (kine C).The uncertainties are statistical and systematic added in quadrature.



244To this framework Horowitz has also added the exchange of isovector � and �mesons. The coupling constants for these �elds are calculated from the nuclearmatter properties and the rms charge radius of 40Ca.Starting with initial estimates of the binding energy and the occupation numberfor each nuclear shell and a mean �eld potential with Wood-Saxon shape, the Diracequation is solved for each nuclear shell to calculate the wave function and energyeigen value for the shell. These wave functions then in turn give the shell densitieswhich when integrated over a Greens function gives the new potential. This processis repeated till the energy eigenvalues converge (di�er by < 0.05 MeV).The Timora calculation seems to match the momentum distribution of the dataquite well. The missing energy distribution reproduces the shape of the data, whichmay be an artifact of the fact that the widths of the di�erent shells were tweakedto match the data. However, it is clear that the shells widths used are higher thanthose observed in the data. This may be the cause of some of the large di�erencesin transparency observed by D. van Westrum [71].5.5 Separated Response FunctionsThe deradiated spectral function SD(Em,pm) from the forward and back anglekinematics at Q2 of 0.6 and 1.8 GeV2, shown in the last section, were used toseparate out the longitudinal and transverse spectral functions SL and ST , followingthe procedure of Section 4.15. In addition to the longitudinal and transversespectral functions the ratio of the response functions RG was also calculated.
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Figure 92: The momentum distribution of the protons in iron at Q2 of 0.6 - 3.2GeV2 are shown along with the Timora calculations in solid. They have beennormalized to have integrals equal to that at Q2 of 1.8 GeV2.
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Figure 93: The missing energy distribution of the protons in iron at Q2 of 1.8 GeV2are shown along with the Timora calculations in solid. They have been normalizedto have equal number of protons.



2475.5.1 Systematic UncertaintiesThe systematic uncertainties are divided into two kinds, the correlated point-to-point uncertainties for each of the forward and backward angle measurements andthe normalization type uncertainties which are same for all the points and thereforedo not e�ect the ratio RG.Table 38 shows the variation of the model cross-section with primary param-eters such as beam energy, spectrometer momenta and angles. These are used todetermine the point-to-point correlated systematic uncertainties in the measuredspectral functions.Table 39 shows the correlated point-to-point uncertainties and the normaliza-tion type uncertainties for all the forward and backward angle points. Using theuncertainties listed in Table 39 one can calculate the systematic uncertainties forthe separated spectral functions SL and ST . The correlated uncertainties are calcu-lated using Equation 175. The systematic uncertainties in the separated spectralfunctions are listed in Table 40, the uncertainties in the separation procedure isestimated by applying the separation procedure to simulated data. These uncer-tainties are determined for each bin in Em. The numbers quoted in the table arethe averages over all bins.5.5.2 The Q2 = 0.6 (GeV2) ResultsThe spectral functions at the forward and backward angles for Q2 = 0.6 GeV2are compared in Figs. 94 and 96, for carbon, iron and gold targets. The carbonspectral functions have been split into the p and s shell distributions. In Figure 94we see that there is very little di�erence between the forward and the back angle pshell distributions while there are signi�cant di�erence in the s shell distributions.



248
Table 38: The variation in the cross-section due to uncertainties in the beam energythe electron momentum and the electron scattering angle for all targets. The lastrow shows the uncertainties averaged over all targets and summed in quadrature.Target Variable Variation Kine A Kine D Kine C Kine E��ee0p%Ebeam �0.25% 1.6% 0.3% 0.8% 0.4%Ee0 �0.2% 0.4% 0.4% 0.7% 1.2%Carbon �e0 �1.0 mrad 1.7% 0.60% 2.0% 0.5%Pp0 �0.2% 0.17% 0.7% 0.27% 0.65%�p0 �1.5 mrad 0.15% 0.33% 0.3% 0.7%Ebeam �0.25% 0.6% 0.1% 1.0% 0.7%Ee0 �0.2% 0.3% 0.7% 0.7% 0.7%Iron �e0 �1.0 mrad 1.82% 0.40% 2.18% 0.7%Pp0 �0.2% 0.4% 0.35% 0.3% 0.35%�p0 �2.0 mrad 0.15% 0.25% 0.5% 0.6%Ebeam �0.25% 1.0% 0.15% - -Ee0 �0.25% 0.4% 0.7% - -Gold �e0 �1.0 mrad 1.82% 0.5% - -Pp0 �0.2% 0.5% 0.05% - -�p0 �2.0 mrad 0.01% 0.1% -Sum in quadrature 1.86% 0.90% 2.43% 1.49%Av. over targets



249Table 39: The correlated point-to-point and the normalization type uncertaintiesare shown for the forward and backward angle measurements at Q2 of 0.6 and 1.8GeV2Item Point-to-point % Norm type %Q2 = 0.6 (GeV2) Q2 = 1.8 (GeV2)Fwd Bwd Fwd BwdKinematic variables 1.86 0.90 2.43 1.49 -(from Table 38)HMS Tracking E� 1.0 1.0 1.0 1.0 -SOS Tracking E� 1.0 1.0 1.0 1.0 -Proton Absorption - - - - 1.0Run Stability 1.0 1.0 1.0 1.0 -Acceptance 0.5 0.5 0.5 0.5 1.5Current Measurement - - - - 1.0Solid Target Thickness - - - - 0.5Radiative Corrections 0.5 0.5 0.5 0.5 2.0Sum in Quadrature 2.64 1.82 3.07 2.39 2.92Model dependence - - - - 5.0
Table 40: The correlated point-to-point and the normalization type uncertaintiespropagated to the separated spectral functions at Q2 of 0.6 and 1.8 GeV2Item Q2 = 0.6 (GeV2) Q2 = 1.8 (GeV2)SL ST SL STCorrelated 13.07 4.82 33.60 4.84Normalization type 2.92 2.92 2.92 2.92Separation procedure(average) 1.54 1.20 1.54 1.20Sum in quadrature 13.48 5.84 33.75 5.78
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Figure 94: The momentum distribution of the protons in Carbon at Q2 of 0.6GeV2 for the p shell (upper panel) and the s shell (bottom panel). The forwardangle distribution (squares) and the backward angle distribution (triangles) arecompared. Just statistical errors are shown.



251These forward and backward angle spectral functions were used to separate thelongitudinal and transverse spectral functions. The separated spectral functionswere averaged over the p3=2 shell region in carbon and the f7=2 shell region in iron,because the resolution of the spectrometer models are not optimized to matchthose of the data.The separated spectral functions for 0<pm < 80 MeV for 12C is shown inFigure 95. We see that for the p shell the transverse and the longitudinal strengthare almost equal, (transverse is 10%� 10%more than longitudinal). However, thereis considerable excess transverse strength in the s shell region. Also there is littleexcess strength at higher missing energies. It is also seen that the s shell strength inthe longitudinal response is peaked at about 38 MeV, while the di�erence betweenthe transverse and the longitudinal response peaks about 5 MeV higher. Thissuggests that the shift in the unseparated spectrum is due to the excess transversestrength. We also observe that the longitudinal spectral function extends to highmissing energies. This tells us that the single nucleon strength extends to missingenergies up to 80 MeV. This is in contrast to previous experiments [10] whichobserved the longitudinal strength go to zero by 60 MeV in Em (see Figure 103).The separated spectral functions for 56Fe are shown in Figure 97. We seethat for the f shell the transverse and the longitudinal strength are almost equal(transverse is 15%�10% more than the longitudinal), but there is considerableexcess transverse strength beyond the f shell up to about 60 MeV, at higher missingenergies the strengths are almost equal again. The separated spectral functions for197Au is shown in Figure 98. Here we see that there is excess transverse strengthup to about 60 MeV and at even higher missing energies the excess strengthsfalls o� slowly. All the observed results in this section and their consequence aresummarized in Section 5.5.5.
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Figure 95: The separated longitudinal spectral functions SL (open circles) andtransverse spectral function ST (triangles) for carbon at Q2 of 0.6 GeV2 are shownon the upper panel, the statistical and systematic uncertainties added in quadra-ture are shown. The p shell distribution has been averaged over. The solid linein the upper panel is the model longitudinal spectral function extracted from theIPSM spectral function and the dashed line shows the average over the p shell dis-tribution of the model normalized to the measured p shell distribution. The lowerpanel shows the di�erence between the transverse and the longitudinal spectralfunctions. The lower panel shows statistical errors only.
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Figure 96: The momentum distribution of the protons in iron (upper panel) andgold (bottom panel) at Q2 of 0.6 GeV2. The forward angle distribution (squares)and the backward angle distribution (triangles) are compared. Errors are statisticalonly.
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Figure 97: The separated longitudinal spectral functions SL (open circles) andtransverse spectral function ST (triangles) for iron at Q2 of 0.6 GeV2 are shown onthe upper panel, the statistical and systematic uncertainties added in quadratureare shown. The peak from 10-25 MeV has been averaged over. The solid linein the upper panel is the model longitudinal spectral function extracted from theIPSM spectral function and the dashed line shows the average over the peak forthe model normalized to the measured distribution. distribution. The lower panelshows the di�erence between the transverse and the longitudinal spectral functions.The lower panel shows statistical errors only.
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Figure 98: The separated longitudinal spectral functions SL (open circles) andtransverse spectral function ST (triangles) for gold at Q2 of 0.6 GeV2 are shown onthe upper panel, the statistical and systematic uncertainties added in quadratureare shown. The solid line in the upper panel is the model longitudinal spectralfunction extracted from the IPSM spectral function normalized to the forwardangle data (kine A). The lower panel shows the di�erence between the transverseand the longitudinal spectral functions. The lower panel shows statistical errorsonly.



2565.5.3 The Q2 = 1.8 (GeV2) ResultsThe spectral functions at the forward and backward angles for Q2 = 1.8 GeV2 arecompared in Figure 99 for the carbon target. The carbon spectral functions havebeen split into the p and s shell distributions.Figure 100 shows the separated spectral function for 12C at Q2 = 1.8 GeV2.We see that the transverse strengths is much reduced compared to the transversestrength at Q2 = 0.6 GeV2. The longitudinal spectral function has very largesystematic uncertainties and hence is not very informative. Assuming that thelongitudinal spectral function is dominantly single particle and Q2 independent wecan compare the SL (Q2 = 0.6) with ST (Q2 = 1.8)(Figure 102, bottom panel).Here we see that there still remains some excess transverse strength at 40< Em <65MeV but the reduced transverse strength does indicate that the PWIA holds muchbetter at these higher Q2.Once again Figure 101 shows that for the transverse strength is reduced andthe large uncertainties in the longitudinal spectral function make it of limited use,however the reduced transverse strength would again indicate that the PWIA holdsmuch better at these higher Q2 region. The observed results in this section andtheir consequence are summarized in Section 5.5.5.Figure 102 shows the 12C longitudinal and transverse spectral functions atthe two di�erent Q2. The longitudinal spectral functions are consistent with eachother at low missing energies but at high Em the spectral function at the higher Q2has more yield. The transverse spectral function at the lower Q2 has a signi�cantexcess compared to the transverse spectral function at the higher Q2.The separated spectral functions were compared with previous data from MITBates [10] at Q2 = 0.14 GeV2. The separated response functions from the previous
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Figure 99: The momentum distribution of the protons in carbon at Q2 of 1.8GeV2 for the p shell (upper panel) and the s shell (bottom panel). The forwardangle distribution (squares) and the backward angle distribution (triangles) arecompared. statistical errors are shown.
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Figure 100: The separated longitudinal spectral functions SL (open circles) andtransverse spectral function ST (triangles) for carbon at Q2 of 1.8 GeV2 are shownon the upper panel, the statistical and systematic uncertainties added in quadra-ture are shown. The p shell distribution has been averaged over. The solid linein the upper panel is the model longitudinal spectral function extracted from theIPSM spectral function and the dashed line shows the average over the p shell dis-tribution of the model normalized to the measured p shell distribution. The lowerpanel shows the di�erence between the transverse and the longitudinal spectralfunctions. The lower panel shows statistical errors only.
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Figure 101: The separated longitudinal spectral functions SL (circles) and trans-verse spectral function ST (triangles) for iron at Q2 of 1.8 GeV2 are shown onthe upper panel, the statistical and systematic uncertainties added in quadratureare shown. The peak from 10-25 MeV has been averaged over. The solid linein the upper panel is the model longitudinal spectral function extracted from theIPSM spectral and the dashed line shows the average over the peak for the modelnormalized to the measured distribution. The lower panel shows the di�erencebetween the transverse and the longitudinal spectral functions. The lower panelshows statistical errors only.
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Figure 102: The upper panel shows the carbon longitudinal spectral function SLat Q2 =0.6 GeV2 (open circle) compared with the longitudinal spectral function atQ2 =1.8 GeV2 (triangles). The lower panel is the same for the transverse spectralfunction ST . The statistical and systematic uncertainties added in quadrature areshown.


