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ABSTRACTFirst Measurement of the Longitudinal andTransverse cross sections in 1H(e; e0K+)�.(December 1998)Chair of Advisory Committee: Dr. 0. K. BakerJe�erson Laboratory experiment E93-018 studied kaon electroproduction o� hydrogen.The cross-section for the e+p! e0+K++� reaction was studied at momentum-transfervalues, Q2, between 0.52 and 2.00 (GeV=c)2. The longitudinal (�L) and transverse (�T )parts of the cross-section were separated using the Rosenbluth technique at Q2 of 0.52,0.75, 1.00, and 2.00 (GeV/c)2. Extensive comparisons of these data with existing theo-retical model calculations on strangeness leptoproduction are provided both in terms ofthe separated response function and the �L=�T ratio.The t dependence of the cross-section was also investigated for Q2 of 0.75, 1.00, and1.25 (GeV/c)2. Preliminary results, leading to an extraction of the kaon form factor, areshown here.

iv



To my late father, Niculae Niculescu



ACKNOWLEDGMENTS
I would like to use this space to acknowledge those that supported/in
uenced my devel-opment both as a physicist and as a person.The list must start with my parents who encouraged and supported me and my studiessince my very �rst day in school. My younger brother, Ovidiu, was also supportive ofmy e�orts. I do hope I managed to meet their expectations and made them proud.Throughout the years I was fortunate to have many wonderful teachers that in
uencedme a great deal. Special thanks go to Mrs. Ionit��a, my grade school teacher, who guidedmy �rst shaky steps on the never ending path of knowledge, and to Mr. Tunaru, myhigh{school physics teacher, who helped spark my interest in physics.From the many excellent physicists that instructed and provided guidance while atBucharest University I would like to specially acknowledge A. Me�ster, A. Hristev, T. A. An-gelescu, O. Sima, and Al. Mihul. While doing research for my thesis diploma I hadthe chance to go for an extended work stage at the Joint Institute for Nuclear Research(JINR), in the (now defunct) USSR. From the people who welcomed and guided my workwithin the Laboratory of Nuclear Problems I would like to acknowledge Y. A. Budagov,the late A. A. Kuritchin, and G. Velev.Special thanks go to Mel Month from Fermilab who provided me with the opportunityto attend the Harvard classes of the United States Particle Accelerator School in 1990and to Warren Buck who was instrumental in recruiting my wife and I to join HamptonUniversity.Upon joining Hampton University in 1992 I had the opportunity to be taught by andinteract practically with all the members of the NuHep group, all of them accomplishedvi



physicists whose skills and knowledge are only equaled by their kindness and willingnessto work with and help their students. Therefore my thanks go to Warren Buck, KeithBaker, Khin Maung Maung, Liquang Tang, Jose Goity, and Cynthia Keppel for makingmy stay in Hampton an enjoyable as well as extremely instructive period. Special thanksalso go to Vevelyn Nazario and to Carlane Pittman for their relentless e�orts to helpstudents deal with countless nagging bureaucratic issues, as well as to Martha Jalim andher sta� in the International Student's O�ce for all her help. O� my fellow Hamptongraduate student I had the pleasure to interact with I would like to acknowledge SteveAvery, Jinseok Cha, Mark Harvey, Wendy Hinton, Alicia Johnson, Win Naing, YongNguyen, and Ioana Niculescu. My hat goes o� to the Hampton postdoctoral fellows, thework of which is frequently quoted in this dissertation: Paul Gueye, Ketevi Assamagan,and Robert Williams.Being a part of the Hall C construction and commissioning e�ort almost from the be-ginning I must acknowledge the e�orts of the Hall C sta� scientists and postdocs, RogerCarlini, Joe Mitchell, David Mack, Keith Baker, Rolf Ent, Chen Yan, Steve Wood, andJim Dunne. The e�orts and dedication of the Hall C engineers and technicians, Joe Bea-ufait, Paul Brandza, Mike Fowler, Steve Hickson, Paul Hood, Steve Lassiter, led by thechief engineer Bill Vulcan, are also acknowledged. Among the physicists from various USand foreign institutions whose contributions were most notable during the building andcommissioning of the Hall C spectrometers I would like to acknowledge the e�orts of DonGeesaman, Roy Holt, Hal Jackson, David Potterveld, Kevin Bailey, Hamlet Mkrtchyan,Ben Zeidman, Mike Miller, Hayan Gao, Herbert Breuer, Elisabeth Beise, Joerg Reinhold,and many{many others.Many thanks go to Don Geesaman, Steve Wood, Kevin Beard, Pat Welch, and JohnArrington for providing not only a good framework, but also an excellent implementationof the Hall C analysis software; to Joe Mitchell and his cryotarget group: Dave Meekins,Jim Dunne, and Bart Terburg, for providing a reliable target system; and also to thepeople that helped shape the Hall C simulation software in its present form, Rolf Ent,Tom O'Neill, Naomi Makins, Rick Mohring, and Dipangkar Dutta.This list would not be completed without the names of my fellow graduate students thatvii



formed the original Hall C \crew": John Arrington, Dave Meekins, Jinseok Cha, Di-pangkar Dutta, Derek van Westrum, Kenneth Gustafsson, the three Chrises, Armstrong,Bochna, and Cothran, Wendy Hinton, Valery Frolov, Pawel Ambrozowicz, Rick Mohring,Doug Koltenuk, and Ioana Niculescu. I was very fortunate to have such a knowledgeableand dedicated group of co{workers; I wish you all luck and achievements in your youngcareers.All the members of the E93-018 collaboration (too many to list here) are to be com-mended for their relentless e�orts that led to a successful experiment, despite signi�-cant technical di�culties, not mention sheer bad luck. During my data analysis DonGeesaman, Joe Mitchell, Dave Mack, Ben Zeidman, and Tatiana Angelescu provided mewith many helpful hints and suggestions, as was my dissertation advisor (and E93-018spokesperson), Dr. Oliver Keith Baker. Rolf Ent was always available for questions andcomments, his advice was invaluable for my analysis (now if only he could dribble thatsoccer ball better : : :).During countless discussions with fellow \kaon farmers" Joerg Reinhold, Paul Gueye,Jinseok Cha, Wendy Hinton, Rick Mohring, and Doug Koltenuk, many useful ideasthat made their way into my analysis emerged. During the interpretation phase of theexperiment, a lot of theoretical help, including programs and/or numerical predictions,was provided by Robert Williams, Bijan Saghai, Jean Marc Laget, Cornelius Bennhold,Warren Buck, and their respective collaborators, and I wish to thank them all.Lastly, I can't close without mentioning the two persons most close to my heart andwithout which the present work would not exist: my daughter, Tatiana, and my wife,Ioana. This dissertation is as much theirs as it is mine. To my daughter Tatiana I amespecially indebted for sitting-in in many of my quantum mechanics classes, becomingthe \mascot" of the E93-018 experiment, and generally coping with a way{too{busydad. Being married to someone that is herself a nuclear physicist was both a blessingand a curse for many a time I ended up feeling at work while I was at home. Throughoutit all, I felt Ioana's dynamic presence as accomplished physicist, as helpful and relentlessco{worker, as loving wife, as devouted mother of my child, as skillful cook, providing allthe help I needed in my work and giving a meaning to my existence.viii



Contents
1 INTRODUCTION AND PHYSICS MOTIVATION 11.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11.1.1 Electromagnetic Interactions in Nuclear Physics . . . . . . . . . . 21.1.2 Kaons and Kaon Electroproduction . . . . . . . . . . . . . . . . . 31.1.3 Experiment E93{018; Description and Goals . . . . . . . . . . . 41.1.4 Theoretical Background and Kinematics . . . . . . . . . . . . . . 61.1.5 Kaon Electroproduction Models . . . . . . . . . . . . . . . . . . . 111.2 Previous Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152 EXPERIMENTAL APPARATUS 222.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 222.2 Accelerator, Hall C Arc, and Associated Instrumentation . . . . . . . . . 232.2.1 Accelerator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 232.2.2 Hall C Arc . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 242.2.3 Beam Energy Measurements . . . . . . . . . . . . . . . . . . . . . 252.2.4 Beam Pro�le Monitors . . . . . . . . . . . . . . . . . . . . . . . . 272.2.5 Beam Position Monitors . . . . . . . . . . . . . . . . . . . . . . . 292.2.6 Beam Current Monitors . . . . . . . . . . . . . . . . . . . . . . . 292.2.7 Beam Rastering System . . . . . . . . . . . . . . . . . . . . . . . 302.3 Target . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 312.3.1 Scattering Chamber . . . . . . . . . . . . . . . . . . . . . . . . . 312.3.2 Cryotarget . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33ix



2.3.3 Solid targets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 362.4 Spectrometers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 362.4.1 High Momentum Spectrometer . . . . . . . . . . . . . . . . . . . 382.4.2 Short Orbit Spectrometer . . . . . . . . . . . . . . . . . . . . . . 402.4.3 Spectrometer Optics . . . . . . . . . . . . . . . . . . . . . . . . . 452.5 Detector Package . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 482.5.1 Detector Supports . . . . . . . . . . . . . . . . . . . . . . . . . . 512.5.2 Drift Chambers . . . . . . . . . . . . . . . . . . . . . . . . . . . . 542.5.3 Hodoscopes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 612.5.4 �Cerenkov Detectors . . . . . . . . . . . . . . . . . . . . . . . . . . 622.5.5 Lead Glass Calorimeter . . . . . . . . . . . . . . . . . . . . . . . . 672.6 Trigger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 692.6.1 Hodoscope Trigger . . . . . . . . . . . . . . . . . . . . . . . . . . 702.6.2 Electron Trigger . . . . . . . . . . . . . . . . . . . . . . . . . . . . 722.6.3 Pion Trigger (using the gas �Cerenkov signal) . . . . . . . . . . . . 732.6.4 Aerogel and Lucite Trigger . . . . . . . . . . . . . . . . . . . . . . 732.6.5 Trigger Supervisor . . . . . . . . . . . . . . . . . . . . . . . . . . 742.6.6 Other Signals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 772.6.7 Data Rates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 782.7 Data Acquisition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 802.7.1 CODA - Physics Events . . . . . . . . . . . . . . . . . . . . . . . 812.7.2 EPICS - Slow Control Events . . . . . . . . . . . . . . . . . . . . 823 DATA ANALYSIS TOOLS AND CALIBRATIONS 843.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 843.2 CEBAF Test Package . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 853.3 Hall C Engine . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 873.3.1 Initialization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 873.3.2 Main Event Loop . . . . . . . . . . . . . . . . . . . . . . . . . . . 903.3.3 Event Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . 91x



3.3.4 Output . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 943.4 Calibration Procedures . . . . . . . . . . . . . . . . . . . . . . . . . . . . 953.4.1 Calibration of Gas, Aerogel, and Lucite �Cerenkov Detectors . . . 973.4.2 Hodoscope Timing Calibrations and Corrections . . . . . . . . . . 973.4.3 Lead Glass Calorimeter Calibrations . . . . . . . . . . . . . . . . 1023.4.4 Drift Chamber Calibrations . . . . . . . . . . . . . . . . . . . . . 1054 PHYSICS ANALYSIS 1144.1 Tracking Cuts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1154.2 Particle Identi�cation (PID) Cuts . . . . . . . . . . . . . . . . . . . . . . 1164.2.1 Electron Identi�cation . . . . . . . . . . . . . . . . . . . . . . . . 1174.2.2 Kaon Identi�cation . . . . . . . . . . . . . . . . . . . . . . . . . . 1194.3 Monte Carlo Simulations. Phase Space. Radiative Corrections . . . . . . 1314.3.1 Rate estimation. Kinematics Determination . . . . . . . . . . . . 1314.3.2 Standard Hall C Monte Carlo, SIMC . . . . . . . . . . . . . . . . 1324.3.3 SIMC and Meson Electroproduction . . . . . . . . . . . . . . . . . 1334.3.4 Radiative Corrections . . . . . . . . . . . . . . . . . . . . . . . . . 1364.3.5 Acceptance Corrections . . . . . . . . . . . . . . . . . . . . . . . . 1404.4 Correction Factors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1534.4.1 Hodoscope Trigger E�ciency . . . . . . . . . . . . . . . . . . . . 1534.4.2 Tracking E�ciency . . . . . . . . . . . . . . . . . . . . . . . . . . 1544.4.3 Electronic and Computer Deadtime . . . . . . . . . . . . . . . . . 1574.4.4 Kaon Decay Corrections . . . . . . . . . . . . . . . . . . . . . . . 1664.4.5 Kaon Absorption Correction . . . . . . . . . . . . . . . . . . . . . 1704.4.6 Bin Centering Correction . . . . . . . . . . . . . . . . . . . . . . . 1754.4.7 Target Boiling Correction. . . . . . . . . . . . . . . . . . . . . . . 1764.5 Cross Section Extraction. . . . . . . . . . . . . . . . . . . . . . . . . . . . 1784.5.1 Extraction of d5�=d
e0=d
K+=dE 0. . . . . . . . . . . . . . . . . . 1784.5.2 Extraction of d�CM=d
K+. . . . . . . . . . . . . . . . . . . . . . . 1814.5.3 Rosenbluth (L/T) Separation. . . . . . . . . . . . . . . . . . . . . 181xi



4.6 Error Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1854.6.1 Fitting and Data Modeling . . . . . . . . . . . . . . . . . . . . . . 1854.6.2 Fitting to a Straight Line . . . . . . . . . . . . . . . . . . . . . . 1864.6.3 Error Matrix. De�nition. Usage . . . . . . . . . . . . . . . . . . . 1884.6.4 Extraction of �L, �T , and R . . . . . . . . . . . . . . . . . . . . . 1894.7 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1914.7.1 Unseparated (d�=d
)CM Results . . . . . . . . . . . . . . . . . . 1914.7.2 �L, �T , and R Results . . . . . . . . . . . . . . . . . . . . . . . . 1964.7.3 Preliminary t{Dependence Results and The Kaon Form Factor . . 2075 SUMMARY AND CONCLUSIONS 215A PATHLENGTH CORRECTION PARAMETERIZATIONS 217B LIST OF COINCIDENCE NTUPLE VARIABLES 218C VITA 223

xii



List of Figures1.1 Feynman diagram representation of kaon electroproduction in the one{photon exchange approximation. . . . . . . . . . . . . . . . . . . . . . . . 61.2 De�nition of kinematic variables used in kaon electroproduction. . . . . . 71.3 Extended Born terms for kaon electroproduction. . . . . . . . . . . . . . 131.4 Resonant terms used in isobaric models. Notations used for coupling con-stants, etc. are as explained in [1]. . . . . . . . . . . . . . . . . . . . . . . 131.5 Feynman diagrams considered in the Regge model of Vanderhaeghen, Guidal,and Laget (panel a). Representation of the K+ and K� Regge trajectoriesconsidered in the model (panel b). . . . . . . . . . . . . . . . . . . . . . . 161.6 Existing world data for the reaction e+p! e0+K++� prior to E93{018.All data points are extrapolated to W = 2.15 GeV as explained in [2]. . . 171.7 Existing world data for the reaction e+ p! e0 +K+ + �0 prior to E93{018. All data points are extrapolated to W = 2.15 GeV as explained in[2]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181.8 Results of the only previous attempt to separate the longitudinal andtransverse parts of the cross-section in the e+p! e0+K++� reaction. Thequantity plotted is the ratio �L=�T as a function of the four{momentumtransfer, Q2 (in (GeV/c)2)[2]. . . . . . . . . . . . . . . . . . . . . . . . . 191.9 Existing world data for the kaon form factor. The measurement involvedscattering high energy kaon beams o� of atomic electrons [3]. . . . . . . . 212.1 Schematic of the Hall C beamline. . . . . . . . . . . . . . . . . . . . . . . 252.2 Schematic of a Hall C superharp system. . . . . . . . . . . . . . . . . . . 28xiii



2.3 x and y fast raster currents (corresponding to the x and y positions ofthe beam at the target), showing the beam intensity distribution. DuringE93-018 the raster size was set to � 0.5 mm for both x and y directions. 322.4 Schematic of the Hall C cryotarget ladder and enlarged view of a singletarget loop. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 342.5 Side view of the HMS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 412.6 Side view of the SOS. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 432.7 HMS out{of{plane (HSXPTAR) (top left) and in{plane (HSYPTAR) (topright) angle reconstruction at the target for a sieve slit run using the newHMS matrix elements. The target used was the slanted carbon target,positioned to intercept the beam at Ztarget = 0. The bottom panel showsthe correlation between the two angles. The two missing holes act as akey ensuring the correct sign of the angle reconstruction. The centralhole is smaller that the other holes providing an estimate of the angularreconstruction resolution. . . . . . . . . . . . . . . . . . . . . . . . . . . . 472.8 SOS out{of{plane (SSXPTAR) (top left) and in{plane (SSYPTAR) (topright) angle reconstruction at the target for a sieve slit run using the newSOS matrix elements. The target used was the slanted carbon target,positioned to intercept the beam at Ztarget = 0. The bottom panel showsthe correlation between the two angles. The two missing holes act as akey ensuring the correct sign of the angle reconstruction. The centralhole is smaller that the other holes providing an estimate of the angularreconstruction resolution. The central three columns (in SSY PTAR) aremore closely spaced than the rest. . . . . . . . . . . . . . . . . . . . . . . 492.9 x (sieve x) vs y (sieve y) coordinate reconstruction at the sieve slit po-sition, using the new HMS matrix elements. The sieve slit pattern iscorrectly reproduced even at the edges of the acceptance. Also of note isthe shift (by � 5 mm) of the holes towards positive values of x due to ano�set of the entire collimator assembly. All coordinates are in cm. . . . . 502.10 Schematic diagram of the HMS detector hut. . . . . . . . . . . . . . . . . 51xiv



2.11 \Nearly to scale" schematic diagram of the SOS detector hut (includingthe aerogel and lucite �Cerenkov detectors installed for the speci�c purposeof kaon identi�cation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 522.12 Layout of the SOS detectors and supports and their orientation with re-spect to the last SOS dipole. . . . . . . . . . . . . . . . . . . . . . . . . . 532.13 Front and side view of an HMS drift chamber. An enlarged view of the yand y0 planes is shown at the bottom of the pictures. . . . . . . . . . . . 552.14 Enlarged view of a HMS drift chamber cell. Note that the voltages listedare the maximum settings the chamber can withstand; for the actual op-erating voltages see text. . . . . . . . . . . . . . . . . . . . . . . . . . . . 572.15 Construction details of the SOS drift chambers. The alternating G10 layersholding either cathode foil or wires are shown. . . . . . . . . . . . . . . . 592.16 Front View of the SOS Drift Chambers showing the orientation of the sixplanes. The position of the readout cards is indicated on the outside ofthe chamber. The dotted lines show the approximate extent of the activearea of the chambers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 602.17 Generic HMS/SOS Hodoscope electronics. The numbers indicate the num-ber of inputs coming the HMS/SOS spectrometer. . . . . . . . . . . . . . 632.18 Schematic of the SOS silica aerogel detector. . . . . . . . . . . . . . . . . 672.19 HMS/SOS single arm trigger electronics. . . . . . . . . . . . . . . . . . . 712.20 Simpli�ed scheme of the Hall C Trigger Supervisor Electronics. . . . . . . 772.21 Data acquisition rates versus the raw trigger rate for basic/standard (dot-ted), parallel (dashed), and parallel-bu�ered(solid) run types. . . . . . . . 792.22 Simpli�ed Schematic of the CODA Data Acquisition System as imple-mented in Hall C. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 802.23 CODA software 
ow chart. Only the level one trigger (L1 in �gure) wasused during E93{018. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 823.1 Flow diagram of the Hall C analysis software, Engine. . . . . . . . . . . . 88xv



3.2 Flow{Chart of the SOS event reconstruction software (as used in E93-018 ). The HMS Flow{Chart is similar, except for the aerogel and luciteportions of the code. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 923.3 Flowchart illustrating the online and o�ine analysis philosophy for thepresent E93-018 analysis. . . . . . . . . . . . . . . . . . . . . . . . . . . 963.4 Pulse height corrections versus the paddle number for the SOS hodoscopes.Each of the panels corresponds to one of the four scintillator planes. . . . 1003.5 Time (relative to start time) versus pulse height (as determined from theADC) for events in a small region of the scintillator. . . . . . . . . . . . . 1013.6 Typical output of the stand alone code used for HMS TOF calibrationshowing the number of independent TOF measurements per event, thedistribution of measured velocity � = vc for the calibration sample, the �2distribution, and the standard deviation (�) of the measurement. A cleansample of electrons was used for this calibration. . . . . . . . . . . . . . . 1033.7 Typical output of the stand alone SOS TOF code. De�nition of variablesis identical to the HMS plot. Note that a clean sample of pions was usedfor this particular calibration. . . . . . . . . . . . . . . . . . . . . . . . . 1043.8 HMS Drift Chamber calibration plot as obtained in early 1995 during thecommissioning of the Hall C spectrometers. The chamber e�ciency (in %)is shown versus the voltage applied on the ampli�er-discriminator cards.The nominal operating voltage of the HMS drift chamber threshold was4.5 V. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1063.9 Drift Time distributions for HMS drift chamber planes. The �rst six plotscorrespond to the �rst drift chamber while the last six plots are for thesecond drift chamber. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1093.10 Drift Time distributions for SOS drift chamber planes. The �rst six plotscorrespond to the �rst drift chamber while the last six plots are for thesecond drift chamber. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110xvi



3.11 Drift Distance distributions for HMS drift chamber planes after the time-to-distance map calibration has been carried out. The plane/chamberordering is the same as in the drift time plot. The �2=D:F: for the constant�t applied is below 2 for all 12 distributions shown. . . . . . . . . . . . . 1113.12 Drift Distance distributions for SOS drift chamber planes after the time-to-distance map calibration has been carried out. The plane/chamberordering is the same as in the drift time plot. . . . . . . . . . . . . . . . . 1123.13 Typical residual (di�erence between the measured and the �tted coordi-nate) distributions for HMS (top plot) and SOS (bottom plot). The widthof these distributions is indicative of the position resolution of the driftchambers. The standard deviation from a simple Gaussian �t to the dis-tribution is shown for reference. . . . . . . . . . . . . . . . . . . . . . . . 1134.1 The fractional energy deposition in the HMS lead{glass (HSSHTRK) ver-sus the number of photoelectrons in the HMS gas �Cerenkov (HCER NPE). 1184.2 The velocity � = v=c distribution for all particles detected in the hadronarm (SOS). The pion peak shown here is already reduced by a factor of2{3 due to a loose aerogel cut applied online. . . . . . . . . . . . . . . . . 1204.3 Velocity � = v=c distribution in SOS versus the number of photoelectronsdetected in the aerogel �Cerenkov. The central SOS momentum for thistest run was 800 MeV/c. . . . . . . . . . . . . . . . . . . . . . . . . . . . 1214.4 The �� = �TOF��momentum distribution in the hadron arm of experimentE93-018 . One can clearly distinguish the kaon peak (centered aroundzero), while the proton (pion) peaks are located at negative (positive)values of ��. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1254.5 Corrected coincidence time versus the velocity in the hadron arm of ex-periment E93{018. The boxes show the in{time kaon peak (center of theplot), and �ve random kaon coincidence peaks (left side of the picture). . 127xvii



4.6 In
uence of increasingly more restrictive PID cuts on the corrected coinci-dence time between the electron and the hadron arms as measured duringexperiment E93{018. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1284.7 Typical missing mass spectrum for electron{kaon coincidences, as mea-sured during E93-018 . The random coincidences as well as the targetwall contributions have been subtracted. Note the two prominent � and�0 peaks. No radiative corrections have been applied. . . . . . . . . . . . 1304.8 Missing mass spectrum as measured during E93{018, plotted on a logscale to show the number of background events present below the � thresh-old, relative to the number of counts in the � peak itself. . . . . . . . . . 1304.9 Comparison between the measured (solid line) and the Monte Carlo simu-lated (dashed line) focal plane distributions for inclusive elastic scatteringo� hydrogen in the HMS. X and Y are the two coordinates measured atthe focal plane (top two panels), while XP and YP are the angles mea-sured in the dispersive and the non{dispersive directions (bottom panels),respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1344.10 Comparison between the measured and the Monte Carlo simulated focalplane distributions for inclusive elastic scattering o� hydrogen in the SOS.Notations are the same as in Fig. 4.9 . . . . . . . . . . . . . . . . . . . . 1354.11 Comparison between measured (dashed line) and Monte Carlo simulated(solid line) 1H(e; e0K+) missing mass spectra. For clarity only the � chan-nel was simulated whereas the data show both the � and �0 peaks. . . . 1374.12 Missing Mass (GeV/c2) plot for the � region showing both data (symbols)and Monte Carlo (solid line) distributions for the lowest " point measuredat Q2=0.75 (GeV/c)2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1414.13 Missing Mass (GeV/c2) plot for the � region showing both data (symbols)and Monte Carlo (solid line) distributions for the middle " point measuredat Q2 = 0.75 (GeV/c)2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142xviii



4.14 Missing Mass (GeV/c2) plot for the � region showing both data (symbols)and Monte Carlo (solid line) distributions for the highest " point measuredat Q2 = 0.75 (GeV/c)2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1434.15 XPTAR vs YPTAR distribution in the SOS for a given 10 MeV slice inmomentum. This is the raw/starting Monte Carlo distribution. A total of4 million events were simulated. . . . . . . . . . . . . . . . . . . . . . . . 1454.16 XPTAR vs YPTAR distribution in the SOS for a given 10 MeV/c slice inmomentum. The �tting functions used were cubic splines with 12 knots. 1464.17 XPTAR vs YPTAR the distribution in SOS for a given 10 MeV/c slice inmomentum. Multiquadrics were used for the �t. . . . . . . . . . . . . . . 1474.18 XPTAR vs YPTAR distribution in the SOS for a given 10 MeV slice inmomentum. This is the conventional/raw histogram. . . . . . . . . . . . 1494.19 XPTAR vs YPTAR distribution in the SOS for a given 10 MeV slice inmomentum. This is an ideogram obtained as described in the text withthe same number of equivalent events as in the previous �gure. . . . . . . 1504.20 Systematic study of the acceptance cut in
uence for theQ2 = 0.52 (GeV/c)2setting. Data to Monte Carlo ratios (in %) are shown for variations of thenominal HMS/SOS cuts of up to 20 %. The in{plane, YPTAR , out{of{plane, XPTAR, and momentum deviation, DELTA (%) are shown for theHMS (panels 1{3) and the SOS (panels 4{6). . . . . . . . . . . . . . . . . 1524.21 Hodoscope trigger e�ciency for HMS. . . . . . . . . . . . . . . . . . . . . 1544.22 E93-018 electron arm (HMS) �ducial e�ciency as a function of the totalHMS rate (Hz). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1574.23 E93-018 hadron arm (SOS) �ducial e�ciency as a function of the totalSOS rate (Hz). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1584.24 E93-018 computer dead time (%), as measured in the SOS electronicsstack, sdt, versus the total coincidence rate ,Tot rate (Hz). . . . . . . . . 161xix



4.25 Left panel: Correlation between the computer dead time measurement inthe SOS (sdt) and HMS (hdt). Both quantities are in percent. Right panel:Gaussian �t for the di�erence between the SOS/HMS measurements of thecomputer dead time. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1624.26 Computer dead time [%] di�erences between running in bu�ered (lowerhorizontal line) versus non{bu�ered mode (upper line) as observed duringE93{018. All runs are at the same kinematics and beam current. . . . . 1634.27 Raw coincidence distribution as measured during E93{018. The timedi�erence between events una�ected by coincidence blocking (hatched partof the plot) and events for which the coincidence blocking is in e�ect(unhatched distribution) is clearly visible. . . . . . . . . . . . . . . . . . 1644.28 Coincidence blocking correction (in percent) as a function of the total SOStrigger rate (Hz). The curve shown is the theoretical prediction, computedfrom eq. 4.6. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1654.29 Ratio of total number of detected kaons (top panel) versus the number ofkaons detected in a predetermined focal plane area (bottom panel) for thelowest " point at Q2 = 0.52 (GeV/c)2. . . . . . . . . . . . . . . . . . . . 1714.30 Ratio of total number of detected kaons (top panel) versus the number ofkaons detected in a predetermined focal plane area (bottom panel) for themiddle " point at Q2 = 0.52 (GeV/c)2. . . . . . . . . . . . . . . . . . . . 1724.31 Ratio of total number of detected kaons (top panel) versus the number ofkaons detected in a predetermined focal plane area (bottom panel) for thehighest " point at Q2 = 0.52 (GeV/c)2. . . . . . . . . . . . . . . . . . . . 1734.32 E93-018 experimental � and t coverage for the Q2 = 1 (GeV/c)2 kine-matic points (for the � channel). The radius of the plot is �t (GeV/c)2while the polar angle is �. The three panels correspond, in order, to thelow-, middle-, and high- " points measured. . . . . . . . . . . . . . . . . . 184xx



4.33 The Q2 dependence of the unseparated (CM) di�erential cross{section forthe reaction e + p ! e0 + K+ + � , as measured during E93-018 (starsymbols) and in previous data (rectangle, cross, open and �lled trianglesymbols). The curve shown is an eye{guiding, dipole �t through the E93-018 data points. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1944.34 Rosenbluth separations for the Q2 = 0.52 and 0.75 (GeV/c)2 settings mea-sured in the E93-018 experiment. . . . . . . . . . . . . . . . . . . . . . 1974.35 Rosenbluth separations for the Q2 = 1.00 and 2.00 (GeV/c)2 settings mea-sured in the E93-018 experiment. . . . . . . . . . . . . . . . . . . . . . 1984.36 Q2 dependence of the longitudinal cross{section, �L. Calculations basedon the Saclay{Lyon (SL96), VGL (VGL98), as well as the latest WJCmodel are also shown (see text for details). . . . . . . . . . . . . . . . . . 2014.37 Q2 dependence of �T , as measured during E93-018 . Three model cal-culations are shown for comparison. Notations are the same as in Fig.4.36. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2024.38 Q2 dependence of the ratio �L=�T=R. Isobaric model calculations areshown for two versions of the WJC model, the SL and the BMH mod-els (thin lines), as are three di�erent variations of the VGL Regge model(thick lines). See text for more in{depth explanations. . . . . . . . . . . . 2054.39 The t dependence of the CM (unseparated) cross{section for the e+ p!e0 + K+ + � reaction. The three distributions shown correspond to thelow- (stars), middle- (crosses), and high- ( (squares) " settings measuredfor Q2 = 0.75 (GeV/c)2. . . . . . . . . . . . . . . . . . . . . . . . . . . . 2104.40 Chew{Low extrapolation technique used for the extraction of the kaonform factor. The top two panels show �L(t�m2K)=2=t=Q2 as a function oft for Q2 = 1.00 (GeV/c)2 (left panel) and for Q2 = 0.75 (GeV/c)2 (rightpanel). The curves shown are the best linear least square �ts through thedata. The bottom plot illustrates the extrapolation of the �tted curve tothe kaon pole (t = m2K). . . . . . . . . . . . . . . . . . . . . . . . . . . . 211xxi



4.41 Kaon form factor as a function of Q2. The present extraction of FK+(Q2)is shown at Q2 = 1.0 (GeV/c)2 ( whereas the data at Q2 < 0:1 (GeV/c)2is from [3]). The four curves represent di�erent parameterizations of thekaon form factor (see text for details). . . . . . . . . . . . . . . . . . . . 214

xxii



List of Tables1.1 Nominal kinematics for Experiment E93-018 Longitudinal Transverseseparation. The number of di�erent " values measurable was limited by thenumber of di�erent beam energies available, while the range in " achievablewas restricted by the range of angles accessible for each spectrometer aswell as the minimal opening angle between the spectrometers. . . . . . . 101.2 Strangeness electro- and photoproduction data available (up to 1994). . . 202.1 Summary of energy measurements for the 1996 running period. . . . . . . 272.2 Summary of the normal running conditions for the LH2 and LD2 targets 362.3 Material List and Properties for the Target Cell and Scattering Chamber. 372.4 Characteristics of the \dummy" Aluminum Targets. . . . . . . . . . . . . 372.5 Design characteristics of the HMS quadrupoles. As Q2 and Q3 are identi-cal, they share a single column in the table. . . . . . . . . . . . . . . . . 392.6 Design characteristics of the HMS Dipole. . . . . . . . . . . . . . . . . . 402.7 Summary of the HMS performance. Multiple scattering e�ects, as well asthe �nite resolution of the drift chambers are taken into account. . . . . . 412.8 Summary of the SOS performance. The �nite resolution of the SOS driftchambers (� 200 �m per plane) is taken into account. No saturatione�ects are taken into account when computing resolutions, etc. . . . . . . 442.9 Summary of the size and shape of the HMS and SOS collimators. All�gures are for a thin solid target. All solid angles should be smaller for anextended target. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 452.10 CAEN high voltage cards used for the Hall C detectors. . . . . . . . . . . 56xxiii



2.11 8LM Trigger Logic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 764.1 Size of the cuts imposed on the reconstructed (target) quantities for bothHMS and SOS. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1174.2 Average number of photoelectrons (npe) yielded by the aerogel �Cerenkovversus momentum for various pion velocities. . . . . . . . . . . . . . . . . 1224.3 Proton rejection and pion and kaon losses as a function of the npe cuto�for the SOS lucite detector. . . . . . . . . . . . . . . . . . . . . . . . . . 1234.4 Radiative correction factors used in the analysis. . . . . . . . . . . . . . . 1394.5 Data vs Monte Carlo radiative corrections checks in theE93-018 p(e; e0K+)�analysis. Description of the notations used in the table is provided in thetext. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1404.6 Summary of the double{counting corrections (%) for the central SOS mo-mentum of 1.126 GeV/c. . . . . . . . . . . . . . . . . . . . . . . . . . . . 1694.7 List of SOS materials and their properties. . . . . . . . . . . . . . . . . . 1744.8 Summary of all sources of systematic uncertainty in theE93-018 p(e; e0K+)�analysis. Error Types (by column): Rand - Random; Corr - Correlated;Scale - Scale Type. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1924.9 Sources of uncertainty in the E93-018 p(e; e0K+)� analysis. The p-to-p column includes (in quadrature) both the random point-to-point andthe correlated point-to-point uncertainties, the stat. column representthe counting (statistical) uncertainties for each point. The overall scaleuncertainty is � 5 %. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1924.10 E93-018 measured e+ p! e0+K++� unseparated cross{sections usedfor the Rosenbluth separations. . . . . . . . . . . . . . . . . . . . . . . . 1934.11 Separated transverse and longitudinal cross-sections, and their ratio (andtheir uncertainties) for the 1H(e; e0K+)� process as measured in Experi-ment E93-018. The uncertainty quoted is the total absolute uncertainty.The last column shows the �2 per degree of freedom for each �t. . . . . . 199xxiv



4.12 Nominal (central) values of the kinematic variables for Experiment' E93-018 t{dependence study. . . . . . . . . . . . . . . . . . . . . . . . . . . 2084.13 Extracted �L values used in the t extrapolation. . . . . . . . . . . . . . . 212

xxv



INTRODUCTION ANDPHYSICS MOTIVATION
1.1 IntroductionThe objective of nuclear physics is the study of the structure of hadronic matter. Thenucleus, as a collection of baryons in close proximity provides an ideal microscopic labo-ratory for testing the structure of fundamental interactions. Baryons themselves are nowunderstood as complicated many body systems, comprised of quarks and gluons whoseinteraction are described by quantum chromodynamics (QCD). All forces known in na-ture are present in the nucleus; strong, electromagnetic, weak, and even gravitational ifone stretches the de�nition of a nucleus to include condensed stellar objects (i.e. hugenuclei held together by gravity). As most of the mass and energy in the visible universecomes from nuclei and nuclear reactions, understanding nuclear physics is crucial for un-derstanding the universe both in its formation (early universe, formation of elements),as well as its (sometimes explosive) later stages (supernovae, neutron stars).Several levels of understanding of the nucleus and nuclear structure, (sometimes, butnot always) re
ecting the historical progress in the �eld, are available:First, one has the non{relativistic, many{body system approach. In this frameworkone uses static potentials based on two{body scattering and bound{state data. Thedynamics is described by non{relativistic, many{particle Schr�odinger equations, whilethe electroweak currents come from the properties of free nucleons.1



Second, one has relativistic many{body system approaches. Relativistic hadrons,mesons, and baryons form the degrees of freedom of these many{body representations.These quantum �eld theories based on hadronic degrees of freedom are sometimes calledquantum hadrodynamics (QHD).Lastly, one has the representation of the nucleus as a strongly coupled system ofquarks and gluons. The interactions of quarks and gluons are described by a Yang{Mills theory based on an internal color symmetry (QCD). QCD has two remarkable(and intriguing) properties: asymptotic freedom (i.e. at very high momenta, or shortinteraction distances, the coupling constant becomes vanishingly small), and con�nement(i.e. quarks and gluons, the QCD degrees of freedom, are con�ned to the interior ofthe hadrons). Another practical aspect of QCD is that, to date, it cannot be solvedanalytically except in its perturbative regime (pQCD).1.1.1 Electromagnetic Interactions in Nuclear PhysicsElectromagnetic probes (i.e. scattering of real or virtual photons) have proven idealtools for studying nuclear structure and, given enough incident energy, the structure(and dynamics) of nucleons themselves.The predominant interaction in electron scattering, the electromagnetic interaction, isgoverned by quantum electrodynamics (QED), the most accurate physical theory [4] . Theelectromagnetic interaction is relatively weak, thus producing only minimal disturbanceto the target, at least compared with other means of investigation such as hadronicprobes. Electromagnetic probes interact only with the local electromagnetic currentdensity of the target, hence once knows what is measured. In practice one measuresthe Fourier transform (with respect to the momentum transfer) of the transition matrixelement of the current density.In particular, using virtual as opposed to real photons o�ers access to additionaldegrees of freedom/observables because the electron scattering variables, the initial and�nal electron energies, as well as the scattering angle can be conveniently modi�ed inorder to obtain variations in both the energy and the momentum transfers to the target.2



By varying the polarization of the virtual photon one can separate the charge andcurrent interactions. In addition to the Coulomb interaction with the charges in thetarget, in electron scattering one is also sensitive to the magnetic interactions with theconvection current as well as the intrinsic magnetization of the target. By performing po-larization experiments in electron scattering, one is sensitive to the interference betweenthe photon, 
, and the Z0 exchange. Thus one can measure the nuclear distribution ofthe weak nuclear current.Deep inelastic (DIS) electron scattering experiments and the various scaling lawso�ered the �rst evidence on the point{like quark substructure of the hadrons. DISprovides a measurement of the quark momentum distribution, as well as a valuabletesting ground for QCD predictions.Last, but not least, the recent availability of medium energy, high intensity, highduty factor electron beams (such as those available at Je�erson Lab ) enables systematicstudies in areas of nuclear physics where only exploratory measurements were possiblepreviously, including the kaon electroproduction experiments.1.1.2 Kaons and Kaon ElectroproductionThe K mesons1 were \discovered" in the �rst half of the 20{th century (Rochester andButler, 1947, claiming the �rst observation [5]). What was observed initially was a previ-ously unknown particle produced in strong interactions but which sported a rather longlifetime (on the order of 10�8 s), characteristic of weak decays. To (partially) explain theproperties of these particles, a new quantum number, the strangeness, S, was proposedby Gell Mann and Nishijima (see for example [6]). Strangeness is conserved in the strongand electromagnetic interactions, but not in the weak interaction. Conventionally theK+ meson has a strangeness of +1, while the K� meson (and, for that matter, the �hyperon) has a strangeness of -1. Later on Gell{Mann [7] and Zweig [8] proposed thequark model, in what turned out to be an important contribution to the advance ofnuclear/particle physics.1The K meson family is composed of the positive K+ and negative K� mesons, as well as the shortlived K0S and longer lived K0L neutral kaons. 3



In the quarks and gluons language of QCD one can describe the K meson as thelightest quark{antiquark system in which a strange quark, s, is paired with an up, u, ora down, d quark (i.e. a K+ meson is a su pair).After the discovery in the forties, strangeness physics was a very active �eld of studyfor about two decades. Despite some early successes, the �eld of electromagnetic pro-duction of strangeness was gradually abandoned in the mid{late 1970s, mainly due to alack of adequate experimental facilities2 and an apparently complicated reaction mech-anism [9]. As a direct consequence of this lack of activity in the �eld, the experimentaldata is very scarce, and, for the most part, plagued by large statistical and systematicuncertainties.In recent years, a new plethora of theoretical studies of electroproduction [10] (andphotoproduction as well) emerged, fueled by the promise of understanding hadrons interms of QCD and the construction of new accelerators capable of providing continuouswave, high{current, electron beams (unpolarized as well as polarized) in the few GeVrange.As Je�erson Lab (CEBAF at that time) became operational in 1994 and started itsphysics program in late 1995, this promise of a new generation of electron acceleratorsturned into palpable reality. Among the �rst experiments to take data at this new facilitywere two kaon electroproduction experiments, E91-016 and E93-018 .1.1.3 Experiment E93{018; Description and GoalsExperiment E93-018 was designed to take advantage of the continuous wave (CW),high{intensity, (relatively) high energy, of the Je�erson Lab electron beam and providea detailed study of elementary K+ electroproduction in both thee+ p! e0 +K+ + � (1.1)2As the cross sections involved in kaon electroproduction are small and also kaons are relativelyheavy, high{luminosity, reasonably high (few GeV) facilities are needed. No electron accelerator from,say, a decade ago could �ll that prescription; for example the Stanford Linear Accelerator, SLAC,certainly had/has multi{GeV capabilities, however the duty factor was too poor for (e; e0K+) coincidenceexperiments. On the other hand the Mainz Microtron, MAMI, certainly can provide high intensity,continuous beams, however the maximum energy is just below the � threshold.4



and e + p! e0 +K+ + �0 (1.2)reactions. The main physics goal of the experiment was to gain insight on the productionmechanisms at work in kaon electroproduction, and possibly also to measure (directlyor indirectly) the size of the charge distribution of a kaon (in other words measure thekaon electromagnetic form factor). In more concrete terms, the experimental goals ofE93-018 were:� separate the longitudinal and transverse parts of the cross{section for a wide rangeof kinematic settings� study the t{dependence3 of the cross{section and gain some direct/indirect knowl-edge on the kaon form factor� study the di�erences between the � and �0 production in terms of coupling con-stants, possibly as a measure of the strangeness content of the proton� accomplish all of the above with unprecedented statistical and systematic uncer-tainty, thus testing the validity of the theoretical models available (as well as seri-ously constraining future models)� set the benchmark for future kaon electroproduction experiments (planned at Jef-ferson Lab as well as worldwide)� provide a baseline/reference for subsequent kaon electroproduction experiments onnuclei, including hypernuclear experiments.Experimentally the kaons produced by the interaction of the primary electron beamwith the hydrogen target were detected in coincidence with the scattered/outgoing elec-trons. Using this technique, the di�erential cross-section was measured at four valuesof the four{momentum{transfer, Q2 = 0:52; 0:75; 1:00 and 2:00(GeV=c)2. For each Q23For a de�nition of the Mandelstam variable t, as well as other quantities of interest for the presentanalysis see next section. 5
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Figure 1.1: Feynman diagram representation of kaon electroproduction in the one{photonexchange approximation.value measurements were carried out at three di�erent virtual photon polarizations, ",enabling the separation of the longitudinal and transverse parts of the cross-section. Thecross{section was also studied in terms of its t dependence at Q2 of 0.75, 1.00, and1.25 (GeV/c)2, aiming to extract information on the kaon form factor.1.1.4 Theoretical Background and KinematicsIn this section the quantities relevant to the E93-018 analysis are de�ned and thenotations used throughout this work are described. In E93-018 the reactionse + p! e0 +K+ + �=�0 (1.3)were studied. To �rst order in the electromagnetic coupling constant � = 1=137 (theso{called one photon exchange approximation), eq. (1.3) can be related to the associatedphotoproduction4 reaction 
v+p! K++�=�0. Figure 1.1 shows the Feynman diagramrepresentation of the kaon electroproduction in the one photon exchange approximation.In Fig. 1.2 the kinematic variables of the (e; e0K+) reaction (or, in general, any (e; e0X)4Most of the formalism in this section can be re{written in general terms, i.e. the electroproductionof any meson. 6
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mass of the virtual photon (as the photon is virtual it will have a non{zero mass. Forthe kinematic settings studied in E93-018 q2 < 0, i.e. space{like). Neglecting the massof the electron7 one can write q2 as:q2 = �4EE 0 sin2(�e=2): (1.4)Other quantities of interest are W 2 = m2p + 2mp� �Q2, the mass squared of the systemrecoiling against the electron (i.e. the photon{proton system), and the Mandelstamvariables t = (q�k)2 = q2+m2K�2qk, s = (e+p)2 = m2p+2mpE, and u = (k�p)2. Onecan also de�ne the Bj�orken scaling variable x = Q22mp� (interpreted, in the quark partonmodel, as the fraction of the target nucleon's momentum carried by the struck quark).Within the one-photon exchange approximation framework, the general di�erentialcross section formula for electron scattering from a spin 1/2 target, when a kaon (or anyother nucleon or meson) is detected in coincidence8 with the outgoing electron can bededuced starting from the Feynman diagram in Fig. 1.2: It can be shown9 that, for thecase when none of the initial or �nal spins are detected, such as during the E93-018experiment, the coincidence cross{section can be written in the form[13]:d5�dE 0d
e0d
K+ = �(�T + " �L + " cos(2�) �TT + [" (�+ 1)2 ]1=2 cos � �LT ) (1.5)where � = �4�2 E0 (W 2�m2p)EmpQ2 (1��) is the virtual photon 
ux; �T is the unpolarized (transverse)cross section; �L is the longitudinal cross section; �TT is the transverse{transverse inter-ference cross section; �LT is the longitudinal{transverse interference cross section; 
e0 isthe scattered electron solid angle; 
K+ is the kaon solid angle; E 0 is the scattered electronenergy; " is the virtual photon polarization parameter; � is the azimuthal angle betweenthe scattering and production planes. The quantities �T ; �L; �TT and �LT completelycharacterize the dependence of the cross{section on the nucleon (nucleus). Generallythey are functions of the kinematic variables Q2, W , and t.7As the lowest electron energy measured in E93-018 is at least several hundred MeV this approxi-mation works rather well.8For a theoretical review of electron coincidence experiments see [11].9The full theoretical derivation of eq. 1.5 from �rst principles is given, for example, in [12].8



The separation of �T and �L, which is the main focus of the present analysis, ispossible via the so{called Rosenbluth technique. First, let us observe that the last twoterms of eq. ( 1.5) vanish if one integrates over � between 0 and 2�. The integrationhas to be performed keeping Q2, W, and t simultaneously constant. In practice oneneeds to average over some region around �
K = 0 so that the available phase{space forthe reaction is non{zero. Repeating the procedure for di�erent values of " yields a verysimple system of linear equations�i(Q2;W; t; ") = �T (Q2;W; t) + "i�L(Q2;W; t) i = 1; 2; : : : (1.6)with the longitudinal and the transverse terms of the cross-section as the only un-knowns10. Solving this system, using for example a least square �tting technique11,yields the values for �T and �L.Following this procedure, in experiment E93-018 , three di�erent " settings weremeasured for each Q2 value (W and t were kept constant as well). The complete set ofL/T kinematics measured during E93-018 is given in Table 1.1. Columns three and fourin the table correspond respectively to the HMS (SOS) central momenta12, while columns�ve and six show the HMS (SOS) central angles. For each setting the cross{section was�rst determined in the laboratory frame, then, integrating over � and averaging over theavailable �
K range the unseparated CM cross{sections were obtained. For each Q2 valuea linear least squares �t was used to �t a line through the three measured " points. Theslope of the line will then be the longitudinal component of the cross{section, �L, andthe intercept at the origin will be the transverse part of the cross{section, �T .Another quantity of interest in the present E93-018 analysis is the kaon electro-magnetic form factor (or kaon form factor for short). The form factors are generallyde�ned as the Fourier transforms of the spatial charge and current distributions [6]. Forexample, one might consider the case of an electron interacting with (scattering o�) atarget (for simplicity a spinless target is considered here) having a charge distribution10In eq. 1.6 the upper index i is used to di�erentiate between the " points measured for each Q2.11The system becomes over-determined if more than two " points are measured.12Neglecting the mass of the electron with respect to its momentum, i.e. Ee0 � pe0 introduces, for thelowest electron momenta measured in E93-018 , an error of only � 5� 10�7.9



Q2 Ee Ee0 pk �e �
 W " x �t[GeV=c]2 [GeV ] [GeV ] [GeV=c] [�] [�] [GeV ] [GeV=c]20.52 2.445 0.833 1.126 29.27 13.33 1.84 0.55 0.17 0.2190.52 3.245 1.633 1.126 18.02 16.62 1.84 0.77 0.17 0.2190.52 4.045 2.433 1.126 13.20 18.34 1.84 0.86 0.17 0.2190.75 2.445 0.726 1.188 37.94 13.41 1.83 0.46 0.23 0.3000.75 3.245 1.526 1.188 22.44 17.62 1.83 0.72 0.23 0.3000.75 4.045 2.326 1.188 16.23 19.74 1.83 0.83 0.23 0.3001.00 2.445 0.635 1.216 47.30 13.05 1.81 0.38 0.30 0.4071.00 3.245 1.435 1.216 26.79 18.24 1.81 0.67 0.30 0.4071.00 4.045 2.235 1.216 19.14 20.77 1.81 0.81 0.30 0.4072.00 3.245 0.844 1.634 50.59 13.54 1.84 0.37 0.44 0.7412.00 3.545 1.144 1.634 41.11 15.66 1.84 0.48 0.44 0.7412.00 4.045 1.644 1.634 31.83 18.13 1.84 0.61 0.44 0.741Table 1.1: Nominal kinematics for Experiment E93-018 Longitudinal Transverse sep-aration. The number of di�erent " values measurable was limited by the number ofdi�erent beam energies available, while the range in " achievable was restricted by therange of angles accessible for each spectrometer as well as the minimal opening anglebetween the spectrometers.

10



�(x), normalized such as R �(x)dx = 1, via the exchange of a photon. Let q2 (de�ned asabove) be the four momentum transfer of this interaction. Then the form factor is theFourier transform of the charge distribution �: F (q) = R �(x)e�iqxdx. For this simplecase the square of the form factor is proportional with the cross{section:d�d
 = ( d�d
�Mott(F (q))2 (1.7)where ( d�d
)Mott is the Mott cross{section (i.e. the cross{section for scattering o� a point{like particle).1.1.5 Kaon Electroproduction ModelsSeveral groups in the theoretical community have put great e�orts, over the last tenyears or so, into building models capable of explaining the production of mesons inelectromagnetic interactions. In this section a brief review of these models will be given.Although the language will be in terms of kaon production, one might bear in mindthat, most of these models start out as pion production models (mainly because the piondatabase is much richer, thus o�ering ample opportunities to test ones models).While the various models di�er from each other (sometimes dramatically), there is,fortunately, a general consensus on the requirements that any successful model has tomeet. These requirements are:� Simultaneously explain (including polarization observables) all reactions of photo-and electro- production of kaons (in both the � and � channels), and, throughcharge conjugation, explain the radiative capture of K� mesons as well:
 + p! K+ + �
 + p! K+ + �0
 + p! K0 + �+e + p! e0 +K+ + �e + p! e0 +K+ + �0 11



K� + p! 
 + �K� + p! 
 + �0� Reproduce with a reasonable precision all available experimental data.� Satisfy SU(3) symmetry constraints13 for the two main coupling constants, gK�Nand gK�N .� Provide a \smooth" transition towards higher Q2 values and the perturbativeregime of QCD.� Obtain as simple a reaction mechanism as possible (i.e. a physical model for thereaction(s) and not a mathematical representation for the data).The existing theoretical models can be classi�ed into two main groups: isobaric modelsand Regge models.In the isobaric model approach all amplitudes as expressed as Feynman diagrams.Using perturbation theory (to �rst order), each diagram corresponds to the exchangeof one particle or resonance (the so{called tree approximation). These models includeextended Born terms for p, K, and Y (Y = � or � hyperons) exchange (plots a), b),and c) in Fig. 1.3), as well as resonant terms for N� (for � production one has to takeinto account the �'s as well), K� (in some cases even K1), and Y � terms . Depending onthe level of sophistication of the model, resonances with spins up to I = 5/2 are included(see Fig. 1.4. Notations are similar to those used in [1]). Each Feynman diagram shownin Figs. 1.3 and 1.4 leads to a gauge invariant amplitude, except for the kaon exchangediagram in the t channel (Fig. 1.3a). In order to restore gauge invariance one needs toinclude the exchange of charged baryons (i.e. protons) in the s channel (Fig. 1.3b) [1].As seen in the case of pion electroproduction, the kaon exchange diagram (Fig. 1.3a) isexpected to dominate, at least for forward kaon electroproduction (i.e. low t). Thesemodels reproduce reasonably well the available data. However, the main disadvantage ofthese models is the rather large number of input parameters that need to be �xed. As13Broken at the �20 % level. 12
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the available data is rather scarce, there are little or no constraints imposed on some ofthese parameters. For example, the gK�N=4� coupling constant can be lower than 1 insome analyses, or higher than 4 in others. While a comprehensive list of pre{1990 modelscan be found in [9], here we shall list only the more recent e�orts:� Adelseck and Saghai [9] focussed only on � photoproduction for photon energies(in the laboratory system) below 1.5 GeV.� Williams, Ji, and Cotanch (WJC) [14] studied all the reactions listed above exceptfor K0 production, while extending the energy range to � 2.1 GeV. This came asa revision of the previous WJC model [15].� Mart, Bennhold, and Hyde{Wright produced a model [16] that, while coveringthe same energy range as the WJC model, focuses on the K� photoproductionreactions, with special emphasis on K0 production.� David and collaborators improved upon the cited Adelseck and Saghai work toproduce the so{called Saclay{Lyon (SL) model [1].In contrast with the large number of parameter used in isobaric models, Regge (or\reggeized") models are parameter{free or contain a minimal number of parameter thatneed to be �xed from data. The exchange of high{spin, high{mass particles in the t (u)channels is economically taken into account by replacing the usual, pole{like Feynmanpropagator with the Regge propagator. For example, for K exchange, one has:1t�m2K ) {KRegge = � ss0��K(t) ��0Ksin(��K(t)) S + e�i��K (t)2 1�(1 + �K(t)) (1.8)where s0 is a mass scale (conventionally taken as s0 = 1 GeV2), S is the signatureof the trajectory S = �1, �0 and �0 are the parameters of the Regge trajectory, and�(t) = �0 + �0(t). The gamma function �(�(t)) ensures the suppression of the poles ofthe propagator in the unphysical region. As in the case of isobaric models the gaugeinvariance of the t channel diagrams is restored by adding diagrams in the s channel (seeFig. 1.5a). 14



The latest Regge{type model for kaon (and pion) photo- and electroproduction is dueto Vanderhaeghen, Guidal, and Laget [17, 18, 19] (VGL). This model is based on satu-rating Regge trajectories and includes, for kaon electroproduction, exchanges of K+ andK� trajectories (see Fig. 1.5b). The form factors for both K+ and K� are parameterizedusing a monopole representationFK+;K�(Q2) = 11 +Q2=�2K+;K� : (1.9)This Regge model, despite its apparent simplicity, reproduces well the pion and kaonphoto- and electroproduction data available.1.2 Previous DataIn the past, the low duty factor of available electron accelerators, combined with the lowcross-section (i.e. about three orders of magnitude lower than hadronic reaction cross-section), the relatively short lifetime of a K meson, and the usually high backgroundsmade kaon electroproduction studies very di�cult [20]. Given these conditions the ex-isting world data on kaon electroproduction is very limited and usually the uncertaintiesare large [21, 22, 23, 24]. The available photoproduction data is somewhat more exten-sive although by no means exhaustive (an excellent compilation of these can be foundin [9]). Only one previous attempt was made to separate the longitudinal and trans-verse components of the cross section[21], but the systematic uncertainties reported werelarge (due to the low duty factor one " point was measured in one year and the other" point was measured the next year - thus the large systematic errors). A summary ofthe existing total cross-section data is shown in Fig. 1.6 { 1.7 for � and �0 respectively.while a list of all available measurements (as of 1994) for the 7 reactions mentioned insection 1.1.5 is given in Table 1.214. Note that in order to compare results for di�erentexperiments the data points were extrapolated to a commonW as explained in [21]. Theresults of the only previous attempt to separate the longitudinal and transverse parts ofthe cross{section (in � electroproduction) are shown in Fig. 1.8 [21]. The results of14The number of experimental data points for �0 electroproduction is roughly the same as for �electroproduction. 15
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Figure 1.5: Feynman diagrams considered in the Regge model of Vanderhaeghen, Guidal,and Laget (panel a). Representation of the K+ and K� Regge trajectories considered inthe model (panel b).
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Reaction Observable Number of experimentalPoints
 + p! K+ + � Di�erential cross{section 202Total cross{section 21� polarization 25Target polarization 3
 + p! K+ + �0 Di�erential cross{section 177Total cross{section 22
 + p! K0 + �+ Total cross{section 2e+ p! e0 +K+ + � Di�erential cross{section 40K� + p! 
 + � Branching ratio 1�(K�p! 
�)=�(K�p! all)K� + p! 
 + �0 Branching ratio 1�(K�p! 
�0)=�(K�p! all)Table 1.2: Strangeness electro- and photoproduction data available (up to 1994).the only direct measurement of the kaon form factor are shown in Fig. 1.9. The datawas obtained at CERN [3] by scattering high energy (250 GeV) kaon beams o� atomicelectrons. The error bars are large, while the range of momentum transfers spanned isextremely small (and extremely close to Q2 = 0).
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EXPERIMENTAL APPARATUS
2.1 OverviewJe�erson Lab was designed to provide high luminosity, 100% duty factor (\continuouswave",CW) electron beams of up to 4 GeV 1 simultaneously to three independentlyrunning experimental areas (sometimes referred to as \experimental halls"). ExperimentE93-018 , \L/T Separation in 1H(e; e0K+)�=�0", was carried out in the experimentalHall C, the only operational experimental area at that time. The data acquisition phaseof the experiment was completed in the fall of 1996.During E93-018 the scattered electrons were detected in coincidence with the lepto-produced kaons, detected before their in-
ight decay. A 4{cm liquid hydrogen target wasused. The yield from a dummy replica of the empty target cell was measured separatelyfor each kinematic setting. A number of single events were recorded also for both theelectron and the hadron arm. Elastic scattering o� hydrogen (using the same target cellas in the experiment) was measured2 for calibration purposes.The experimental equipment used in E93-018 was the standard equipment availablein Hall C. This consisted of 3:1Upgrades to 6�8 GeV beam energies and beyond are underway. Starting from the late 1996 deliveryof polarized beams is possible also.2At least one elastic setting per beam energy change!3Each system and subsystem comes, of course, with its associated electronics for readout, check-up,remote activation, etc., as appropriate. 22



� Je�erson Lab 's CEBAF4 accelerator,� beam-line (for transporting the electron beam extracted from the accelerator);� beam-dump (for disposing of the residual beam emerging from the target area);� target assembly (including the targets themselves);� a pair of focussing electromagnetic spectrometers, namely:{ the High Momentum Spectrometer (HMS), the electron arm,{ the Short Orbit Spectrometer (SOS), the hadron arm,each one of these spectrometers having its own set of detectors comprised of:� drift chambers,� hodoscopes,� �Cerenkov counters,� shower counters.In order to address the speci�c issues related to kaon detection two additional �Cerenkovdetectors/counters were added to the hadron arm detector stack. All the systems enu-merated above will be described in the rest of this chapter.2.2 Accelerator, Hall C Arc, and Associated Instru-mentation2.2.1 AcceleratorAs stated earlier, the CEBAF accelerator is an electron machine, capable of deliveringCW (100 % duty factor) unpolarized (and polarized) electron beams of up to 4 GeV 5 and4CEBAF stands for Continuous Electron Beam Accelerator Facility5Note: The total beam energy is computed, in the �rst approximation, as number of passes (i.e.number of times the beam passes through both the North and South linacs) times the nominal accel-eration/pass plus the injector energy (usually � 45 MeV); so the \nominal" 4 GeV beam is actually4.045 GeV. Of course the energy used in the analysis comes from the more sophisticated beam energymeasurement explained later in this chapter. 23



beam currents of up to 200 �A total current to three experimental halls simultaneously.6The microstructure of the beam consists of short (1.67 ps) bursts of beam at 1497 MHz.Each of three experimental halls receives every third of these bursts, for an \e�ective"frequency of 499 MHz in each hall. Typical beam emittance is 2 � 10�9 mr, with anenergy spread �E=E of 10�4. Once beam is established in the accelerator, the relativebeam energy can be measured to 10�4. The absolute beam energy is known to 10�3.Technically, CEBAF consists of a pair of recirculating LINACs (The North- and theSouth- Linac) that each use 160 0.5 m pairs of 5{element niobium cryogenic cavities toaccelerate electrons; the beam recirculation is achieved using �ve pairs of recirculatingarcs. The total number of magnets in the beam transport system is around 2200. Theelectron beam can be extracted and sent to any of the experimental halls after one,two,. . . , �ve passes through the machine.7The side e�ects of this setup is that while it is relatively easy and quick to switchbetween the �ve available beam energies, it is very time consuming to retune the wholemachine in order to alter the \per tune" energy.8The Accelerator Division at Je�erson Lab managed, for the �rst time to provide sucha non-standard beam energy (3.545 GeV) for Experiment E93-018 . During the dataacquisition period of Experiment E93-018 , Je�erson Lab provided unpolarized, CWelectron beams with energies in the 2.445-4.045 GeV range, at moderate beam currents(10 to 40 �A).2.2.2 Hall C ArcThe 41.6 meter Hall C arc beamline transports the beam extracted from the acceleratorto the Hall C target. The arc consists of 8 dipoles, 12 quadrupoles, 8 sextupoles, and 8pairs of beam correctors. Instrumentation for measuring various parameters of the beam6Performance of the accelerator is as per Oct-Nov 1996. Several improvements/upgrades/new featureshave been implemented since. Several others are projected for the near-, medium-, and long-term future.7These are referred to as one-pass beam, two-pass beam, etc.8Depending on the type of physics experiment, this \granularity" of the beam energy can imposesevere limitation in the range of kinematics that can actually be probed and/or on the amount ofoverhead needed to complete a measurement. 24
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BPMsFigure 2.1: Schematic of the Hall C beamline.(energy, energy spread, current, polarization, etc.) is also present in the arc. Figure 2.1shows the hardware in the Hall C arc.2.2.3 Beam Energy MeasurementsProper knowledge of the beam energy (and generally of all important beam parameters)used in a given experiment is one of the most basic requirements for virtually all typesof physics analyses. At Je�erson Lab in general and in Hall C in particular the beamenergy can be measured in one of the following ways:� Using the magnet settings in the last arc of the accelerator. As the beam is bentthrough the last recirculating arc the value of the currents in the arc magnets,combined with the known position of the beam, yields directly the beam energy.Standard Accelerator Division Software is used for this purpose.� Using the settings in the Hall C arc while measuring the beam position with thesuperharps (see de�nition of superharps in the next subsection). This techniqueinvolves measuring the beam position in the Hall C arc, thus essentially the actualtarget and the real position of the beam is used to determine the trajectory, asopposed to the \nominal" position of the arc axis. This method takes advantage of25



the most precise beam position devices available at Je�erson Lab - the superharps9;however the process is destructive for the beam so it cannot occur simultaneouslywith production running. A variant of this technique uses only the beam positionmonitors and provides information on the eventual beam energy 
uctuations duringan extended running period. This technique is less precise but has the advantage ofbeing non-destructive for the primary electron beam - thus it can/was performedparallel to the production running.� Another way of measuring the beam energy is to take advantage of some very wellknown physics processes to measure the beam energy. One such technique is thedi�erential recoil method, in which a composite target (in Hall C a BeO target wasused) is used to measure elastic scattering on two targets. Indeed, scattering froma nucleus of mass M yields the elastic recoil energy:Erecoil = Q2=2M = 2EE 0sin2(�=2)=M (2.1)For masses M1 and M2 one �nds for the di�erence�Erecoil = 2Esin2(�=2)(E 01=M1 � E 02=M2) � 2EE 0sin2(�=2)(1=M1 � 1=M2) (2.2)So measuring the recoil di�erence and knowing the spectrometer angle and centralmomentum allows one to compute the beam energy.� Another physics-inspired method is to simultaneously measure the cross-section ofthe ground state and of the �rst excited state of carbon. The ratio of these twoquantities has a very well established minimum around Q2 = 0:129 (GeV/c)2. De-termining the position of this minimum in the data (eventually using a model ratioto �t in the vicinity of the minimum) allows a precise determination of the beamenergy. These two methods yield excellent results (absolute knowledge of the beamenergy up to 5�10�4 for the lower beam energy settings) and were used to calibratethe spectrometers in the commissioning phase of Hall C. However they were of little9See next section for a more in-depth description of these devices.26



Pass Number 1 2 3 4 5\Nominal" Energy (MeV) 845.0 1645.0 2445.0 3245.0 4045.0Measured Energy (MeV) 845.2 1646.3 2452.8 3245.7 4047.1Uncertainty (MeV) �0:8 �1:6 �2:4 �3:2 �4:1Energy spread (�10�4) 0.81 0.66 1.15 1.40 2.80Table 2.1: Summary of energy measurements for the 1996 running period.use for the present analysis (due to the relatively high � production threshold theminimum beam energy used during E93-018 was Ebeam = 2:445 GeV).� Less precise than the di�erential recoil and the di�ractive minimum methods out-lined above, but usable for all beam energies was the measurement of elastic (e; e0p)scattering o� hydrogen. These types of measurements were performed at leastonce per each beam energy used during E93-018 and were found to provide a� 2� 3� 10�3 measurement for the beam energy.The Hall C arc methods, as well as the periodical monitoring of elastic p(e; e0p) scatteringwere used during E93-018 to make beam energy measurements. The results are sum-marized in Table. 2.1. One can see that the accuracy of the absolute measurement is atthe 10�3 level while the relative energy measurement accuracy is much better (� 10�4)[25].2.2.4 Beam Pro�le MonitorsThe \superharp" is an improved CEBAF wire scanner that provides a two-dimensionalbeam pro�le measurement with absolute beam position readout using a high precision(18 bit) shaft encoder. Figure 2.2 shows the schematic of a superharp assembly and itsassociated electronics. The wooden frame of the harp supports three tungsten wires, twoof them for measuring the beam pro�le in the horizontal (X) direction, the third one formeasuring in the vertical (Y) direction. The principle of operation of the superharp isvery simple: when moving the fork inside the beam (using the stepper motor) each wirewill eventually cross the electron beam and secondary emitted electrons will produce a27
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Figure 2.2: Schematic of a Hall C superharp system.signal that will be detected and ampli�ed. This information, together with the readoutof the encoder10 that drives the stepper motor is stored into a CAMAC ADC moduleand later transfered into an ASCII �le for subsequent analysis. The absolute positionis determined using a rotary encoder. The linear movement of the superharp wire istranslated into a rotary motion via a threaded rod. The accuracy of the superharpreadout is � 10 �m. This proved to be totally adequate for reconstructing the actualwidth of the Je�erson Lab beam which is about 100 �m (FWHM) in both directions.Using this code one can extract the beam centroid as well as the widths of the beam in theX and Y directions. Combining the reading of several superharps one can also determinethe angle of the beam at the entrance/exit of the Hall C arc. The superharp systemused for beam energy measurement includes three pairs of superharps at the beginning,middle, and end of the arc.10Essentially the current position and speed of the moving harp are recorded.28



2.2.5 Beam Position MonitorsAs shown in Fig. 2.1 the position of the beam in Hall C was monitored using four BPMs.A BPM is a resonant cavity mounted in the beamline such that its axis will coincide withthe nominal axis of the beam. The size and shape of the resonant cavity as well as thematerial from which it is made11 determine the frequency of the transverse electric andmagnetic, TEM, modes possible in the cavity. The mechanical parameters of the cavitycan be chosen (or tuned) such that the frequency at which the accelerator operates isalso a resonant frequency of the cavity. This will ensure that the electron beam passingthrough the cavity will excite TEM modes. Some of these modes are sensitive to theposition of the beam, or more precisely to the distance of the beam from the nominalcenter of the cavity. Placing four antennae at 45� intervals inside the BPM allows thecollection of these signals. Comparing the signals coming from these four antennae,the relative (X; Y ) position of the beam can be determined. As this is only a relativemeasurement, a comparison with the superharp measurement is needed to calibrate theabsolute position of the BPMs. Once the calibration is done one can then use the BPMinformation as a non-destructive position measurement for the beam position12. The�nal accuracy of the beam position measurement was �1:02 mm.2.2.6 Beam Current MonitorsThe beam current in the hall was measured using three cylindrical microwave cavity beamcurrent monitors (BCMs) and a parametric DC current transformer (Unser monitor).The design of the BCMs is somewhat similar to that of the BPMs only that now oneis interested in coupling to the TEM modes that are sensitive to the beam current andrelatively insensitive (e.g. the TM101 mode) to the beam position inside the cavity.Wire loop antennae are used to couple to resonant modes, as in the case of the BPMs.The material and shape of the cavity can be chosen to adjust the quality factor, Q(i.e. the ratio of stored energy to dissipated power, weighted by the resonant frequency,11For a more general discussion of resonant cavities and their suitability for position/charge measure-ments see [26].12To be on the safe side periodical re-calibration using the superharps might be necessary.29



Q = !0W=Pd).As Q is relatively sensitive to temperature 
uctuations and this will directly a�ect thecurrent measurement, several steps where taken to partially alleviate this problem. Thequality factor Q of the BCMs was lowered and all three cavities were thermally insulatedfrom the outside world and provided individually with thermostat controlled heaters (itis much more reliable and cheaper to thermally stabilize a device at a temperature higherthan the surrounding medium by heating it). The cavities were kept at a temperature of� 43:3� C and the temperature was continuously recorded on a paper strip chart.The BCMs were calibrated using an parametric DC current transformer (Unser mon-itor). The advantage of using the Unser monitor is that it has an absolute gain that isextremely stable, measured to 10�7. However, the zero o�set of the Unser monitor canhave large drifts over relatively short periods of time (hours) so it does not provide areliable current measurement over extended periods of time. Calibration runs in whichthe beam was alternately turned o� and on over 2 minute intervals at successive beamcurrents of 10, 20, 30 and 40 �A were taken about once a day. During the beam o�periods the o�sets of the Unser and cavity monitors could be determined and during thebeam on periods, the gains of the cavity monitors could be calibrated against the �xedgain of the Unser. In order to calibrate the gain of the Unser monitor, current from avery precise (10�7) current source is sent through a wire that runs along the beam axis,thus simulating the e�ect of the electron beam.2.2.7 Beam Rastering SystemThe CEBAF accelerator generates a high current beam, small transverse size (<� 200 �mFWHM). In Hall C, in order to prevent damage to the target or to the beam dump, tworastering systems that increase the e�ective size of the beam spot are used.The slow raster system was located just upstream of the target and was designed toprotect the beam dump. As E93-018 only used low{to{moderate currents (10{40 �A),this system was not used. The fast raster system was situated 25 m upstream of thetarget and it designed to prevent the melting of the solid targets and to prevent localized30



boiling in the cryogenic targets. It consisted of two sets of steering electromagnets, onevertical and one horizontal. The current through the magnets was varied sinusoidally13,at 17.0 kHz (vertical direction), and 24.2 kHz in the horizontal direction. The frequencieswere chosen such that the beam motion on the target would not form a stable Lissajoux�gure. The typical raster size used in E93-018 was � 0.5 mm in both the horizontal andvertical directions (i.e. a 1 mm X 1 mm box). As the rastering signals were sinusoidal,the beam spent more time at the edges of the box than it does at the center, thus thepower was not uniformly distributed over the entire area of the raster pattern. Despitethis technical inconvenience, the reduction in power density due to the raster was enoughto prevent signi�cant density 
uctuations (localized boiling) in the cryogenic target used(see section 4.4.7 for the target boiling correction applied).2.3 TargetThe target assembly used during E93-018 consisted of two separate target ladders, onefor (thin) solid targets and one for the (extended) cryogenic targets. Remotely controlledstepper motors allowed the vertical movement of each ladder (such that the desired targetcould be positioned in the beam path). Switching from one target ladder to the other wasaccomplished by �rst lifting the current ladder to its uppermost position (the nominal\HOME") and then rotating the target ladder around the vertical axis by 90o. This typeof motion was also remotely controlled. All target motion required the electron beam tobe removed from Hall C, thus adding to the overhead of the experiment.2.3.1 Scattering ChamberThe Hall C scattering chamber used in E93-018 is a large (inner radius � 61.6 cm,150 cm high) cylinder with relatively thick (� 6.35 cm) aluminum walls. The main pur-pose of the scattering chamber was to protect, mechanically and thermally, the delicate13This description of the raster system matches the experimental situation from the fall of 1996 in HallC. The many improvements/changes in the rastering system that occured since that time are beyondthe scope of this work. 31



Figure 2.3: x and y fast raster currents (corresponding to the x and y positions of thebeam at the target), showing the beam intensity distribution. During E93-018 theraster size was set to � 0.5 mm for both x and y directions.
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liquid and solid targets used in physics experiments. The chamber had cutouts largeenough to cover the angular acceptance of the two Hall C spectrometers, including theprojected (but as of now not implemented) out-of-plane operation of the SOS. Openingsfor the entrance/exit of the beam were also provided, as was a pumping port (for at-taching the vacuum pump(s)) and several \viewing ports" for the visual inspection ofthe chamber while under vacuum14. The beam exit window was made of Titanium foil,approximately 70 mg/cm2 thick. As the scattering chamber connected directly to thebeamline, no entrance window was present. The HMS opening of the scattering chamberwas 20.32 cm in height and had a 40.64 �m thick aluminum window. The SOS openingwas 12.7 cm in the vertical dimension and its aluminum window was � 20.32 �m15. Thescattering chamber was mounted on a thick plate which is in turn attached on top ofthe Hall C pivot. The top of the scattering chamber had openings for the cryotargetplumbing and for the target lifting and rotation mechanisms.2.3.2 CryotargetE93-018 used the \standard" Hall C cryogenic ladder, in its 1996 con�guration. Figure2.4 shows the general view of the cryogenic target ladder and an enlarged view of asingle target loop. On the ladder there were three target loops, each containing a long(� 15 cm) and a short (� 4 cm) cell. For measuring the contribution coming from thealuminum walls of the cryotargets a pair of \dummy" targets was also present. Theseconsisted of 
at aluminum targets placed at the approximative position of the endcaps ofthe cryotarget(s) and made of the same type of material as the endcaps themselves. These\dummy" targets were about ten times thicker than the actual cell walls. This not onlysigni�cantly reduced the amount of time dedicated to the empty target measurementsbut also has the advantage that the total thickness (in terms of radiation lengths) of the\dummy" target matches almost perfectly the thickness of the \liquid target + endcaps"14A radiation hardened TV camera placed inside the scattering chamber allowed the visual inspectionof the target ladders during data taking.15The thickness of the entrance/exit windows represents the balance between safety requirements andthe need to minimize unwanted processes like multiple scattering and/or bremsstrahlung.33



15 cm target

Cell Block
4 cm target

Beer Can

Front window tube

Loop 1

Loop 2

Loop 3

 Beam Direction 

15 cm Dummy

4 cm Dummy

Figure 2.4: Schematic of the Hall C cryotarget ladder and enlarged view of a single targetloop.combination.The basic 1996 Hall C cryotarget loop consisted of the target block (holding the longand short cells), a circulation fan, a heat exchanger, a low power heater, and a highpower heater. The target cells are cylindrical, 6.731 cm in diameter, with � 17.78 �m{thick side walls, made out of chemically etched CoorsTM beer can blanks. The cellswere mounted on a common (thick) aluminum cell block, which was in turn connected tothe heat exchanger. The axial fan mounted inside the heat exchanger forces the targetliquid to circulate through the cells. As seen in Fig. 2.4 both the entrance and endcap ofthe target are slightly curved. This means that the actual thickness of the liquid targetwill vary slightly depending on the position of the beam on target. As any cross-sectioncalculation critically depends on the knowledge of the target thickness, the position ofthe beam on target was closely monitored during E93-018 . The beam was centered onthe nominal center of the target to within 1 mm (this implies an uncertainty of 0.3 % orless in the target thickness for the 4 cm hydrogen cell used during the experiment)16.16All known sources of uncertainty, including target-related ones, will be discussed in detail in the34



Cold helium gas provided by CEBAF'S End Station Refrigerator (ESR) at about15 K was used as a cooling agent for the liquid targets. The power rating of these targetswas around 200 Watts (i.e. the cooling system can safely dissipate up to 200 W of beam-deposited energy in the target medium), exceeding by a large margin the requirementsof E93-018 where currents were modest (� 40 �A) and only the 4 cm target wasused17. Enough cooling power was available to simultaneously keep all cells at cryogenictemperature.The loops are kept at constant temperature regardless of the presence/absence of thebeam by increasing/decreasing the current on the heaters, keeping the total dissipatedpower constant. This mode of operation is called \constant heat load" and was thepreferred mode for operating the cryotargets. Another possibility would be to actuallyregulate the amount/
ow of cooling agent (using the Joule-Thompson (JT) valves) butthat is a slower and less responsive process that was used only when signi�cant longterm changes in the temperature/pressure of the cooling agent coming from ESR wereobserved. In the constant heat load mode of operation the high power heater compen-sates for the bulk of the heat load, while the low power heater maintains the correctoperating temperature, accounting for small variation in the coolant parameters and/orbeam intensity.During E93-018 , however, only two loops (loops 1 and 3) were operational. One was�lled with hydrogen, the other one with liquid deuterium (interspersed with the E93-018 data taking were periods when the \sister" experiment E91016 ran and neededboth H2 and D2 targets). The middle loop had a small leak and thus was not used forany measurements. The hydrogen loop pressure was � 29 PSIA. Table 2.2 summarizesthe normal running parameters for the hydrogen and deuterium loops. As seen in Table2.2 both targets are operated in a subcooled fashion. This o�ers a much more stablerunning conditions, less sensitive to (small) sudden changes in the heat load and/orcooling agent parameters. Each loop contains two Lakeshore Cernox resistors measuringthe temperature of the loop to within 50 mK.error analysis chapter.17This set of conditions require less than 50 Watts of cooling power.35



Target Temperature Density Purity(K) (g=cm3) (%)hydrogen 19.0�0.05 0.072304�0.0003 99.8�0.10deuterium 22.0�0.05 0.16708�0.0007 99.2�0.13Table 2.2: Summary of the normal running conditions for the LH2 and LD2 targetsIn Table 2.3 and 2.4 lists of materials for the liquid/dummy targets are provided. Asthese two tables contain extremely relevant information for the cross-section calculation(empty target subtraction) and/or corrections applied to the cross-section (i.e. exter-nal bremsstrahlung depends critically on the material \seen" by the incoming/outgoingelectron) they will be revisited in the data analysis chapter.2.3.3 Solid targetsAs stated above the standard Hall C equipment includes also a water cooled solid targetladder. The con�guration used during E93-018 allowed for a total of 5 targets, outof which 2 could be thick targets. In addition to the rotation in and out of the beamalready explained and the vertical motion that allows di�erent targets to be put in thebeam path, the solid target ladder could also be rotated (manually) around its ownvertical axis, thus changing the e�ective incident angle of the beam on target (useful forminimizing straggling in the target material, for example).As the focus of E93-018 was exclusively on liquid hydrogen targets, only the thin 12Cwas used for optics studies. Also the \slanted target", a long, thin 12C target mountedat a � 60o angle with respect to the vertical was used. By moving the target ladder upand down one can change the position of the interaction point along the beam z-axis, tostudy the e�ects of an extended target.2.4 SpectrometersThe standard detection system in Hall C at Je�erson Lab consists of two highly 
ex-ible electromagnetic spectrometers that sport medium resolution and relatively large36



Item t � t�� Xo r.l.(cm) (g=cm3) (g=cm2) (g=cm2) (%)Entrance cap 0.0071 2.700 0.0192 24.01 0.080Hydrogen (4 cm) 4.38 0.0723 0.3166 61.28 0.516Hydrogen (15 cm) 15.36 0.0723 1.1106 61.28 1.812Deuterium (4 cm) 4.20 0.1670 0.7014 122.6 0.572Deuterium (15 cm) 15.16 0.1670 2.526 122.6 2.060Target wall 0.0125 2.700 0.0338 24.01 0.141Exit Cap 0.0125 2.700 0.0338 24.01 0.141HMS-side window 0.0406 2.700 0.1097 24.01 0.4566HMS air gap 15.0 0.00121 0.0182 36.66 0.0496HMS Kevlar entrance 0.0381 0.74 0.0282 55.2 0.0511HMS Mylar entrance 0.0127 1.39 0.0177 39.95 0.0443SOS-side window 0.0203 2.70 0.0548 24.01 0.2283SOS air gap 15.0 0.00121 0.0182 36.66 0.0496SOS Kevlar entrance 0.0127 0.74 0.0094 55.2 0.0170SOS Mylar entrance 0.0076 1.39 0.0106 39.95 0.0265Table 2.3: Material List and Properties for the Target Cell and Scattering Chamber.
Al Al Al AlTarget 4 cm 4 cm 15 cm 15 cmAl Alloy 5052 3004 5052 3004Density (g/cm3) 0.2572 0.2643 0.2570 0.2646Thickness (cm) 0.09596 0.09667 0.09601 0.09675X0 (g/cm2) 23.6311 23.6396 23.6311 23.6396Radiation Length 0.0109 0.0112 0.0109 0.0112Table 2.4: Characteristics of the \dummy" Aluminum Targets.
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momentum and angular acceptances. The High Momentum Spectrometer (HMS) has amomentum \bite" �p=p of �10 % and is capable of analyzing high-momentum particles(up to 7.5 GeV/c). The Short Orbit Spectrometer has a �20 % momentum acceptancebut its maximum central momentum is only around 1.7 GeV/c. While the short length ofthe SOS makes it an ideal choice for detecting short-lived particles (a crucial point thatmade E93-018 possible), its detector package provides all of the particle identi�cation(PID) necessary for its use as an electron spectrometer as well.2.4.1 High Momentum SpectrometerThe HMS is a superconducting spectrometer18 based on a QQQD design, with a verticalbend angle of 25 degrees. The magnets, as well as the detector frame are supported bythe same carriage, thus �xing the detector frame with respect to the optical axis. To helpdistribute the weight, the shielding hut that protects the detector hut is supported by aseparate carriage. Both carriages can rotate around a rigidly mounted central bearing.In Fig. 2.5 a side view of the HMS spectrometer and the HMS detector hut are shown.The quadrupoles are cold iron superconducting magnets. Soft iron wrapped aroundthe coils enhances the central �eld while reducing stray �elds. Multipole windings arepresent for each quadrupole, although these were not used during E93-018 . For eachquadrupole, the power is provided by three water-cooled \Danfysik System 8000" powersupplies. These low-voltage, high-current supplies can provide up to 1250 A at 5 V. Thecorrector coils are powered by three HP power supplies (Imax = 100 A at 5 V). Thequadrupoles are set by current, based on the measured R Bdl vs I curve. The optical axisof each quadrupole was determined using the Cotton-Mouton method [27]. Di�erences ofup to 2 mm between the mechanical and optical axis were found. In the �nal con�gurationall HMS magnets where aligned (to 0.2 mm) according to their optical axes.The HMS dipole is a straight-pole face superconducting magnet providing a 25 degreeupwards bend for charged particles up to 7.5 GeV/c. This massive device has a bendradius of � 12:06 m and a gap width of � 42 cm. Its actual length is � 6 m, although18As in the case of the target, ESR provides the necessary cooling power as 2 K liquid helium or, morefrequently as 15 K cold helium gas. 38



the e�ective length is smaller, � 5:26 m. Its \Danfysik System 8000" power supply candeliver up to 3000 A at 10 V (although in practice, given the current maximum beamenergy of the machine, one needs at most half of that current). The dipole �eld is set andregulated using a NMR probe. The typical setting/settling time when changing momentawas around 15 minutes during the E93-018 running. The �elds in both the dipole andthe quadrupoles are stable at the 10�4 level and the reproducibility is somewhat betterthan 10�3. Tables 2.5 and 2.6 present a summary of the main construction parametersof the HMS magnets, while in Table. 2.7 the �nal performance of the system (includingmultiple scattering e�ects and the �nite resolution of the drift chambers) is shown.Q1 Q2/Q3Gradient (G/cm) 605 445\Good Field" Radius (cm) 22 30Pole Tip Field (T) 1.50 1.56Radius to Pole (cm) 25 35Magnetic Length (cm) 189 210Stored Energy (106 J) 0.25 0.5Weight (tons) 20.0 30.0Table 2.5: Design characteristics of the HMS quadrupoles. As Q2 and Q3 are identical,they share a single column in the table.In its standard operating mode (the mode used during E93-018 ), HMS providespoint-to-point focusing in both the dispersive and non-dispersive directions. This tuneprovides large momentum and angular acceptance, as well as extended target acceptanceup to �6 cm. In this tune, Q1 and Q3 focus in the dispersive direction and Q2 focusesin the transverse direction.HEAVYMET (machinable Tungsten alloy, with � 10 % CuNi; � � 17 g/cm3) col-limators (for solid angle determination) and sieve-slits (for optics studies) were placedin a vertical stack � 1:26 m from the target in front of the �rst HMS quadrupole. Thethickness of these plates (2 inch) ensures that even the most energetic electrons (basedon available Je�erson Lab energies) cannot punch through; this ensures that the size ofthe collimator aperture precisely determines the solid angle (this statement holds true for39



Gap 421 cm\Good Field" Width � 30 cmBend Angle 25oMax. Pole Tip Field 1.66 T (6 GeV/c)Dynamic Field Range 10:1Field Uniformity �B/B 0.001Pole Face Rotations 6o, �6oE�ective Length 5.26 mCoil Con�guration 4.1*105 A-turns/poleOperating Current 6,881 ACoil Cooling Thermal Siphon 4:3 K LHeWeight 470 TonsTable 2.6: Design characteristics of the HMS Dipole.both thin and extended targets, although the calculation becomes more involved whenusing extended targets), and that the events seen at the focal plane actually go throughthe pattern of holes drilled into the sieve-slit, when doing optics studies.All of the production E93-018 data was taken using the so{called \large" collimator.This collimator had an octagonal aperture designed to limit the solid angle as follows:For a � cut of �10 %, the solid angle (for a thin target) was around 6.8 msr, with a lessthan 10 % drop in the acceptance (edges versus center).2.4.2 Short Orbit SpectrometerThe Short Orbit Spectrometer (SOS) is a QDD design, which is based upon the MediumResolution Spectrometer (MRS) at LAMPF. SOS has a large momentum acceptance,� 20 %, a large solid angle acceptance, but its extended target acceptance is limited(� 2{3 cm). In its standard operating mode the quadrupole focuses in the horizontal(i.e. non-dispersive) direction while the two dipoles bend the incoming particles �rstupward by 33�, then downward by 15o, for a total/net bending angle of 18�. The facesof the two dipoles are shaped such that the resulting fringe �elds provide some focussingin the dispersive direction. The dipoles share a common yoke.40
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Q2 Q3Q1

Figure 2.5: Side view of the HMS
Maximum central momentum 7.4 GeV/c (4.4 tested)Momentum acceptance �10%Momentum resolution [�p=p] 0:04 %Solid angle (no collimator, thin target) 8.1 msrIn-plane angular acceptance �32 mrOut-of-plane angular acceptance �85 mrIn-plane angular reconstruction 0.5 mrOut-of-plane angular reconstruction 1.0 mrExtended target acceptance �7 cmHorizontal Vertex reconstruction 2� 3 mmTable 2.7: Summary of the HMS performance. Multiple scattering e�ects, as well as the�nite resolution of the drift chambers are taken into account.
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All magnets, as well as the detector hut, are supported by a common carriage assem-bly. According to its design speci�cation, SOS should be able to move out-of-plane by upto 20�, aided by hydraulic jacks. While these jacks were in place during E93{018, theywere not operational. Figure 2.6 shows a side view of the SOS spectrometer, completewith its detector stack. Unlike the HMS case, the optical and mechanical axes of themagnets where found to coincide within 0.1 mm. The �nal alignment of the magnets wasaccurate to 0.2 mm. By rotating the entire SOS spectrometer, the magnets can moveradially by up to 2 mm; however the positions are reproducible to better than 0.5 mm.The quadrupole and dipoles are normal conducting magnets, cooled by the Hall CLow Conductivity Water system which provides water at 250 PSI. Remotely controlledInverPower power supplies (one for each magnet) provide the required power. As thepolarity of these power supplies can be reversed, SOS can detect either positive or negativeparticles. While the power supplies for the quadrupole and the second dipole provide upto 1000 A at 160 V, the supply for the �rst dipole provides 1000 A at 250 V. The highestmomentum setting attainable with SOS is � 1.75 GeV/c, limited by the current limiton the �rst dipole. Given the sharp pole edges of the spectrometer, saturation e�ectscan be seen for SOS central momenta as low as 1.5 GeV/c. The highest SOS momentumsetting measured during E93-018 was 1.634 GeV/c, so saturation e�ects are importantin data analysis. Both the quadrupole and the dipoles had Hall probes mounted insidethem. These probes measure and regulate the magnet settings.For E93-018 the SOS was operated in the \standard" point-to-point tune, withpoint-like focusing in both the dispersive and non-dispersive directions. Table 2.8 sum-marizes the SOS performance. As during E93-018 there were kinematic settings thatrequired a shallow SOS angle combined with a high SOS momentum, the steering of theprimary beam by the SOS fringe �elds was of certain concern. The movement of thebeam on the Hall C beam dump viewer with increasing SOS moment (for some smallSOS angles) was plainly visible.A slit system similar in design with the HMS one was installed in front of the SOSquadrupole (at � 1.26 m). The slit box had three HEAVYMET collimators (namelythe \large", the \small" and the \sieve-slit" collimators); there was also an empty space.42



Figure 2.6: Side view of the SOS.43



Maximum central momentum 1.75 GeV/cMomentum Acceptance �20%Momentum Resolution [�p=p] 0:1 %Solid angle (no collimator, thin target) < 11 msrIn-plane angular acceptance �70 mrOut-of-plane angular acceptance �40 mrIn-plane angular resolution 4 mrOut-of-plane angular resolution 0.5 mrExtended target acceptance 2� 3 cmHorizontal Vertex reconstruction 1� 2 mmTable 2.8: Summary of the SOS performance. The �nite resolution of the SOS driftchambers (� 200 �m per plane) is taken into account. No saturation e�ects are takeninto account when computing resolutions, etc.
The SOS sieve-slit had precisely spaced, 0.508 mm diameter holes, that formed a 9x9lattice pattern. Some holes were missing and acted as a key that uniquely determine thecorrect orientation of the \reconstructed" slit (i.e. with a perfectly symmetric slit onewill never be able to tell \left" from \right", \top" from \bottom"). As in the case of theHMS slit, the central hole has half the diameter of the other holes (with the idea thatthe best possible angular resolution is in the middle of the spectrometer and the smallerhole should, in principle, give some measure of what that resolution might be). Also, thecentral three rows of the SOS slit were more closely spaced than the other rows (the abilityto separate, or not these closely spaced rows is very telling in the process of evaluatingthe angular resolution). Both the \large" and the \small" collimators had octagonalapertures that de�ned the solid angle. Given the thickness of these plates (� 6.35 cm)these holes were 
ared so as to better match the acceptance of the spectrometer. Table2.9 shows the characteristics of the HMS (SOS) collimators. The \large" SOS collimatorwas used for all production running during E93{018.44



Name Spectrometer d
 Central Central Shape Flared(msr) Width (mr) Height (mr) (Yes/No)large HMS 6.74 �27:5 �70:0 Octagonal yessmall HMS 3.50 �20:0 �50:0 Octagonal yeslarge SOS 7.55 �57:5 �37:5 Octagonal yessmall SOS 3.98 �32:5 �35:0 Octagonal yesTable 2.9: Summary of the size and shape of the HMS and SOS collimators. All �guresare for a thin solid target. All solid angles should be smaller for an extended target.2.4.3 Spectrometer OpticsThe magnetic properties (optics) of the HMS and the SOS spectrometers are describedin the framework of the COSY INFINITY program [28] for both the analysis programEngine and the Monte Carlo simulations (see section 4.3).The COSY program generates, for each spectrometer, forward transport matrices thatallow the calculation of the focal plane quantities (xFP , x0FP , yFP , and y0FP ) in terms ofthe target quantities (x0TAR, yTAR, y0TAR, and � = (p � p0)=p), with p0 being the centralmomentum of the spectrometer. Each of the focal plane quantities is expressed as:a = Xi;j;k;lAai;j;k;l(x0TAR)iyjTAR(y0TAR)k�l i; j; k; l 2N ; (2.3)i; j; k; l 2 h0; Nia 2 (xFP , x0FP , yFP , y0FP ); where N is the order of the expansion and Aai;j;k;l is a columnof the forward transport matrix. Although COSY allows expansion to arbitrary orders(thus the INFINITY in its complete name), the HMS forward matrix was calculated to5th order, while for the SOS a 6th order representation was used. In both cases thematrices were sparse.By inverting the forward transport matrix one obtains the so{called reconstructionmatrix which gives the target quantities in terms of the focal plane quantities. Note thatas only four quantities are measured at the focal plane, only four independent quantitiescan be reconstructed at the target. The typical choice is to assume xTAR = 0.45



For the simulation code(s) used in Hall C, the forward/reconstruction matrices weregenerated based on theoretical models of the HMS and SOS spectrometers that takeinto account the positions, �elds and lengths of the magnetic elements (quadrupoles anddipoles) of each spectrometer. The code then uses the forward matrices to propagate thetracks produced by the event generator from the target to the focal plane (alternativelyevents can be propagated to key points inside the spectrometer to check each trackagainst various apertures.), the coordinates of succesfull events are smeared to accountfor multiple scattering and the �nite resolution of the detectors, then the smeared focalplane coordinates are used to reconstruct the event at the target.While one can use the theoretical (i.e. COSY{generated) matrix elements in theEngine [29] for reconstructing target quantities, the recommended method (and themethod used in this analysis) is to �t the reconstruction matrix elements from data.The �tting procedure is described in [30] and involves �tting sieve slit data for anglereconstruction/checking, carbon elastic data (i.e. known correlations between angle andmomentum) to reconstruct momentum, and sieve slit data from targets at di�erent po-sitions along the beam (i.e. slanted target data) to reconstruct yTAR.As part of the present E93-018 analysis (and working together with members of theE91{016 collaboration) new matrix elements were �t for both HMS and SOS. Some of theresults are shown below19. In Fig. 2.7 the angular reconstruction of the target angles isshown for the new set of HMS matrix elements. The top two panels show respectively theout{of{plane (left) and the in{plane angle (right) reconstruction for a sieve slit run. Thebottom panel shows the correlation between the two angles. A thin slanted carbon targetwas used for this calibration run. The position of the slanted target for this particularrun corresponds to Ztarget = 0. In Fig. 2.8 the angular reconstruction for the new SOSmatrix elements is shown. The running conditions were similar to those of the HMSplot (i.e. carbon target at Ztarget = 0, sieve slit, etc.). Again, the missing holes actas a key ensuring that the reconstructed angles carry the proper sign. As was the casefor HMS, the central hole is smaller in diameter than the other holes and, speci�c to19Complete sets of plots documenting the HMS and SOS �ts (as well as various tests performed withthe new sets of matrix elements) are available in the Hall C documentation repository.46
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HSYPTAR (mr) vs HSXPTAR (mr)Figure 2.7: HMS out{of{plane (HSXPTAR) (top left) and in{plane (HSYPTAR) (topright) angle reconstruction at the target for a sieve slit run using the new HMS matrixelements. The target used was the slanted carbon target, positioned to intercept thebeam at Ztarget = 0. The bottom panel shows the correlation between the two angles.The two missing holes act as a key ensuring the correct sign of the angle reconstruction.The central hole is smaller that the other holes providing an estimate of the angularreconstruction resolution. 47



the SOS sieve slit. The central three columns (in SSY PTAR) are more closely spaced(8.04 mr) than the others (12.07 mr). Figure 2.9 provides a closer look at the HMSangular reconstruction. The quantities shown are the x and y coordinates (in cm) ofthe reconstructed tracks at the sieve slit position. The sieve slit pattern is reconstructedvery accurately, even at the edges of the acceptance. One might also want to note theshift of the central hole from its nominal (0,0) position towards positive values of x (byabout 5 mm). This e�ect was �rst observed during the �tting of the new HMS matrixelements and was later con�rmed, by reconsidering the survey data available (and �ndingan inaccuracy in the original surveyor's report), as a misalignment of the whole collimatorassembly (i.e. the structure that holds both the sive slits and the various collimators).The new HMS and SOS matrix elements were tested using inclusive p(e; e0) elastic data(correlations between W 2 and focal plane and target quantities were studied), as well ascoincidence p(e; e0p) data (angular{momentum correlations, Em and pm (missing energyand missing momentum) as a function of focal plane and target quantities were studied).Also data vs Monte Carlo comparisons (see section 4.3) were performed for the elastic(both inclusive and coincidence) scattering data o� hydrogen. As the new HMS andSOS matrix elements were released for the general use of Hall C collaborators, they wereextensively tested by several groups working on the Je�erson Lab experiments that ranin 1996. To date, no serious complaints were recorded for neither the HMS, nor the SOSmatrix elements.2.5 Detector PackageThe standard HMS and SOS detector packages consisted of two drift chambers, two setsof x-y hodoscope scintillators, a gas �Cerenkov detector, and, in the back of the detectorstack, a layered lead-glass electromagnetic shower counter detector.The hodoscope scintillators were used to form the primary trigger. They also providedtime-of-
ight and dE=dx information. The drift chambers provided tracking information.The gas �Cerenkov and the shower counter were used for particle identi�cation (mainlyelectron-pion discrimination). The layout of the SOS detector package was more compact48
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chamber positions is 0.4 mm, and is used as such in the tracking software. The positionsof the other detectors are known to within few mm from survey measurements of thedetector stand positions. Using electron scattering data all detectors were aligned withrespect to the drift chambers.2.5.2 Drift ChambersAs the HMS and SOS drift chambers, while performing similar roles in their respectivedetector stacks, have di�erent designs, they will be discussed separately below.HMS Drift ChambersThe HMS drift chambers were designed and built at Je�erson Lab by a Hampton Uni-versity group, led by Dr. O. K. Baker. While a more in-depth description of the designand performance of these detectors is given in [31] some of the more important parame-ters will be given here as well. A total of three drift chambers of this design were built;two of them were installed in the HMS detector hut (spaced by 80 cm), the third onewas kept as a spare. These devices had large active area (approx. 107x52 cm) and thinaluminized mylar windows. Each chamber consisted of six planes of wires, two measuringin the dispersive (x) direction, two measuring in the non-dispersive (y) direction, and twostereo planes rotated by �15� with respect to the x planes. As seen by incoming particlesthe planes were ordered x; y; u; v; y0; x0. Figure 2.13 shows the front and side views of aHMS drift chamber.As seen in Fig. 2.13 the x; x0 (and same holds true for the y; y0) pair of planes werestaggered by half a cell to help solve the left-right ambiguity when reconstructing tracks.The basic HMS drift chamber cell (see Fig. 2.14) was a 3 x 3, 10 mm by 8 mmrectangular lattice with the sense wire in the center surrounded by eight �eld wires. Thesense wires were 25 �m gold{plated tungsten (spring loaded) while the �eld wires were200 �m gold{plated Cu-Be (also spring loaded). The tension in the wires was chosen suchas to minimize the electrostatic sagging of the wires when the operating high voltage isapplied. 200 �m Cu-Be guard planes were installed before the �rst plane and after the54
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HV Card Vmax Imax DetectorsA403 -3000 V 3.0 mA Hodoscope/CalorimeterA503 -3000 V 3.0 mA Hodoscope/CalorimeterA503P +3000 V 3.0 mA �Cerenkov DetectorsA505 -3000 V 3.0 �A Drift ChambersTable 2.10: CAEN high voltage cards used for the Hall C detectors.sixth plane in each chamber. As the �eld inside the cell tends to be asymmetric for theoutside cells, all planes had an empty drift cell (i.e. no sense wire) at each end.The high voltage settings of the eight �eld wires give the strength and shape of theelectric �eld inside the drift cell. For the HMS drift chambers all wires that were at thesame distance from the center of the cell (i.e. same distance from the sense wire) werekept at the same potential. As the cell is a rectangle rather than a square there are threedi�erent voltage settings (conventionally called \t == triangle", \s == square" and \c== circle") that needed to be set.Extensive plateau studies of the HMS drift chambers with and without beam (i.e.cosmic rays) helped to determine the optimal operating point of these devices. The com-bination 2500/2250/1750 V for the \t-s-c" wires provided the most stable operating point.For these settings the e�ciency per plane was greater than 99 % even for the highest par-ticle rates the chambers were supposed to detect (� 2.5 kHz/wire/mm). As with all thedetectors present in Hall C the high voltage power supplies were CAEN. Table 2.10 listsall CAEN power supply cards used in Hall C, their main characteristics, and the type(s)of detector(s) that used them. The low voltage setting for the discriminator-ampli�ercards used to collect/amplify the signal from the wires was also studied intensively. Itwas found that a setting of 4.5 V o�ers the optimal choice (i.e. voltage is high enough sothat there is no ringing in the chambers but low enough so as to ensure high detectione�ciency for minimum ionizing particles).The gas mixture used in the HMS (and SOS as well) drift chambers was Ar � C2H6(50:50 by weight), continuously circulated at a rate of 400-800 cm3/min (SOS rates were56
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lower). Given that the volume of each HMS chamber is � 120 l, the lower gas-
owsetting (i.e. 0.4 l/min) ensured one complete chamber purging every 5 hours, which ismore than adequate for normal running. When \purging" the drift chambers after alonger period of inactivity, temporary higher gas 
ow rates were acceptable (but notmore than 1-1.2 l/min, otherwise the thin mylar windows of the chamber might haveburst). Minute amounts of isopropyl alcohol (less than 1 %) were incorporated in the gasmixture by bubbling the mixture through an alcohol-�lled jar. The presence of alcohol inthe mixture helped quench the electron-ion avalanche that eventually forms at the sensewire when collecting data. In their normal operating mode the HMS drift chambers hada very low leakage current, 0{50 nA/plane.Each sense wire signal is discriminated/ampli�ed (a combination of LeCroy 2735DCand NanoMaker 277-L cards were used. The two makes were operationally equivalent,although one of the cards carries a much higher price than the other) and then fed into atime-to-digital (TDC) converter, located in a FASTBUS crate inside the hut (to minimizesignal distortions and delays). LeCroy 1876(1877) modules were used with either 12 or 13bit readout (during E93-018 the upgraded 1877's with 13 bit readout were used) witha sensitivity of 250 ps/channel. The chambers were operated in the so{called \commonstop" mode. In this mode each wire signal starts its appropriate TDC channel. The\stop" signal is provided by a delayed signal originating from the hodoscope scintillators(i.e. a delayed trigger). The delay is then removed in the o�-line analysis in order to getthe proper drift time. The resolution of the HMS drift chambers was 200{300 �m (�),dominated by multiple scattering.SOS Drift ChambersThe two SOS drift chambers consisted each of six planes: x, u and v, as shown in Fig.2.16. There was no y plane. The x and x0 planes measured the position in the dispersivedirection, the u=u0 planes were rotated 60� clockwise from the x plane, and the v=v0planes were rotated 60� counterclockwise from x. As in the case of HMS drift chambersx and x0 (as well as u and u0; v and v0) are staggered by half a cell to ease the left-rightambiguity problem. 58
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from the counting house. A setting of 1.5 V for the low voltage was used during E93-018 . The signals from the discriminator cards were fed via twisted pair ribbon cables tothe LeCroy multi-hit TDCs (1877). Due to space limitation the FASTBUS rack holdingthese TDCs was not in the SOS hut but in the electronics shack located just below thedetector hut. When a stop from the hodoscope scintillators was received, up to 16 hitsper wire could be read and sent into the data stream. The �nal position resolution wascomparable with the performance of the HMS chambers, � 200 �m (�).SOS drift chambers used the same gas mixture and gas handling equipment as theHMS drift chambers. The volume of a SOS drift chamber being only � 13 l, the gas 
owthrough the chamber was much lower (typically 0:2 l/min or less) than for the HMS.2.5.3 HodoscopesThe HMS and SOS detector stacks each held four planes of scintillator paddles (two pairsof x-y planes in each spectrometer). The signal coming from these detectors was usedto form the primary trigger. In addition, these detectors allowed the measurement ofthe speed of charged particles by providing time of 
ight (TOF) information. The HMSand SOS hodoscopes were identical except for the size and number of elements. Eachhodoscope plane had 9 to 16 elements20. The hodoscope elements were long narrow stripsof BC404 scintillator material (Polyvinyltoluene, PVT) with lucite light guides at eachend. To ensure light tightness while adding the minimum amount of extra material thescintillators were individually wrapped with one layer of aluminized mylar and two layersof tedlar. The HMS scintillators were all 2.12 cm thick and 8 cm wide. The x elementswere 75.5 cm long (16 elements/plane) while the y elements were 120.5 cm long (10elements/plane). There was an � 0.5 cm overlap between elements in the same plane inorder to avoid missing particles. The total active area for HMS was thus 120.5 x 75.5 cmand the spacing between the front and the back scintillator planes was 230 cm. In the SOSthe front two planes are smaller than their back counterparts. The front x plane (S1X)20In general more segmentation is desired in the dispersive direction so (x) hodoscope planes will havemore elements than their (y) counterparts. Also, the HMS hut is larger than the SOS hut so morescintillators were needed in HMS than in SOS. 61



had 9 elements (36.5 x 7.5 x 1.0 cm in size) while the front y plane had also 9 elements,63.5 x 4.5 x 1.0 cm; for a total active area of 63.5 x 36.5 cm. The rear x plane (S2X)had 16 elements (36.5 x 7.5 x 1.0 cm) while S2Y had 9 elements, 112.5 x 4.5 x 1.0 cm insize, for a total active area of 112.5 x 36.5 cm. The spacing between the front and theback planes in SOS was 180 cm.Each scintillator was readout by two Philips XP2282B photomultiplier tubes (PMTs),one at each end, nominally operated at 2500 V. The high voltage was subsequently �ne-tuned/calibrated by gain matching the tubes with a 60Co gamma ray source. The voltageswere set such that the Compton edge from the gamma rays gave a pulse height of 500 mVat the output of the base. Planned but not used during E93-018 (as it was in its earlyconstruction stages) was a laser pulser gain monitoring system that would provide activegain matching of the tubes. \Time walk" corrections due to pulse height variations (someof which might be particle-dependent) and o�sets between individual elements were �ttedo�ine using data accumulated during the actual production running.The output from the tubes was sent via a patch panel present in the detector hutand a combination of RG58 and RG8 cables to the counting house. A splitter then feda third of each signal, through � 400 ns of RG58 cable delay to the ADCs; the rest ofthe signals went to PS7105 Discriminators. One set of outputs from these discriminatorswas fed via logic delay modules to TDCs and VME scalers. The other set of outputswas sent to a LeCroy 4654 logic module. This module generated the OR of all tubes onone side of a given plane. The trigger logic used the \AND" of the sets of tubes on eachside of a plane (a condition somewhat more relaxed than requiring both ends of a givenpaddle to �re) as well as the \OR" of the front (and back) pairs of planes (e.g. S1 = S1X+ S1Y). Figure 2.17 shows a diagram of the electronics for the hodoscopes.2.5.4 �Cerenkov DetectorsIn this section the principle of operation for �Cerenkov detectors is reviewed brie
y. Thetwo (slightly di�erent) actual designs used in HMS and SOS as threshold �Cerenkovcounters are described. The construction and operation of the silica aerogel and lu-62



DISC
4564

4564

S1Y

S2Y

S1

S1X

S2X

S2

T S

To Trigger

128

128/86 128/86

A

T
S

- ADC

- TDC

- Scaler

- Delay

- ECL to NIM

- NIM to ECL

Splitter

A

128

128

128

T S

6

= (S1X1+)+(S1X2+)+...+(S1X16+)
= (S1X+ )& (S1X-)
= (S1X)+(S1Y)

S1X+
S1X

S1Figure 2.17: Generic HMS/SOS Hodoscope electronics. The numbers indicate the num-ber of inputs coming the HMS/SOS spectrometer.

63



cite �Cerenkov counters, installed in the hadron arm for the speci�c purpose of kaonidenti�cation, will also be reviewed.OverviewA charged particle moving in a medium with a velocity larger than the speed of lightin that particular material will emit �Cerenkov radiation along a conical wavefront. Theangle of emission � of the radiation of a given wavelength, �, can be related to the velocityof the particle, �, and the refractive index of the medium as follows:cos � = 1� n (2.4)The number of �Cerenkov photons, N
, emitted per unit length, l, is given by:d N
d l = 2��Z2 Z �2�1 (1� 1�2n2 )d��2 (2.5)where � is the �ne structure constant, Z is the charge of the particle, and �1 and �2de�ne the spectral range of the detected radiation [32].A threshold �Cerenkov counter detects particles having su�cient velocity to produce�Cerenkov light in the radiator. By carefully choosing the index of refraction n, one can�x the threshold velocity so that it can discriminate between particle types. For theparticular purposes of Hall C related experiments it is necessary (most of the time, atleast) to discriminate between electrons and heavier particles. Therefore the Hall C gas�Cerenkov detectors were designed to produce copious amounts of �Cerenkov radiation forelectrons but not for pions/muons and all other heavier particles.HMS gas �CerenkovThe HMS �Cerenkov counter was a threshold �Cerenkov counter designed and built by theUniversity of Virginia. It consisted of a large cylindrical tank, with a diameter of 150 cmand a length of 152 cm, positioned between the front and back pair of hodoscope scintil-lators. The ends of the tank had thin (0.1 mm) 2024-T3 aluminum windows allowing thepassage of charged particles emerging from the HMS spectrometer. Inside the tank the64



�Cerenkov light was focussed by two mirrors onto two 12.7 cm (i.e. 5{inch) Burle 8854photomultiplier tubes. The detector was designed to operate at or very slightly aboveatmospheric pressure. Although several other �lling options were available, including var-ious freons, CFCs, etc; the use of such expensive and environmentally unfriendly gaseswas deemed unnecessary for the requirements of the present experiments. Thereforeduring E93-018 the detector was �lled with CO2 at atmospheric pressure and roomtemperature. In these conditions the threshold momentum is 17.9 MeV/c for electronsand 4.9 GeV/c for pions. As a consequence the detector was fully sensitive for electrons,yet unsensitive for pions (and heavier particles) for all kinematic settings. The expectednumber of photons produced by an electron in � 1:5 m of CO2, according to eq. 2.5, wasN
 � 60.SOS gas �CerenkovThe SOS gas �Cerenkov was designed and built at the University of Colorado. While acomplete description of the detector can be found in the \CEBAF SOS �Cerenkov DetectorHandbook"[33] the most important characteristics will be given here as well.The SOS �Cerenkov detector was an aluminum box, approximately 1 cubic meter involume, 99 cm high, 73.7 cm wide, and 111 cm long. The walls were 1.3 cm thick. Theentrance and exit windows were a composite of one layer of 0.254 mm lexan graphics �lm(for gas tightness) and one layer of 0.05 mm tedlar �lm (for light tightness). The totalthickness for these lexan/tedlar windows was 39 mg/cm. Inside the detector the lightwas re
ected by four overlapping spherical mirrors onto their respective photomultipliertube. The detector box had four ports for photomultiplier tubes (PMTs). As in the caseof the HMS �Cerenkov, Burle 5{inch 8854 PMTs were used. Each of these PMTs wasmagnetically shielded. Inside the detector box, Winston cones (re
ective cones aroundthe phototube front face) were used to increase the e�ective solid angle of each tube.The system was designed to operate at or near atmospheric pressure. Special precautions(including operating the system slightly below atmospheric pressure, etc.) needed to betaken if freon (or other CFC gas) was to be used. A system of solenoid valves and aretention bladder as well as monitoring equipment were provided for this purpose (i.e.65



the SOS �Cerenkov gas handling mechanism). During E93-018 the system was �lledwith CO2 and monitored so as not to exceed � 0.05 PSID with respect to atmosphericpressure.SOS Aerogel �CerenkovFor the speci�c purpose of separating pions from heavier/slower hadrons (including kaons)the SOS detector stack contained a silica aerogel �Cerenkov detector. The aerogel material(n(SiO2)+2n(H2O)) had a measured index of refraction of 1.034�0.001, giving a pionthreshold of 531.4 MeV/c and a kaon threshold of 1873.7 MeV/c. The design of thisdetector was very simple (see Fig. 2.18): the aerogel material was closely packed inan aluminum tray in the front of the detector. Charged particles entered this tray andproduced �Cerenkov light (provided their speed is high enough). The light is then re
ectedseveral times, eventually making its way in the di�usion box situated at the back of thedetector. The photons were collected by the photomultipliers placed on the sides of thedi�usion box.Speci�cally the aerogel material came in 25 x 25 x 3 cm tiles. These were packedtogether three-layer deep and positioned to form a compact 100 x 40 x 9 cm block. Thisentire block was then wrapped in one layer of Millipore �lter paper (96-98% re
ection).Two layers of aluminized mylar were wrapped on all sides except the top of the block.The block was placed, uncovered side up, in an aluminum tray, held in place by thin steelbrackets. Thin wires were strung across the open face of the material . The di�usionbox was also lined with re
ective Millipore paper. On each side of the box there wereseven ports circular ports. In each port a 5{inch Burle 8854 photomultiplier tube wasmounted. ADC signals from each individual PMT were recorded in the data stream (asimple hardware summation scheme enabling the use of the aerogel signal as a veto in theonline trigger will be discussed in the electronics setup section). In addition to the abovethe di�usion box had two gas feedthroughs, allowing the circulation of dry nitrogen gasin the di�usion box (as the aerogel material is extremely hygroscopic, and the humidityin the Je�erson Lab area of the US is rather high, maintaining the detector in a clean,dry, environment helps extend its life) and two light �ber feedthroughs which were to be66
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can, in principle be collected with PMT tubes. As the total pathlength of the particlesin the shower is proportional to the energy of the incident particle so the total �Cerenkovlight is proportional to the energy of the showering particle. Pions or, more generally,hadrons, have to interact strongly with nuclei in order to produce the so-called \hadronicshowers". The dynamics of a hadron shower is rather complex and will not be coveredhere. For the purposes of the E93-018 analysis it is important to note that, in a hadronicshower about half of the available energy is used for multiparticle production while theremainder is shared by a few highly energetic secondary particles. The resulting cascadeis mostly composed of pions and nucleons. Several of the dominant processes inside ahadronic cascade do not lead to secondaries producing �Cerenkov light. Also since themean free path for hadrons is much longer than for electrons, a hadron shower will havea di�erent spatial evolution than an electromagnetic shower. The thickness of the showercounter can be chosen such that the electromagnetic cascade is completely contained inthe detector while allowing only for a fraction of the hadrons' energy to be depositedin the detector. These di�erences between electromagnetic and hadronic showers makespossible the electron/pion identi�cation [34, 35].The HMS and SOS calorimeters were of identical design and construction except fortheir total size/number of blocks. 10 x 10 x 70 cm blocks of TF-1-000 lead{glass blockswere used for both detectors. Lead glass is a transparent glass composed primarily of leadoxide and silicon dioxide (51.2 % PbO, 41.3 % SiO2, 7 % Na2O). The main propertiesof this type of lead glass are: density, �= 3.86 g/cm3, radiation length 2.5 cm, index ofrefraction, n=1.67.The HMS shower counter had the blocks stacked four layer deep, each layer containing13 blocks (the total thickness along the central ray was 16 radiation lengths). TheSOS shower counter also had four lead block layers, but each layer had only 11 blocks.To account for the asymmetric 
aring of the SOS acceptance six of the blocks werepositioned above the nominal position of the central ray through the spectrometer andonly �ve blocks were positioned below it. To avoid losses through the cracks between thelayers the shower counters were rotated by � 5� with respect to the optical axis of thespectrometer (see �gure 2.10). Each module was individually wrapped �rst with 25 �m68



aluminized mylar (to maximize internal re
ection) and then with � 40 �m tedlar{typeopaque �lm (to ensure light tightness of the block). Silicone grease (n=1.46) mountedPhillips XP3462B PMTs (8-stage, 5 inch diameter) were used to read, at one end only,each individual module/block signal. These signals were recorded in the data streamfor o�ine analysis. In addition, a simple hardware summing scheme enabled the showercounter signal to be used as a veto in the online trigger. Each photomultiplier wasmagnetically shielded with �-metal foil. As in the case of other HMS/SOS detectors the(negative) high voltage was provided by CAEN power supplies.The attenuation (light loss) in the blocks and the gain of the phototubes were exten-sively studied, and, to minimize the signal variation across the shower counter, the bestlead glass blocks were paired with the worst PMTs. The operating voltages were set tomatch the gains of individual modules21. A program for the o�-line (limited) gain match-ing will be described in the calibration section. A detailed description of the calorimeterdesign and performance will be published in the future [36].2.6 TriggerThe HMS and SOS had separate trigger systems, providing triggers for events in eachspectrometer. Hodoscope signals produced when a charged particle passed through theactive area of the scintillators provided the �rst part of the trigger. In the electronarm signals coming from the gas �Cerenkov detector and/or the calorimeter were used todetermine if a particular event came from an electron or a pion. Typically if an eventhad either a gas �Cerenkov signal or a large shower counter signal, it was labeled as anelectron. Triggers with no �Cerenkov signal were labeled as pions. For the purposes ofE93-018 all electron events were considered when forming the coincidence trigger whileonly prescaled pion events were recorded as part of the HMS singles events. For thehadron arm the sum of the signals coming from the aerogel �Cerenkov provided a vetothat could be (and was) used to discriminate between \pion" events and kaon/proton21The online pulsed-laser gain matching scheme described for the hodoscopes is to be implemented forthe shower counters as well; however this was not operational during E93-018 .69



events. This signal eliminated 80-90 % of the pion events in the SOS, thus dramaticallyreducing the pion background. While most of the E93-018 data (except for kinematicsettings where the SOS momentum was high enough such that part of the detected kaonswere actually above the aerogel threshold) was acquired using the aerogel veto in theonline trigger, for each kinematic setting at least an hour of running was done withoutthe aerogel in the trigger, to check for any kaon losses the aerogel veto might induce.No signi�cant di�erences were found between the runs with and the runs without theaerogel in the trigger. Similarly the sum of the lucite �Cerenkov signals could be usedas a veto, discriminating between protons and kaons, and pions; however this featurewas not used in the E93-018 production data. After the raw spectrometer trigger (i.e.the \pretrigger") was formed, additional logic provided the �nal trigger for the triggersupervisor (TS), ADC gates, and start/stop signals for each event. The full trigger logicfor the single spectrometer trigger is shown in Fig. 2.19 and will be described below.2.6.1 Hodoscope TriggerAs stated previously, each hodoscope plane had between 9 and 16 scintillator paddles(depending on the type of plane (x/y) and also on the spectrometer), each one beingread-out at both ends (conventionally labeled the \positive"/"negative" side). Afterbeing discriminated the signals from either side on each plane were OR-ed together,resulting in eight signals for each spectrometer:S1X+; S1X�; S1Y+; S1Y�; S2X+; S2X�; S2Y+; S2Y� (2.6)(in reality these labels also had a leading \H" or \S" to distinguish between HMS/SOSsignals). A hit in a given plane, say 1X, was de�ned as a coincidence between thecorresponding \plus" and \minus" signals (i.e. S1X = S1X + :AND:S1X�, etc.). Thisde�nition was less restrictive than the condition requiring both ends of a given elementto �re. This setup was more robust than a simple AND-ing of the signals from eachindividual paddle, required much less electronic modules to implement, and the amountof random signals introduced was found to be insigni�cant. Using the set of signals (2.6)two primary scintillator triggers were formed:70
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1. \STOF" was de�ned as the coincidence of one of the front planes and one of theback planes. This was the minimal/least restrictive condition that would still ensureenough information was available such as to have a good TOF measurement in thescintillators.2. \SCIN" was de�ned as the coincidence between any three out of the four planes inthe hodoscope. This was known as the 3/4 (three-out-of-four) and will be referredas such below. Note that \SCIN" was a subset of \STOF", i.e. every time \SCIN"was true then \STOF" was also true, while a true \STOF" does not guarantee avalid \SCIN".For all E93-018 data the \SCIN" signal was used for both the electron and the hadronarms.2.6.2 Electron TriggerThe experimental requirements of E93-018 called for a high e�ciency for electrondetection in the HMS. In order to be accepted as valid electron triggers, events hadto either �re the gas �Cerenkov OR to produce a signal in the HMS calorimeter abovea certain threshold. This ensured a very robust running condition, less sensitive toine�ciencies in either of the two detectors. Of course, having an OR instead of anAND between the signals limited somewhat the hardware pion rejection e�ciency to� 100 : 1, but that was not a problem for the E93-018 running. Having a relativelytight coincidence window, as it will be explained below, certainly helped cut down therates.Signals from the two HMS gas �Cerenkov PMTs were summed and fed into a discrim-inator whose level was set just over the one photoelectron limit. This de�ned the \CER"signal. Using the shower counter information two logic signal were formed. First thetotal (hardware) sum of all blocks was discriminated to provide the \SHSUM" signal.Separately the sum of all blocks in the �rst layer was discriminated to form the preradi-ator,\PRSUM", signal. The total energy signal had one discriminated output, \SHLO",while the preradiator had two outputs, \PRHI" and \PRLO" (set using a high and a low72



discriminator threshold setting). The �nal electron trigger, \ELREAL" was the OR oftwo conditions. \ELHI" required a high calorimeter signal, but no �Cerenkov signal, while\ELLO" required a �Cerenkov signal, but not a calorimeter signal. \ELHI" was de�nedas the coincidence of the \SCIN", \PRHI", and \SHLO" signals (i.e. the tight scintil-lator cut and both a high preradiator sum and total energy sum from the calorimeter).\ELLO" required the �Cerenkov signal (by being vetoed by the \CER" signal) as wellas either a tight hodoscope condition (\SCIN") or a less restrictive hodoscope condition(\STOF") and a shower counter signal (\PRLO").2.6.3 Pion Trigger (using the gas �Cerenkov signal)A pion trigger was provided for the study of single arm pion backgrounds22. The raw\PION" signal was de�ned by the \SCIN" signal, vetoed by the \CER" signal (N.B.:thisis not mutually exclusive with the electron trigger). This \PION" trigger was prescaledusing a dynamic prescaling circuit, and the prescaled pion triggers, \PIPRE", was com-bined with the \ELREAL" signal to give the �nal HMS (SOS) singles trigger.2.6.4 Aerogel and Lucite TriggerAs a background reducing measure, a trigger signal formed using the aerogel (and lucite)information was provided for the hadron (SOS) arm. As was the case with all hodoscope,shower counter, etc. signals, the signals from the silica aerogel (lucite) detectors traveledfrom the detector hut to the counting house through � 30 feet of RG58 cable followedby� 450 feet of RG8 cable. In the counting house the signals were fed into a 50{50splitter. One of the outputs of the splitter was delayed by 360 ns RG58 delay cables andthen was fed via LeCroy 1881M ADC modules into the data stream. The other output ofthe aerogel (lucite) detectors went into a custom made (University of Maryland) ampli�ermodule. The ampli�ed signals, as well as the summed output went via delay cables intothe same ADC. Sums for the seven PMT tubes on either side of the aerogel detectorswere provided (for the lucite a straight summation of all signals was performed). The22This feature, although present, was not used in the E93-018 whose interest was in coincidencerather than single arm studies. 73



signal from either side of the aerogel was discriminated at about the three photoelectronlevel, and then the NAND (i.e. the .NOT..AND. of the signals) of the two sides wasprovided as VETO signal for the \SCIN"/"STOF" signals described above. This wayone avoided the loss of the events for which one side of the detector gives an anomalouslyhigh signal (as the size of the aerogel detector was slightly smaller than the envelope ofthe particles emerging into the SOS hut there was a small, but noticeable probability ofa \direct hit" of a particle on one of the aerogel PMTs, resulting in an anomalously highsignal).2.6.5 Trigger SupervisorThe trigger supervisor (TS) provided the interface between the trigger hardware andthe computer data acquisition system. The Hall C TS was built locally at Je�ersonLab and was designed to work in conjunction with the CODA (Cebaf On-line DataAcquisition system), also developed locally at Je�erson Lab . Based on the run statethe TS made all of the \decisions" about how to process and respond to the triggers itreceives. As Je�erson Lab provides high intensity CW beam, which in turn translatesto high data rates, all measures increasing the rate at which the events can be processedneed to be taken. In that spirit the use of the sparsi�cation feature of the ADCs andTDCs helped reduce the event size. The TDCs normally operated in sparsi�ed mode, notgiving an event for a channel if no stop signal was received after some preset time. Foreach channel of the LeCroy 1881M ADCs a threshold could be set individually and themodule could be programmed to ignore all channels that have a signal smaller than thethreshold. Using this sparsi�cation technique meant that there were no pedestal valuesrecorded for each channel during normal data acquisition. To alleviate this problem, atthe beginning of each run a �xed number of events (typically a thousand) were generatedby a random trigger while data sparsi�cation was disabled. This allowed the measurementof the pedestal values for the ADCs. After these events, sparsi�cation was enabled andonly the real triggers were taken. The data acquisition mode was controlled using theTS status outputs. The outputs from the TS that determined how events would be74



processed. The TS \GO" signal was active at all times when a run was in progress.The TS \EN1" signal indicated that a run was in progress and normal data taking wasenabled. Finally, the TS \BUSY" signal was active whenever the TS was busy processingan event. During a normal run, the following sequence of events occured: �rst, the TS\GO" signal turned on, and the pedestal triggers were recorded. After the preset numberof pedestal events the ADCs changed to sparsi�ed mode and the TS set the \EN1" signal,enabling the physics triggers and blocking the pedestal triggers. The \BUSY" signal wasenabled/disabled as needed.While the TS provided all of the control signals, an 'external' record of the logic thatwent into processing the event, the blocking of trigger due to the status of the run and/orthe TS was kept in external logic and the intermediate steps were sent to scalers andTDCs to be recorded. The trigger signals (HMS, SOS, and PED triggers) and the TScontrol signals (GO, EN1, and BUSY) were fed into an 8LM programmable logic module(LeCroy 2365). The 8LM has eight outputs. Four of these were used for the HMS, SOS,COIN, and PED pretriggers. A pretrigger was generated by each incoming pretriggerduring the appropriate part of the run, even if the TS was busy (i.e. PED pretriggerswere passed during the beginning of the run, and the physics pretriggers were passed, andcoincidence triggers generated, during the normal running). The other four outputs werethe HMS, SOS, COIN, and PED triggers. These were identical to the pretriggers exceptthat they required that there was no BUSY signal. These triggers were fed directly to theTS, and each one would cause an event to be read out. In Table 2.11 the programmingof the 8LM is summarized.Once the trigger types to be processed were determined, the trigger supervisor neededto determine, for each trigger type, what hardware needed to be read out. Once a triggerarrived at the TS, the latter waited 10 ns before latching all of the enabled trigger typesinto a data word. A lookup table was used to determine what event type (if any) thetrigger corresponded to and what gates needed to be generated for data readout. TheHall C TS had four de�ned event types, HMS, SOS, COIN, and PED events. These didnot exactly match the incoming trigger types because, if multiple triggers came in at thesame time, the TS had to decide what kind of trigger the given combination corresponded75



Table 2.11: 8LM Trigger Logicoutput signal de�nitionHMS PRETRG = (HMS)&(EN1)SOS PRETRG = (SOS)&(EN1)COIN PRETRG = (COIN)&(EN1)PED PRETRG = (PED)&(GO)&(EN1)HMS TRIG = (HMS)&(EN1)&(BUSY )SOS TRIG = (SOS)&(EN1)&(BUSY )COIN TRIG = (COIN)&(EN1)&(BUSY )PED TRIG = (PED)&(GO)&(EN1)&(BUSY )to. For example, if both the HMS and SOS triggers arrived (or the COIN with anythingelse), the TS treated the event as a coincidence event. In standard operating mode, therewould be no ambiguity. PED triggers could come at the same time as any of the physicstriggers. The coincidence window in the 8LM was larger than the 10 ns the TS waitsfor triggers, so any HMS and SOS overlap in the TS would also form a COIN triggerin the 8LM, and all the singles triggers were delayed so that the COIN trigger wouldalways reach the TS �rst. For PED and COIN triggers, gates were generated for all ofthe FASTBUS modules (HMS, SOS, and beamline information), while for the singlestriggers, only the appropriate spectrometer and beamline FASTBUS modules receivedgates and starts.After the TS sent out the gates, each spectrometer re-timed the gates it receivedwith respect to the single arm trigger for that spectrometer. This was necessary forcoincidences because the ADC gates must come at a �xed time with respect to the timethe particle passed through the detector. The trigger for that spectrometer comes at anearly �xed time with respect to the detected particle, but a coincidence trigger has itstiming set by the later of the two spectrometers. Therefore, if the HMS came �rst, thetiming of its ADC gates would be set by the SOS trigger for coincidence events, and theADC might fail to integrate the signal properly. The gates from the TS are then delayedand have their widths �xed so that they are timed properly for use as ADC gates and76
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Figure 2.20: Simpli�ed scheme of the Hall C Trigger Supervisor Electronics.TDC starts. Figure 2.20 shows the trigger supervisor related electronics.
2.6.6 Other SignalsBesides providing signals for the trigger, all of the intermediate signals were sent to scalersand TDCs. All the scaler information was recorded in the data stream. In addition, aset of visual scalers was provided for the easy on-line monitoring of the data acquisitionsystem. The TDCs were used mainly as latches, showing which signals were present whenthe trigger was taken. This allowed the determination of the event types that formeda particular trigger. The (visual) scalers allowed for quick detection of certain types ofelectronics problems in the intermediate steps of trigger formation. The scalers were alsoused to measure computer and electronics dead time.77



2.6.7 Data RatesThe maximum data acquisition rate was limited by the FASTBUS conversion time andthe data readout time. In basic data acquisition mode, the total time to process an eventwas just under 1 ms. This interval was broken up as follows: � 100�s for FASTBUSdata conversion, 400 �s for FASTBUS readout, and 400 �s for transporting the FASTBUSinformation through the VME readout. In this mode the data acquisition rate was limitedto � 1 kHz and the computer dead times were large even for modest data rates. As thehigh current, high duty factor of the Je�erson Lab CEBAF machine have the potentialof providing very high raw data rates, several steps were taken to increase the dataacquisition rate and/or to minimize the dead time.Modi�cations in the VME CPUmade possible the processing of events asynchronously,the so-called \parallel mode", thus eliminating the 400 �s dedicated to VME processing.Optimization of the FASTBUS readout and utilization of the multi-block read featureof the ADCs reduced the FASTBUS processing time to 300 �s, giving a total processingtime/event of only � 400�s and a trigger rate limit of slightly higher than 2 kHz. Thismode, while clearly better than the previous one, still had large dead times for the higherdata rates.The fraction of the time the computer was busy, which gives the fraction of eventsmissed, was roughly equal to the rate of events taken over the maximum allowable rate(2-2.5 kHz). So even a \modest" 500 Hz data acquisition rate will sport a � 20-25 %computer dead time. As this was deemed too high for the precision experiments (in-cluding E93-018 ) in Hall C, further improvements were required. In addition to thebene�ts of the \parallel" mode explained above, the ability of the FASTBUS modules ofbu�ering eight (or more) events was exploited, the \bu�ered" mode. This allowed theTS to accept new triggers immediately after the FASTBUS conversion was done, withoutwaiting for the readout time. While this procedure did not improve total rate limit, theprocessing time/event still being � 400 �s, the computer dead time was cut down by afactor of � 4, as fewer events were missed for rates lower than the maximum. Figure2.21 shows the data acquisition rate versus the raw trigger rate for the basic, parallel,78



Figure 2.21: Data acquisition rates versus the raw trigger rate for basic/standard (dot-ted), parallel (dashed), and parallel-bu�ered(solid) run types.and parallel-bu�ered modes.During E93-018 all coincidence events, as well as (heavily) prescaled HMS andSOS singles were recorded. The width of the coincidence window was � 30 ns, and therelative delays between the two spectrometers was such as to prevent the lower energyprotons for producing a coincidence event, while still keeping the coincident electron-kaon peak in the middle of the coincidence window. The data acquisition rates variedbetween 20 and 1000 Hz (dominated, of course by the extremely high proton and pionbackground), highly dependent upon the kinematic setting, while the dead time wasalways kept below 10 %. The preferred data acquisition mode of running during E93-018was the \COIN PRE PAR BUFF" mode, thus taking advantage of all the improvementsdescribed above. 79
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2.7.1 CODA - Physics EventsCODA provided the user interface and managed the DAQ sub-systems. Its main twocomponents are the event builder (EB) and the event analyzer (ANA). To improve perfor-mance the event builder and the event analyzer were fused into one program, suggestivelycalled \CODA EBANA".The Hall C data acquisition system was a heterogeneous assembly of FASTBUS andVME crates, each of them housing various ADCs and/or TDCs. An intermediate levelof abstraction, called \Readout Controller" or ROC, was introduced. This not onlyhelped the event builder cope with the di�erences between the FASTBUS and the VMEcalling conventions but also o�ered enough 
exibility to accommodate (relatively quickly)changes in the physical layout/population of various physical FASTBUS and/or VMEcrates.Data fragments from various ROCs were combined together by the event builder.The EB then added the header information (i.e. length of the event, packing informa-tion, etc.). The raw data event, including the header were then saved into the event�le. In addition, the data could be sent through an analyzer subsystem to allow full orselective/partial online analysis of the data, possibly enabling the preprocessing of theevents before they were recorded to tape. As the data analysis process was relativelytime-consuming, the default analysis subroutine was just an empty/dummy subroutine,thus ensuring the maximum possible raw DAQ rate. As no online data integrity checkswere performed, the whole task of ensuring that detectors worked properly, spectrometerswere in focus, etc., was left for the so-called \just-o�ine" analysis, a tuned-down versionof the full \o�ine analysis" code. Figure 2.23 shows the typical software 
ow diagram.For E93-018 , coincidence physics events as well as prescaled singles events comingfrom either spectrometers were recorded. The TDC readout was sparsi�ed, so that onlychannels with starts were read out. Taking advantage of the programmable thresholds foreach channel the readout of the LeCroy 1881M ADCs was sparsi�ed as well. The thresh-olds were typically set to be 15 channels above the pedestal. At the beginning of eachrun one thousand random triggers were generated with sparsi�cation disabled in order to81



Figure 2.23: CODA software 
ow chart. Only the level one trigger (L1 in �gure) wasused during E93{018.measure the centroids and widths of the pedestals. Some beam related quantities werealso recorded on an event-by-event basis. Beam position monitors, beam loss monitors,and beam raster read-back values were recorded for each event. The typical event size forthe Hall C DAQ was � 500 kB/event/spectrometer (or� 1 megabyte/second/coincidenceevent), which limited the total data rate (coincidences plus singles) to about 2 KHz.2.7.2 EPICS - Slow Control EventsIn addition to the physics event, other event types could be de�ned in CODA, allowingreadout of hardware scalers and/or execution of user scripts (i.e. pieces of code written inCODA that were treated as events, allowing the periodic execution of certain processes).During E93-018 the hardware HMS, SOS and Coincidence scalers were read out by ascript triggered by an asynchronous process every two seconds. This procedure included82



the readout of the BCM monitors as well. Every 30 s a script triggered by CODA readoutvarious slow controls variables from the Je�erson Lab EPICS database and sent theminto the Hall C data stream. Spectrometer magnet settings, accelerator settings, andtarget status variables (temperatures, pressures, coolant 
ow, etc.) were accessed andlogged this way.
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DATA ANALYSISTOOLS AND CALIBRATIONS
3.1 OverviewIn this chapter the tools and techniques used for data analysis will be described in detail.The general framework of the Hall C analysis software will be layed out, together withthe various calibration and data checking procedures available for each detector. Thetracking procedure as well as a review of the raw PID signals and their reliability (forboth the electron and the kaon arms) will be explained. In the remainder of this sectionthe general philosophy of the Hall C analysis software is outlined.The analysis of the Hall C raw data �les was accomplished using the Hall C analysissoftware called ENGINE. The ENGINE was conceived as a general framework/shell for theanalysis of both single-arm and coincidence experiments. The program has interfaceswith CODA (raw event readout/decoding) and CERN's CERNLIB/GEANT libraries(histograms/ntuples, etc.); also CTP (CEBAF Test Package) was used for dynamic al-location of histograms/tests, etc. To ensure readability by all members of the Hall Ccollaboration the Engine was written almost entirely (� 55000 lines of code) in FOR-TRAN77, except for the CTP package (� 15000 lines of C) and the interface to CODA(written for the CODA parser which in turn produced C code). The experiment-speci�cparts of the code were grouped in just a handful of \physics" subroutines that couldeasily be customized and maintained by the users to re
ect the con�guration/needs of84



each particular experiment. For these physics routines the \standard" ENGINE providedonly skeletal code.The detector calibrations were done using separate pieces of code and their resultswere stored in ASCII �les which were then used as input to the ENGINE for the second-passanalysis of the data.In practice the ENGINE read the raw CODA/EPICS events, decoded the detector hits,generated/reconstructed tracks and particle information for each event. The ENGINEalso kept track of hardware and software scalers (it actually generated software scalers,based on the recorded information) for each run. A rather intricate, yet logical, array ofASCII �les was used as input by the ENGINE to decide which way a particular analysistask was to be carried-out. Anything from names/locations of the raw data �les to 
agsspecifying which events (HMS/SOS/COIN or combination thereof) were to be processed,to the frequency with which histograms were to be saved on disk could be set using thesecon�guration �les. The ENGINE output information in three di�erent formats:1. ASCII report �le(s) containing both hardware and software scalers, as well as cal-culated detector e�ciencies.2. Histogram �le(s) containing a \standard" set of histograms, in CERNLIB's HBOOKformat, used to check the detector performance and monitor the integrity of thedata. These were mostly used for the on-line analysis (actually the \just-o�ine"analysis).3. Ntuple �le(s), also in HBOOK format, containing event-by-event information. Asthese tended to be large, they were mostly reserved for the �nal physics analysis.3.2 CEBAF Test PackageThe CEBAF Test Package (CTP) software library provided a 
exible way to store andmodify histogram, test, and scalar de�nitions and other analysis parameters. CTP wasloosely modeled on LAMPF's Q system [40] and was written at Je�erson Lab in the85



C programming language. As the bulk of the \standard" Hall C software was writ-ten in FORTRAN77 (this ensured that all members of the Hall C collaboration couldread/understand the analysis code) an interface mechanism was devised that allowedCTP the \sharing" of variables with the FORTRAN code. According to this procedureall fortran variables that were to be \seen" by CTP �rst had to be included into a com-mon block, then \registered" using appropriate calls to CTP C routines. At compilationtime the CTP parser read all de�ned *.cmn �les (i.e. �les where the various FORTRANcommon blocks were de�ned) and produced the source code that automatically performedthe CTP registration of all variables that appeared in common blocks. These variablesthen became accessible from both the fortran code and from CTP (via RPC - remoteprocedure calls); they could be examined and/or changed without having to recompilethe code. In addition, variables which were not part of the FORTRAN portion of theENGINE could be de�ned and used to create tests/histograms.CTP procedures were used by ENGINE to access both the input parameters/
ags thatcontrol the analysis, and to de�ne histograms, tests, and scalers to be output. All pa-rameter as well as histogram and test de�nitions were stored in ASCII �les that wereread and parsed by CTP at the beginning of the analysis; then the histograms were cre-ated, booked, etc. By changing the appropriate ASCII �les one could change the num-ber/characteristics of the histograms/tests the ENGINE produced/used, without having torecompile the code. This o�ered much more 
exibility than the \standard" FORTRAN77code that didn't allow any kind/form of dynamic allocation of structures. The de�nedCTP tests were evaluated at the end of each physics event, then the histograms were�lled (tests could be used to selectively �ll some/all of the histograms) and the softwarescalers were incremented (any/all CTP tests functioned as software scalers as well).In addition to the functions described above CTP allowed the user to make e�ec-tive use of the stand-alone event display code. This code, called \one event display",was based on CERN's GEANT package and allowed the visualization of individualevents, tracks, and/or detector hits. It was possible for the event display code to de-�ne/modify/exchange CTP variables/tests and then exchange them, via RPCs, with theENGINE. This ability to setup and use tests for selecting certain classes of events made86



the event display a very useful debugging tool. Given that the event display inherited allthe graphical capabilities of GEANT/CERNLIB, it could also be used as a presentationtool.3.3 Hall C EngineIn Fig. 3.1 the schematic 
owchart of the Hall C ENGINE is shown. The main componentsof this code will be described below.3.3.1 InitializationThe ENGINE started by reading in the main con�guration �le, usually called \REPLAY.PARM"(the name itself is stored in an environment variable and can be set to suit ones needs/taste).In this �le several pieces of information governing the behavior of the ENGINE programwere set. First a series of �lenames were speci�ed. These included:� name of the raw data �le,� name of the main parameter �le (location and calibrations of various detector ele-ments),� name of the �le containing histogram de�nitions,� name of the �le containing test de�nitions,� name of the kinematics �le (i.e. �le containing beam energies, spectrometer mo-menta and/or angles, etc.),� name of the MAP �le (i.e. mapping between ADC/TDC channels and physicaldetectors),� names of the templates to be used as model for producing scaler reports,� names for the scaler reports to be produced,� names for the histogram and Ntuple �le(s) to be produced,87
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� name for the preprocessed run (see below) to be produced,� : : :The �lenames speci�ed in REPLAY.PARM may have contained the required infor-mation themselves or they might have pointed to an even larger collection of �lenames(i.e. the histogram �le was typically just a collection of \#include" statements whichwould point one towards the appropriate HMS/SOS, etc. histogram �les). Some of these�lenames might have included the C-inspired \%d" token which would, at runtime, bereplaced by the current run number, according to the Hall C numbering scheme.Additionally, in REPLAY.PARM a series of 
ags that turn on/o� various parts/aspectsof the analysis code were set. These included:� HMS on/o� 
ag. This 
ag controled whether or not HMS singles events were tobe analyzed;� SOS on/o� 
ag. Same as above only for SOS singles;� COIN (coincidence) on/o� 
ag. Turn on/o� the analysis of HMS/SOS coincidenceevents. Invariably set to 1=="on" for the E93-018 analysis;� PEDS (pedestals) 
ag;� RPC on/o� 
ag. Setting this 
ag forced the ENGINE to wait for RPC requests fromother processes. Useful when used in conjunction with the one event display.After all the run parameters were de�ned, the code performed the initialization ofthe de�ned histograms and/or ntuples, then proceeded to open the raw data �le. Thebeginning of run information events included read-back values for the ADCs (i.e. pedestalevents) and TDCs, as well as settings for various kinematic variables (such as beamenergy, spectrometer central momenta and angles, etc.). Lastly the ENGINE decoded the(eventual) command line options that may have been given (any CTP variable can bespeci�ed/initialized via a command line option). For variables initialized in more thanone place (i.e. beam energy might be read from the kinematics database, might be89



present as a beginning of run parameter, and also can be speci�ed in a command linestatement), the priority order was as follows: command line, then beginning of run, thendatabase/parameter �les. After processing all initialization events and performing allrelated tasks, the main event loop began.3.3.2 Main Event LoopThe main event loop read and processed events according to their type. The types ofevents relevant to the present analysis will be listed below:1. scalar events - decoded and incremented all hardware scalers. This included thetime and the charge since the last scalar event. The total (running) time and thetotal accumulated charge were computed.2. EPICS (slow control) events - these events monitored the status of the cryotar-get, magnetic settings and coolant levels/parameters for the spectrometer magnets,beamline diagnostics (beam position monitor readings, settings of various arc mag-nets), etc. Once decoded, this information was typically stored in ASCII �les, tobe further analyzed by speci�c, stand-alone programs (such as the beam currentcalibration code).3. physics events - these could be further broken down into four sub-types: pedestalevents, HMS, SOS, and COIN events. As explained earlier the pedestal eventswere just a convenient way of obtaining a measurement of the ADC pedestal atthe beginning of each run. The HMS, SOS, and COIN event types could onlybe generated by real spectrometer triggers. The raw detector hits for each eventwere read, decoded, and passed to the main reconstruction routine for the HMSand/or SOS. After an event was successfully reconstructed, the appropriate particleidenti�cation information was computed and saved for each spectrometer. Theh physics, s physics, and c physics routines were called, allowing the calculation ofall de�ned single arm and/or coincidence physics quantities.90



3.3.3 Event ReconstructionFollowing the general philosophy outlined in [41] the HMS and SOS analysis codes werenearly identical both at the data structure and at the subroutine level. Only the namesof the variables (leading \h" for all HMS variables, leading \s" for SOS variables) andactual number (i.e. SOS hodoscope planes held fewer paddles than HMS hodoscopeplanes) and values of the parameters di�ered between the two spectrometers. The onlyother noticeable di�erence was the presence of the code relating to the two �Cerenkovdetectors speci�cally installed in the hadron arm for the purpose of kaon identi�cation.Figure 3.2 shows the 
ow diagram for the SOS reconstruction (as used in E93-018 );the HMS schematic is identical except for the bits that relate to the aerogel and luciteanalysis.As seen in Fig. 3.2 for each event the hodoscope hits were translated from raw ADCand TDC values/channels to times and pulse heights. After timing corrections due topulse height variations and cable length o�sets were applied, all events outside of a large(user de�ned) timing window were discarded to eliminate random hits. The remainingsignals were used to determine the velocity of the particle and the time at which theparticle passed through the drift chambers. This later information was subsequentlyused as the start time (in reality the stop time, as the wire chambers are operated inthe common stop mode) for the drift time calculation. After the hodoscope informationhad been decoded, the information from all other detectors (drift chambers, calorimeter,�Cerenkov detectors, etc.) was decoded and track independent quantities (such as totalcalorimeter energy, total number of photoelectrons from a �Cerenkov detector, etc.) werecalculated1.After �nishing the calculation and saving all track independent variables, the programcalled the tracking routine. The basic strategy here was to use the information from thedrift chambers (and the start time from the hodoscopes) to reconstruct the trajectoriesof charged particles that passed through the active area of the detector array. Each wire1Note that for some segmented detectors one can compute both track-dependent and track-independent quantities (i.e. total energy deposited in the calorimeter versus the total energy depositedalong a given track in the calorimeter). 91
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that �red/gave a signal for a given event provided two essential pieces of information:the position of the wire itself and, using the start time from the hodoscope, the drifttime of the electron-ion pairs produced by the charged particle inside the gas mixtureof the chamber. Knowing the drift time and also the drift velocity of electron-ion pairsin the particular gas mixture used in the chamber allowed the calculation of the driftdistance (i.e. the distance from the wire at which the event occurred). However thisinformation could not resolve if the particle passed to the left or to the right of a givenwire (this is the so-called left/right uncertainty). So e�ectively for each wire hit one gottwo space points where the particle could have passed. Combining the information fromall planes of a chamber one had � 26 possibilities that needed to be tested (in realitythe number was somewhat larger as soft delta rays, cross-talk between wires, etc. add acertain amount of noise for each track). Reconstructing a track then was just a matterof �tting a trajectory (to a line, as there was no magnetic �eld inside the detector hut)for each of the combinations mentioned above and then choosing the trajectory with thelowest �2.This brute force method for track reconstruction is very robust and provided accurateresults even when signi�cant noise was present and/or when information was partiallymissing; however the method was very time consuming and that can be a long termproblem when analyzing a huge volume of data. To reduce the tracking time the so-called small angle approximation was used. This approximation takes advantage of thefact that planes measuring the same coordinate of a track (say the x and x0 planes)are staggered by half a cell. If the two planes are physically close together inside thechamber and the incoming particles come almost perpendicular to the chamber, thenone can choose the left/right combination that will make the particle go between thewires that �red. This approximation worked very well for SOS where the ordering ofthe planes was (x; x0; u; u0; v; v0), e�ectively lowering the number of combinations to betested from 26 to 23. For HMS this procedure could be applied only for the y and y0pair (the x planes are too far apart and the stereo planes are not parallel), still providinga factor of four reduction in the number of possible combinations. Keeping true to thegeneral philosophy of the Hall C ENGINE the use of the small angle approximation could93



be turned on/o� by appropriately setting a pair of variables (one for each spectrometer).The last part of the tracking algorithm involved checking if the tracks reconstructed inthe front and back drift chambers were consistent with each other (as between the frontand the back drift chambers the particles travel through air, the matching conditionsneeded to be somewhat relaxed, to account for multiple scattering.) Of course thisstatement was energy dependent and also particle dependent. For each full track the �2of the �t was recorded and, using the known optics properties of the spectrometer, thetrack was back-propagated through the spectrometer to the target yielding the positionalong the beam direction, the angles in both the dispersive and non-dispersive directions,as well as the fractional di�erence between the momentum of the track and the centralmomentum of the spectrometer.Once the best track was selected, track-dependent variables were calculated (e�ec-tively as a subset of the more general track-independent quantities).Lastly the single arm and (if appropriate) the coincidence physics quantities werecomputed, all de�ned tests were evaluated, the corresponding software scalers were in-cremented, and all the appropriate histograms were �lled. If the saving of Ntuples wasenabled, these were also �lled at this time.3.3.4 OutputPeriodically during the course of the analysis (typically every 10000 events), and alsowhen the end of run event was encountered, or when the physical end-of-�le was found,if the CODA data acquisition system ended ungracefully (read \crashed"), the ENGINEdumped the output �les, 
ushing all existing bu�ers to disk.This involved writing the scalar report �les containing the �nal values for both thehardware and software scalers, measured detector e�ciencies, beam current and inte-grated charge, as well as electronics and computer dead times.The histogram �le(s) primarily contained 1D and 2D detector summary histograms,used for online monitoring or the detector performance and also for the subsequent o�inecalibration checks. 94



The Ntuple �les contained event-by-event information. As the �nal space occupiedby an Ntuple depends on the product Nevents� Nvariables� Average Variable Size (assum-ing the default Hall C Row-Wise Ntuples for which no compression is available), andtaking into account that the number of raw events for E93-018 was high, the numberof variables saved in the Ntuple was kept to a minimum. The minimal list of coinci-dence variables saved in the Ntuples can be found in Appendix B and contains trackinginformation (both focal plane and target), particle ID information (including TOF in-formation) for both the electron and hadron arms, raw and corrected coincidence timebetween the spectrometer, and average energy loss for each arm and for the beam.One will note the absence of all \physics" information from the Ntuple. This was acarefully thought out analysis decision based on the following rationale: E93-018 is anexperiment for which the raw background{to{real ratio is rather high (typically one �ndsone coincident kaon event for 500-1000 raw coincidence triggers), so computing physicsquantities for events that will anyway be rejected by PID, etc. cuts would have been anexercise in futility. Instead the decision was made to save both analysis time and diskspace and rely on COMIS2 functions to compute all meaningful physics quantities onlyfor the subset of identi�ed kaon events for the �rst pass analysis. A logical 
owchart forboth the o�ine and the online analysis is shown in Fig. 3.3. To speed up the analysis,the runtime compilation option of COMIS was used, as well as relying on sets of Ntuplemasks to save and recall the most common PID cuts applied.3.4 Calibration ProceduresCalibrations of the various detectors installed in the HMS and SOS detector huts werenecessary in order to achieve the best possible performance. These calibrations includedhardware benchmark tests and checks, accomplished well before the actual running ofE93-018 , during the designing and building of the detectors, hardware tests and cali-bration runs accomplished in the initial setup/check-up phase of E93-018 , and, �nally,software calibrations carried out in the analysis phase of the experiment. In this section2COMIS is the CERNLIB FORTRAN interpreter.95
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these various calibration procedures are described.3.4.1 Calibration of Gas, Aerogel, and Lucite �Cerenkov Detec-torsAs the number of ADC channels for the gas, aerogel, and lucite �Cerenkov counters wasrelatively small (from 2 channels for the HMS gas �Cerenkov up to 14 channels for the SOSaerogel detectors) the �nal gains were calculated directly, without the use of dedicatedsoftware. The pedestal values were subtracted from the ADC signals and then the gainwas determined for each PMT tube by �nding the one photoelectron peak and/or bycomparing the mean and widths of the signal in the central region with the expected(Poisson statistics) result. For each PMT only one parameter was needed, the number ofchannels per photoelectron. Adjustment of the high voltage on some of the phototubeswas necessary in some cases, to ensure that the PMTs of a given detector are as closelygain matched as possible. As with the other parameters of the experiment, these gainswere closely monitored both on- and o�ine.3.4.2 Hodoscope Timing Calibrations and CorrectionsBench testing of the scintillators to be used in both the HMS and the SOS hodoscopesindicated a mean time resolution of �70-100 ps. However, several timing corrections hadto be carefully studied/�t, applied, and continuously monitored in order to achieve a�nal resolution of the \as built" hodoscope close to the \ideal" limit quoted above.First the TDC scale and nonlinearities were studied. The TDC scale (i.e. ps/channel)was initially determined by testing all TDCs (including the spare modules) using aTime Interval Generator (Phillips Model 7120). The precise RF signal of the acceler-ator (499 MHz) was used to double check the time scale, using the prescaled RF as theTDC start, and the raw RF as the TDC stop. The modules altogether had time scalevariations of �6%; however the variations within a module were smaller, at the 1-2%level.The �tting procedure of the TDCs allows for an arbitrary o�set that could account97



for most of the variations described above. The only error due to channel{to{channelvariations that remained was the variation over the range of TDC values in each channel.Typically, a TDC value for a single signal would vary over a range of 100 channels orless, so the time variation corresponding to a 2% variation in scale would be �1 channel,or �25 ps. The TDC scale for each set of hodoscopes was set to the average of the TDCchannels being used, and no channel{to{channel correction was applied.In addition to the scale calibration of the TDCs, corrections had to be made toaccount for the timing variations with pulse height, propagation time of the signal insidethe scintillator/light guide, as well as an overall timing o�set between individual signals(i.e. di�erences in cable lengths, etc.). These software calibrations involved runningthe ENGINE to analyze real data, dumping (typically into ASCII �les) hit informationfor many events, and then �tting for some/all the corrections using stand alone �ttingcode(s).Because in the entire Hall C data acquisition electronics �xed threshold discriminatorswere used, the time at which a given signal would exceed its set threshold depended on theheight of the signal. Thus, large signals would �re the discriminator earlier, relative to thesignal maximum, than small signals. As these corrections could amount to hundreds ofpicoseconds, they would have a signi�cant e�ect on the resolution of the scintillators. Tobetter study this problem one needed to separate it from the other competing e�ects listedin the previous paragraph. One could start by observing that limiting the hits to a smallregion of one of the scintillators (by imposing a tight drift chamber cut for example),the corrections due to light propagation in the scintillator were minimized. Imposingthis cut and comparing the time (relative to start time) of an individual scintillator tothe average time of all scintillator hits, one could clearly see the timing variation withrespect to the pulse height (see Fig. 3.5). However, this e�ect was still diluted by thefact that the averaged time varied due to pulse height walk in the other scintillators aswell. To �t the correction, crossed pairs of scintillators (i.e. one scintillator paddle inan x plane and the other in a y plane) were taken in order to limit the region of thescintillator that was hit and the mean times of the elements (one might want to recallthat each scintillator paddle had PMT read outs at each end) were compared. The use98



of this mean time eliminated the dependence on position along the scintillator, leavingonly the pulse height walk correction and an overall o�set. After the application of arough correction on the pulse height walk on three of the four PMTs of a given crossedscintillator pair, the remaining dependence on the ADC value gave the form of the pulseheight variations for the uncorrected tube. This procedure is illustrated (for the SOS)in Fig. 3.4 where the pulse height correction is plotted, for each of the four hodoscopeplanes, as a function of the paddle number. For the present analysis the correction ofthe form used for �tting was:�t = PHC �qmax(0; (ADC=PHOFF � 1)) + t0 (3.1)where ADC is the raw ADC value, and PHC (pulse height correction), PHOFF (pulseheight o�set) are the timing correction parameters, and t0 is an arbitrary o�set betweenthe two scintillators.Once the pulse height correction was determined, the velocity of light propagation inthe scintillator paddles could be measured by taking the time di�erence of the PMTs onthe opposite ends of each scintillator element. A plot of this time di�erence versus theposition along the scintillator yields the velocity of propagation of the signal (i.e. theslope). Note that the velocity determined by this procedure is not the speed of light inthe plastic scintillator, but rather the \e�ective" speed of the photons propagating inthe scintillator (typically photons will re
ect several times o� the sides of the scintillatorbefore being collected by the PMT). This velocity correction was strongly dependent onboth the index of refraction and the geometry of the scintillator. Taking advantage ofthe fact that the scintillators that form a given plane were geometrically identical, theaverage velocity was measured (and subsequently used) on a per plane rather than perscintillator paddle basis.Finally, for each tube an o�set was provided to account for variations in cable lengthand/or di�erent response times of the PMTs. These o�sets were �t in the same wayas the pulse height corrections. Velocity and pulse height corrected mean times weregenerated for a pair of scintillators. The o�sets were then adjusted in order to make thevelocity of the particle as measured by the TOF between scintillator hits agree with the99
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Figure 3.5: Time (relative to start time) versus pulse height (as determined from theADC) for events in a small region of the scintillator.known velocity of the calibration particle (�=1 for electrons, and � as determined fromthe momentum of the particle for hadrons).The mean time was generated for a pair of scintillators, after the velocity and pulseheight walk corrections were made. The o�sets were adjusted in order to make the timebetween the scintillator hits agree with the known velocity of the particle (�=1 for elec-trons, or � as determined from the momentum of the particle for hadrons). For thecurrent E93-018 analysis all these software calibrations were carried out for both theelectron and the hadron arm for every kinematic point, and checked for consistency foreach run. In Fig. 3.6 the typical output of the HMS TOF �tting program is shown whileFig. 3.7 shows an SOS calibration. Numbers consistent with the 110{130 ps timing res-olution advertised earlier are seen for the standard deviation of the TOF measurements.101



Lastly note that since many of these calibration procedures require large amounts of data(typically a hundred thousand counts or so - many more than all our available kaon dataat any given kinematic point), for the hadron arm pion and proton samples were usedfor the TOF calibrations.3.4.3 Lead Glass Calorimeter CalibrationsThe main purpose of the electromagnetic calorimeter/shower counter was to measurethe energy deposited by electrons in the lead glass blocks. In order to accomplish thistask the gain of each lead-glass{PMT module must be determined, and the ADC valuesmeasured by the module needed to be converted into deposited energy.The main problems that needed to be solved by the calibration procedure were thelight attenuation in the lead glass blocks and the gain (mis)matching between di�erentblocks/layers.Attenuation in the lead-glass detectors gave a variation of the signal with the distancefrom the PMTs. As each lead-glass block was only read at one end3 information externalto the calorimeter (i.e. hodoscope or drift chamber position information) was necessaryfor this correction. A multiplicative position dependent correction factor was used toaccount for the light attenuation in each block. To check the validity of this assumptionthe measured energy distribution as a function of the distance from the PMTs was used.Note that the conversion from ADC channels to energy deposition was determined fora hit in the central region of the blocks, rather than raising the signal everywhere toremove the attenuation altogether.In addition to the attenuation correction, it was necessary also to account for thegain variation between individual modules. During the hardware setup of the E93-018experiment electron data samples were collected and the high voltages for the calorimeterPMTs were adjusted so that blocks in the same layer (i.e. all blocks that are at the samez value along the central ray through the spectrometer) would give identical ADC signals(to �10 % accuracy). This output signal matching condition meant that in the dispersive3Since the completion of E93{018, a program to implement the read-out of the lead-glass blocks atboth ends was started. 102



Figure 3.6: Typical output of the stand alone code used for HMS TOF calibration showingthe number of independent TOF measurements per event, the distribution of measuredvelocity � = vc for the calibration sample, the �2 distribution, and the standard deviation(�) of the measurement. A clean sample of electrons was used for this calibration.103



Figure 3.7: Typical output of the stand alone SOS TOF code. De�nition of variables isidentical to the HMS plot. Note that a clean sample of pions was used for this particularcalibration. 104



direction one imposed gain variations of the same order of magnitude as the momentumacceptance of the spectrometer (20 % for HMS, 40 % for SOS). The advantage of thismethod versus the straight gain matching condition was that it ensured a more uniformcalorimeter trigger e�ciency over the whole active area of calorimeter. Note that this lastcondition was very important for the E93-018 analysis since all our data was acquiredusing the \ELLO" trigger (see section 2.6).During the software calibration of the detectors the above conditions could be fur-ther improved (to a few percent level) to account for the eventual gain variations overextended periods of time.4 In order to �t these gain di�erences \good" electron eventswere selected using a �Cerenkov cut, and the pedestal subtracted ADC values for eachlead-glass block were recorded, together with the energy of the electron as determinedfrom track reconstruction (i.e. we used the reconstructed momentum of the track). Astand alone code would then vary (within reasonable limits) the gain correction for eachblock, in order to minimize the di�erence between the true energy of the electron andthe energy of the electron as measured from energy deposition in the calorimeter. Asthe electrons tend to deposit almost all their energy in the �rst two to three layers ofthe calorimeter, this procedure becomes unreliable for calibrating the last layer of thecalorimeter. For this last layer one could use once again a �Cerenkov cut to select aclean pion sample and use that, and the knowledge that pions will tend to deposit equalamounts of energy (�60 MeV) in each layer to calibrate the last calorimeter layer.The energy resolution �E=E, after applying all the above corrections, was �5.6%/pEfor SOS and 6-8%/pE for HMS (for E in units of GeV).3.4.4 Drift Chamber CalibrationsFor both the HMS and SOS drift chambers several calibration procedures had to be car-ried out in order to ensure that the optimum performance of these devices was reached.These included both hardware calibrations done during the commissioning of the Hall Cspectrometers and re{checked in the setup phase of E93{018, as well as software calibra-4To successfully carry out this procedure large numbers of electrons/pions are needed. Also, for lowercentral momenta of the spectrometer the reliability of the procedure becomes problematic.105



Figure 3.8: HMS Drift Chamber calibration plot as obtained in early 1995 during thecommissioning of the Hall C spectrometers. The chamber e�ciency (in %) is shownversus the voltage applied on the ampli�er-discriminator cards. The nominal operatingvoltage of the HMS drift chamber threshold was 4.5 V.tions performed and monitored for each kinematic point during the actual experiment.The hardware calibrations and initial performances of the HMS drift chambers aredescribed in detail in [31] and here we will only state the main results of that study. In Fig.3.8 the e�ciency of the HMS drift chamber is plotted versus the voltage on the ampli�er-discriminator cards. Based on this study the operating voltage for these chambers waschosen to be 4.5 V (a similar study for the SOS chambers helped �xed their running pointat �1.5 V). As explained earlier the main function of the drift chambers was to provideaccurate position information. For each event the drift chambers provided a list of wirehits and a TDC value for each hit. Using the timing information from the hodoscopes106



(so the hodoscope calibrations have to be carried out �rst) one could determine the timeat which the charged particle passed through the active area of the chamber. Combiningthis information with the TDC value recorded for each hit, one could then determinehow far from the sense wire a given event occured. To determine this distance thefollowing procedure was followed: For a reasonably large number of events (typically100K+ events) the di�erence between the TDC value recorded by the chamber and thetime at the focal plane (as measured by the scintillators) was plotted. This is the raw drifttime distribution. The main assumption is that the cell would be uniformly illuminated5averaging a large number of events over all the cells in a given plane; even though for(every) individual cell the distribution could be highly non-uniform. A loose cut wasthen applied to reject all random \noise" hits (drift chambers are sensitive for minimumionizing particle so they might �re even for spurious delta electrons) and the remainingtime spectrum was integrated. The actual drift distance is then:d = dmax R Ttmin F (t)dtR tmaxtmin F (t)dt (3.2)Where tmin and tmax are the limits of the time interval to be included in the �t (typ-ically -25 to 250 ns), T is the time value as recorded by the chamber TDC (after thescintillator time at focal plane and an o�set accounting for the di�erence in cable lengthsare subtracted), dmax is the maximum drift distance, equal to half of the drift cell size,i.e. �ve mm. Following this procedure one e�ectively maps (thus the \time-to-distance"map name) the drift chamber TDC values into distances from the sense wires at whichthe event occured, which can in turn be used by the �tting algorithm to perform trackreconstruction. Incidentally one can readily see that the width of the time distributionis �100 ns which is consistent with the maximum drift distance of 5 mm and the knowndrift velocity of 50 �m/ns for electrons in the 50:50 argon-ethane gas mixture used to �llthe drift chambers (i.e. 100 ns � 50 �m/ns = 5000 �m = 5 mm). While the results arecertainly consistent with the gas mixture and size of the drift cell, as well as the appliedvoltage, the conformal mapping procedure outlined above was very robust and relatively5Single arm p(e; e0) scattering data above the resonance region (W > 2 GeV) was used during E93-018 for these types of calibrations. 107



insensitive to (small) variations in temperature, pressure, and/or gas composition. Forthe E93-018 analysis a time-to-distance map was generated for each kinematic pointfor both HMS and SOS chambers. The performance of the chambers was closely moni-tored both online and o�ine. A new time-to-distance map was generated whenever the�t of the drift distance distribution with a constant function in the central region (toavoid edge e�ects the �rst and last bins were discarded in the �t) yielded a �2/degreeof freedom bigger than 2 for any plane. Figures 3.9 to 3.12 extensively illustrate thiscalibration procedure for all HMS and SOS drift chamber planes.The �nal resolution for the drift chambers was 200-250� (�) for the HMS and 150-180� (�) for the SOS, as exempli�ed in Fig. 3.13 where typical residuals (i.e. di�erencebetween the drift chamber position and the �tted track), summed over all the cells ina given plane, are shown for both HMS and SOS, together with a Gaussian �t for eachdistribution.
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HMS/SOS Drift Chamber Resolution
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PHYSICS ANALYSISThe goal of the present E93-018 analysis is to separate the longitudinal and transverseparts of the cross-section for the H(e; e0K+)� reaction. To achieve this goal one needsto correctly identify a clean sample of coincident electrons and kaons, measure accu-rately the integrated charge, and determine the size and shape of the acceptance of theapparatus corresponding to the chosen (e; e0K+) sample, among other things. As withany electroproduction experiment, the magnitude of the radiative corrections and theirin
uence upon the �nal result needs to be carefully evaluated. The shape and magnitudeof the spectrometer acceptance needs to be well understood via extensive Monte Carlostudies and compared with optics studies. Last but not least, (in)e�ciencies and deadtimes of the various tools (i.e. detectors) used during the experiment need to be mea-sured/evaluated and their in
uence removed (corrected for) in the �nal answer. Once allof the above points are successfully addressed one can then proceed to extract the kaonelectroproduction cross{section and then, considering all three " points measured for eachQ2 setting, perform a (series of) Rosenbluth separation(s) to obtain the transverse andthe longitudinal parts of the cross{section. All these analysis steps shall be described indetail in the remainder of this chapter.
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4.1 Tracking CutsAs explained previously, the tracking algorithm of the Engine used the available positioninformation (primarily drift chamber wire hits and drift distances) to reconstruct thetrajectories of charged particles passing through the active area of the detector hut. Forany given successfully reconstructed track two coordinates, x and y, and two slopes, x0and y0 were measured. The spectrometer coordinate system used here had ẑ parallelto the central ray, x̂ pointing downwards (i.e. in the dispersive direction for verticallybending spectrometers such as HMS and SOS), and ŷ oriented such as to form a right{handed Cartesian reference system. Of course the pair of x and y coordinates could beevaluated at any point along the z axis in the hut (and, in the absence of magnetic �eld,the two slopes should be, modulo small changes due to multiple scattering, the sameregardless of the z position in the hut). However in order to ensure consistency, thetracking code returned the so{called \nominal focal plane" coordinates, usually labeledby the FP subscript (such as in xFP , x0FP , etc.). While the \true" or optical focalplanes of the Hall C spectrometers were relatively complicated surfaces (as an examplethe HMS \true" focal plane was not only a curved surface but also it intersected thecentral ray at an angle of only � 6�), the \nominal" focal plane was a conventional,plane surface, normal to the z axis of the spectrometer. The position of the \nominal"focal plane (along the z axis) was chosen to correspond to the intersection between thecentral ray through the spectrometer and the \real" focal plane: this meant that the\nominal" focal plane was positioned roughly mid{way between the two drift chambersfor HMS, while for SOS the FP was located � 6:25 cm before the �rst drift chamber.The \nominal" focal plane also represented a convenient, stable reference point whereother, non{optical properties of reconstructed tracks (such as timing information) coouldbe expressed. After the focal plane coordinates for a track were found, the Engine usedthese coordinates to reconstruct the coordinates of the event at the target, via the set ofmatrix elements characterizing the optical properties of the spectrometer. As only fourquantities were measured at the focal plane, one could reconstruct only four independentquantities at the target. Assuming xTAR = constant (and typically equal to zero), the115



variables reconstructed at the target were �, yTAR, x0TAR, and y0TAR; where xTAR is thevertical position at the target, yTAR is the horizontal position at the target (measuredin the horizontal direction perpendicular to the central ray), y0TAR and x0TAR are theslopes of the tracks at the target (albeit slopes, these quantities are often referred to asthe in{plane and the out{of{plane angles respectively), and � is the percentile di�erencebetween the central momentum of the spectrometer and the current momentum.In order to reject the events that scattered back inside the spectrometer acceptance(via lucky \bounces" o� the collimators, various apertures in the spectrometer, etc.) a setof loose cuts was applied on the reconstructed target in{plane and out{of{plane angles.As the event reconstruction had �nite resolution (caused by the drift chamber resolution,multiple scattering in the spectrometer windows/detectors, the uncertainty in the opticsmatrix elements, etc.), these cuts were kept large enough to avoid rejecting real events.The size of the cuts is shown in Table 4.1. The number of events rejected by these cutswas typically 0.4{0.5% for HMS and 0.2{0.5% for SOS. No correction was applied to the�nal cross{section for these rejected events. Note that additionally a cut was imposedon the reconstructed momentum of the particles for both HMS and SOS, thus avoidingthe region of the momentum acceptance where the optics of the spectrometers was lesswell understood. For the analysis of the (e; e0K+) events another cut is imposed on the�ducial region of the aerogel detector. The focal plane positions and angles were used toproject back each SOS track at the approximate z position of the aerogel and the resultingcoordinates were compared with the known (up to a preset tolerance that accounts formultiple scattering, uncertainties in the reconstructed track, etc.) dimensions of theaerogel box, rejecting the events that passed outside the active area of the detector. Tokeep everything consistent a similar cut was implemented and used in the Monte Carlosimulation of the SOS spectrometer (to be discussed below).4.2 Particle Identi�cation (PID) CutsThe goal of the present E93-018 analysis was to study kaon electroproduction in the1H(e; e0K+)� reaction. Therefore one of the most basic requirements was to correctly116



HMS SOSjx0TARj � 100 mrad jx0TARj � 50 mradjy0TARj � 60 mrad jy0TARj � 100 mradj� � 8% j�j � 15%Table 4.1: Size of the cuts imposed on the reconstructed (target) quantities for bothHMS and SOS.identify the outgoing electron and kaon. Of course one needed to be concerned not onlywith how e�cient a given cut or another was at eliminating pions and/or protons butalso how many real kaons were lost by applying the same cut. In addition one neededto impose a cut in the missing mass distribution to discriminate between the � and �0channels (the E93-018 kinematics were below the threshold for producing hyperonswith masses higher than the �0).4.2.1 Electron Identi�cationIn addition to electrons, the HMS, the nominal \electron arm" in this experiment, wassensitive to all negatively charged particles (mostly ��). To correctly identify the elec-trons one used a combination of gas �Cerenkov and shower counter information (Both eand �� are highly relativistic for all E93-018 kinematics, thus impossible to separateusing TOF measurements over the limited 
ight path available). The e�ciency of thisprocedure was studied in great detail in [42] over a wide range of spectrometer momentaand angles. For the present analysis an \electron" was any HMS track producing a signalgreater (or equal) to three photoelectrons in the gas �Cerenkov and yielding an energydeposition greater (or equal) to 70% of the central momentum setting of the spectrome-ter in the lead{glass calorimeter. These two requirements combined to give an extremelye�cient electron identi�cation (� 99:8%) [43] while keeping the pion mis-identi�cationto a minimum. In Fig. 4.1 the number of photoelectrons for the gas �Cerenkov is shownversus the fractional energy deposition in the lead{glass calorimeter.117
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4.2.2 Kaon Identi�cationAlong with kaons, the hadron arm used in the E93-018 experiment, the SOS spectrom-eter, also recorded positive pions and protons. As the cross-sections for pion productionand for inelastic proton scattering were far greater than the kaon electroproduction cross-section, the correct identi�cation of the kaon sample became very di�cult (i.e. one hadto overcome the huge tails the proton and pion distribution project over the much smallerkaon distribution). In Fig. 4.2 the \raw" velocity distribution of the particles detected inthe SOS is shown. One can plainly distinguish large proton and pion peaks and, perhaps,a smaller kaon \shoulder". Note that the pion peak in this �gure is already suppressed(by a factor of about 5) due to the inclusion of the aerogel signal in the online trigger.In order to \clean-up" the distribution shown in Fig. 4.2 several steps had to be taken:Aerogel �Cerenkov CutsFirst a tighter aerogel cut had to be applied in software. From previous chapters onemight recall that the online trigger had only a very loose cut applied on the number ofphotoelectrons in the aerogel �Cerenkov. After careful calibration o�-line one could use atighter cut in order to achieve a better pion rejection. In Table 4.2 the measured numberof photoelectrons yielded by the aerogel detector is shown versus the central momentumof a pion sample measured during the one of E93-018 calibration runs.Note that for � = 1:0 particles one expects, for a 9 cm thick aerogel layer withn=1.034, about 20 photoelectrons. Also one will note that the threshold velocity of� = 0:967 is reached for kaons having a momentum of 1.879 GeV/c, well above notonly all the kinematic settings measured during E93-018 but also above the maximumcentral momentum allowed for the SOS spectrometer itself (� 1.75 GeV/c). For thisanalysis the o�-line aerogel cut was set typically to 5 photoelectrons, resulting in a pionrejection of 800:1. Figure 4.3 shows again the velocity distribution of particles in SOS,this time versus the number of photoelectrons in the aerogel detectors. As one can see,a cut at �5 photoelectrons will reject almost all pions, while keeping the kaon sampleunchanged: The events for which the measured velocities corresponded to a kaon while119
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P (GeV/c) � npe0.530 0.967 0.000.557 0.970 1.450.613 0.975 4.710.687 0.980 7.920.797 0.985 11.080.980 0.990 14.191.391 0.995 17.262.000 0.998 19.071 1.000 20.27Table 4.2: Average number of photoelectrons (npe) yielded by the aerogel �Cerenkovversus momentum for various pion velocities.the signal in the aerogel detector was still large were due mainly to proton knock-onevents and, to a lesser extent, to events in which a kaon decayed very close in front ofthe last scintillator planes (i.e. the TOF determination of � was consistent with a kaonbut the event was, at least when passing though the aerogel, a muon or a pion, thus thehigh signal in the aerogel detector).Lucite �Cerenkov CutsWhile the aerogel detector helped with K+=�+ discrimination, an array of lucite paddlesprovided (some) p=K+ discrimination at all but the highest SOS momenta sampled duringE93-018 . The lucite had a high index of refraction, n=1.43, resulting in a thresholdvelocity, � of about 0.836. This in turn meant that protons with momenta smaller than�1.431 GeV/c would be below the threshold velocity (thus emitting no �Cerenkov light),while similar momentum (i.e. in the 1 GeV/c range) kaons would be above threshold,thus emitting �Cerenkov light. Two parallel and equally important checks were carriedout to test this lucite detector. Using narrow � cuts one could focus on either theproton distribution or the pion+kaon distribution. Using the proton distribution onecould study the proton rejection as a function of the cuto� number of photoelectrons122



Lucite Proton �+ and K+npe Rejection (%) Losses (%)1 3.50 7.e-42 36.30 4.e-33 68.25 7.e-34 82.45 1.55 88.93 2.56 92.34 4.37 94.08 7.08 95.00 11.09 95.81 15.510 96.38 20.311 96.75 25.312 97.13 30.6Table 4.3: Proton rejection and pion and kaon losses as a function of the npe cuto� forthe SOS lucite detector.(npe), while the pion+kaon distribution was used to study the number of pions andkaons lost versus the npe cuto�. The results of these studies are shown in Table 4.3.The focus here was not only on the fraction of protons rejected but also on the numberof kaons that one might lose by applying a given npe cuto�. One could choose the npecuto� such as to maximize the function fcuto�(npe) = fp(1� f�+) with fp the fraction ofprotons lost (rejected) and f�+ the fraction of pions/kaons lost. This procedure yieldedthe optimal npe cuto� that o�ered the largest reduction in the proton background whilekeeping the correction for the pion/kaon losses at an acceptable level. In the presentanalysis, however, the lucite �Cerenkov was not the only mean available for proton/kaonidenti�cation (TOF could/was also used) so the npe cuto� was chosen such as to keepthe kaon losses to a minimum. The practical value used throughout this analysis wasnpe = 3 which kept the kaon losses well below 1% while still providing a signi�cantreduction in the proton background, especially during the initial \preprocessing" of theraw data. The remaining protons as well as pions that survived these aerogel and lucitecuts were further discriminated using the two TOF techniques illustrated below.123



Time{Of{Flight (TOF) CutsAs shown in the previous chapters the SOS scintillators had an intrinsic resolution of�100 ps/plane, resulting in a velocity resolution of about �� = 0:018 (for � = 1 particles).The momentum resolution, �p=p0, of the SOS spectrometer was of the order of 10�3.One could then combine these two types of measurements to gain yet another way ofperforming particle identi�cation in the hadron arm. The technique used in this analysiswas to compare the � as measured from TOF with a � value obtained by taking themeasured momentum of a particle and then using the known kaon mass to compute �according to �momentum = p=qp2 +m2K . From a plot of the distribution of the di�erencebetween these two � measurements, the so{called ��, one expects to see a peak centeredaround zero for the particles for which the mass was correctly assigned (i.e. kaons) andlateral peaks for the particles for which the mass was incorrectly assigned (i.e. protonsand pions). One could then apply a cut on this distribution around the region of interestcorresponding to the known TOF and momentum resolution of SOS. In order to be onthe safe side and avoid clipping the \tails" of the kaon distribution, the size of the cutused in this analysis was computed based on much worse resolution than the actualperformance of the SOS detectors (i.e. �200 ps for the TOF resolution and 1-2 % for themomentum resolution). This technique is illustrated in Fig. 4.4 where the distributionof the �� = �TOF � �momentum is shown. The region of interest (i.e. the kaon region)is delimited by the two vertical lines. One can easily see that this cut removes the bulkof the proton and pion backgrounds, and, of course, this technique is independent of theaerogel and lucite cuts explained above and can be used in conjunction with those cuts.Coincidence Time CutsThe goal of the E93-018 experiment and therefore of this present analysis was tostudy kaon electroproduction in coincidence with the scattered electron (i.e. we studyan exclusive reaction as opposed to just kaon inclusive data). One can take advantageof this requirement and use the coincidence time (i.e. the time di�erence between theelectron and the hadron arms) as yet another handle to help clean-up the hadron arm124
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particle identi�cation. As shown in previous chapters, the CEBAF accelerator providedvery narrow current peaks (�2 ps) roughly 2 ns apart (i.e. corresponding to a third ofthe \nominal" accelerator frequency of 1497 MHz). If one were to detect only one speciesof hadrons in coincidence with the scattered electron, from a plot of the time di�erencebetween the two arms, the so{called coincidence time, one would expect to reproducethis microstructure of the beam, provided the coincidence time intrinsic resolution wasgood enough. In order to achieve the best possible resolution one needed, for eachspectrometer, to correct each individual ray for the di�erence in pathlength between thecentral ray though the spectrometer and the current ray. This procedure yielded the so{called \corrected coincidence time" which, for the Hall C setup, had a resolution betterthan 500 ps (typical values found in this analysis are around 350 ps). A more in{depthdiscussion about the pathlength correction, including all the relevant details, etc., canbe found in [44] while in Appendix A the parameterizations of the pathlengths, as usedin the Engine, are given for both HMS and SOS. When more than one type of particlewas detected in the hadron arm (as is the case in E93-018 ) one had a superposition of125



several (one for each type of particle detected in the hadron arm) of these �2 ns patterns,with various o�sets between them. In Fig. 4.5 the corrected coincidence time is shownversus the velocity in the hadron arm. One can clearly distinguish the \real" or in{timecoincident kaon peak from the random peaks, spaced �2 ns apart. Real and randompeaks can also be seen for both protons and pions as well (as the mass used to evaluatethe pathlength corrections was the mass of a kaon, these proton/pion distributions showcharacteristic slopes). As seen in Fig. 4.5 one could then place accurate cuts around thecoincident kaon peak as well as over several (to improve statistics) random peaks (forlater subtraction of the random coincidences contribution in the \real" peak). Due tothe o�sets mentioned above the \real" kaon peak is clearly separated with respect to theproton/pion coincident peaks, as are (at least some of) the random kaon peaks.PID Tests For The Hadron ArmAs shown in the previous paragraphs, several techniques could be used simultaneously toobtain an as clear as possible a \real" (and random as well) sample. Figure 4.6 illustratesthe additive e�ect of the cuts discussed. From top to bottom, the corrected coincidenttime is plotted with no PID cuts for the hadron arm1, with an aerogel cut (i.e. aerogelnpe < 3), an aerogel and a lucite cut (npe > 3 for the lucite), and �nally with theaerogel, lucite, and a TOF (i.e. the �� cut explained above). One can easily see thedramatic reduction of the proton and pion backgrounds. In the end one is left witha very clean \real" kaon peak, as well as several kaon random peaks, consistent withthe expected 2 ns microstructure of the CEBAF electron beam. There might be someremnant in{time pions in the peak around cointime = -2.5 ns, therefore that random peakwas not used for random contribution subtraction. The di�erence between the integratednumber of counts in the \real" kaon peak shown in the fourth plot and the number ofcounts in a similar region from the �rst three plots (using adjacent regions to estimateand subtract the backgrounds for the �rst three distributions) is consistent, within thestatistical uncertainties, with no kaon losses due to the cuts applied.1Electron arm PID cuts are applied for all four plots.126
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While it is of course encouraging to �nd that the various PID cuts applied in thehadron arm did not induce any losses in the original kaon sample, there was anotherquestion that remained to be answered: How many protons and/or pions still remainedin our kaon sample? A possible answer to this question might be found by examining themissing mass distribution produced from the coincident electron{kaon sample considered.Figure 4.7 shows the missing mass distribution for a typical E93-018 electron{kaon co-incidence sample, after the random coincidence and target walls contributions have beenremoved. One can clearly distinguish the prominent � and �0 peaks corresponding tothe two hyperons that could be produced with E93-018 kinematics, as well as char-acteristic radiative tails projecting from each peak towards higher missing mass regions.Now consider the region below the � threshold (i.e. 1.115 GeV/c2) in Fig. 4.7. As thisregion is below threshold for hyperon production (and our target is hydrogen) no realelectron{kaon coincidence event can produce counts in this region. Therefore whatevercounts are to be found below threshold must come from random pion and/or protonevents mimicking a real kaon. As one can see from Fig. 4.8 the number of counts belowthe � threshold represented less than one percent of the number of counts in the � peak(most values are in the 0.1 to 0.5 % range). This fraction was recorded and correctedfor in all kinematical settings. As a summary of the hadron arm particle identi�cationprocedure (one of the more daunting tasks of this analysis) it can be stated that thevarious PID cuts do not seem to alter the original kaon sample, while removing all but asmall fraction (taken into account in the analysis) of the pion and proton backgrounds,yielding in the end a very clean coincident kaon sample2. From the missing mass ofthe unidenti�ed hyperon, appropriate cuts were applied to select either the � or the �0channels.
2The hadron arm PID procedure described in this section is coincidence experiments speci�c, due tothe use of the corrected coincidence time for PID. Should anyone need it, the single arm kaon identi�-cation, which must rely solely on aerogel, lucite, and TOF, is not as impressive.129
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4.3 Monte Carlo Simulations. Phase Space. Radia-tive CorrectionsA good simulation of the appropriate experimental setup is an essential condition forany modern day physics experiment. Quite often, extensive Monte Carlo simulationsare performed even before the experiment takes place, in order to identify and solvebeforehand if possible, potential problems that might a�ect one's expected results. Dueto the limited amount of resources available, one needs to have a reasonable estimateof the time needed to complete a certain measurement, given the desired statisticaluncertainty. These estimates are also obtained through Monte Carlo simulations.Several simulations were carried out in the planning phase, during the actual running,and in the data analysis phase of experiment E93{018.4.3.1 Rate estimation. Kinematics DeterminationA simple Monte Carlo program was written (mostly by our Bucharest University collab-orators) to estimate the number of (e; e0K+) counts per unit time and unit beam current.A full description of this program and its features, as well as tables with results can befound in [45] while its characteristics are given below. The program included only limitedknowledge of the HMS/SOS spectrometers (i.e. only generic limits for the angular andmomentum "bites"); however it had a full{
edged 3{body event generator coupled to avery simple, yet e�ective model for the cross{section (as the purpose of this code wasonly to give count rate estimates, up to a factor of �2, the accuracy of the cross-sectionmodel was not critical) for both the � and the � channels. Estimates for the quasielastickaon electroproduction o� light nuclei were also possible (via a set of approximations).The code incorporated decay corrections for the kaon arm and, given the beam currentand the size of the online and/or o�ine coincidence window, could provide estimates forthe singles counting rates in the electron/kaon arm, coincidence rates, as well as expectedaccidental{to{true (A/T) ratios. This program was used in the optimization phase ofthe experiment and also, during the actual experiment, in order to adjust some of thekinematical settings in order to avoid physical and/or administrative limitations of the131



Hall C setup. For example, due to limitations in the minimum spectrometer angle theQ2 = 0:50 (GeV/c)2 kinematics had to be modi�ed so in practice data was taken forQ2 = 0:52 (GeV/c)2.4.3.2 Standard Hall C Monte Carlo, SIMCThe \o�cial" Monte Carlo code for the Hall C HMS/SOS setup is called SIMC. Theprogram is based on the original code SIMULATE written for the SLAC experimentNE18, adapted to the experimental conditions and spectrometers in Hall C. A completedescription of the original SLAC code can be found in [46]. As was the case with its pre-decessor, SIMC incorporates extensive knowledge of the optics of the two spectrometers(HMS and SOS), via forward and backward COSY maps, as well as comprehensive listsof the size/shape of all relevant apertures (and materials) inside the spectrometer. Thetwo detector huts (size, positions, materials) are modeled as well. Multiple scatteringe�ects as well as Coulomb and straggling corrections in the target are also present in thecode.Additionally, SIMC includes a PWIA calculation for (e; e0p) o� hydrogen, deuterium,and, given the appropriate spectral functions, o� heavier nuclei. Radiative correctionsare also incorporated in the code, as described in [46].Our understanding of the spectrometer models (i.e. the optics model of the spec-trometer) and also the basic physics assumptions made in the code (radiative correctionprescription, multiple scattering, etc.) were extensively tested by measuring with bothspectrometers physical processes considered well known, such as (e; e0) and/or (e; e0p)elastic scattering o� hydrogen. The model used in SIMC for elastic scattering includesa dipole parameterization for the electric form factor and a Gary{Kr�umpelmann [47]parameterization for the magnetic form factor. The cross{sections computed under theseassumptions are known to agree with the world's measurements within a few percent, inthe range of kinematics accessible during E93{018. So, using the real electron beam,several elastic scattering calibration runs were measured for both HMS and SOS. Then,the same kinematical settings were simulated, with SIMC, using the same normalization132



(i.e. total integrated charge, e�ciencies, etc.) as in the data. A comparison of the focalplane distributions (i.e. two coordinates, x and y, and two angles, x0 and y0) are shown inFig. 4.9 for the case when the scattered electrons were detected in HMS. In all four panelsthe data are represented by the solid lines while the Monte Carlo results are shown withdashed lines. A similar plot can be obtained for inclusive elastic scattering in SOS (i.e.the scattered electrons are detected in the SOS). These results are shown in Fig. 4.10,using the same notations as for the HMS. In both of these �gures one can see a goodagreement between the data and the simulation. This not only shows a reasonably goodunderstanding (and accuracy in modeling) of the two spectrometer' optical propertiesbut also validates our overall normalization.4.3.3 SIMC and Meson ElectroproductionThe last logical step towards obtaining a comprehensive Monte Carlo package was tocombine the features of the two programs described above. While keeping all its originalcapabilities, the SIMC code was adapted to simulate kaon (or more generally, meson)electroproduction: the kinematic conditions speci�c to meson electroproduction wereadded as a natural extension to the existing event generator, as were subroutines thatassigned cross{sections to successful events. For the early stages of the program thesimple cross{section parameterization described in [45], as well as a version of the WJCwere implemented [48]. All these added features were controlled by a relatively smallnumber of runtime 
ags. Also the robust radiative correction procedure already presentin SIMC had to be extended to cover kaon electroproduction diagrams as well. Lastly,a new set of variables had to be de�ned to allow simulation of particle decays in thespectrometers and in the detector stacks. These included the total physical length ofeach spectrometer, the mass of the particle detected in each spectrometer (i.e. by defaultSIMC only expects electrons in the electron arm and protons in the hadron arm), thedecay constant for the expected particle in each arm (negative values for this variable 
agsstable particles), various counters, etc. For the speci�c purpose of the present experimentall kaon decay modes with branching fractions larger than 1 % were implemented in the133
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code as well. This enhanced version of SIMC was called SIMC EEK. In Fig. 4.11 amissing mass distribution, as measured during E93-018 , is shown. Overlaid one can seethe result of SIMC EEK, using the same total charge, e�ciencies, etc., as measured inthe experiment3. There is a good agreement between the simulation and the measuredspectrum. Speci�cally one might wish to note that the experimental width (multiplescattering, radiative e�ects) of the � peak is reproduced well, as is the (long) radiativetail (more on this in the next section).4.3.4 Radiative CorrectionsThe size and correct application of the radiative corrections is one of the important stepsin any electron scattering{type experiment. This section outlines how this correction wascarried out in the present E93-018 analysis.Two coincidence experiments, A and B, measuring identical sets of observables,a1; a2; ::; an and b1; b2; ::; b3 can compare results only if the radiative corrections are car-ried out in a similar fashion in both experiments4. A complete calculation, even at thelowest order in �, requires, at the very least, some previous knowledge of the structureof the nucleon, i.e. structure functions. While in principle any (reasonable) choice canbe made, what is important is to be consistent. The strong and electromagnetic parts ofthe interactions do not decouple completely[49], thus one has to use prior knowledge for,at least, the structure of the nucleon. In doing so one has restricted oneself to comparingresults only with experiments that use the same approach to radiative corrections.Generally, when implementing radiative correction procedures one has the choice ofeither \deradiating the data" in which case one applies a set of radiative correctionfactors (based on a simple model of the cross{section) to the data in an attempt toobtain a \radiation free" spectrum, then iterating until the model cross{section matchesthe deradiated data; or \radiate a theory" in which all radiative corrections are applied3Note that, for clarity, only the � peak is simulated4Improvements over time of the radiative correction prescriptions are of course desired and expected;however the core assumptions that enter ones radiative correction code cannot be fundamentally changedunless one is willing to do so for all available data sets.136
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to a model cross{section, leaving the raw data unchanged (in this case one also has toiterate the radiative correction procedure until it matches the data).As explained in the previous subsection the radiative corrections were carried out inthe Monte Carlo simulation program, SIMC (or its \meson{friendly" variant), thus wechose to radiate a theory rather than to deradiate the data. To justify, at least partially,this choice one might want to note that, given the hydrogen target used in this experiment(so no Fermi motion for the target nuclei), and also given that the known widths of the� and �0 hyperons are extremely small compared with the expected resolution of theHMS{SOS system, unfolding the experimental data (assuming an absolutely accurateunfolding procedure were to be available) would just yield delta-type functions, smearedby the �nite resolution of the system.As implemented in SIMC, the radiative correction prescription is based on the workof Mo and Tsai [50], modi�ed to accommodate exclusive and semi{exclusive reactions.For an in{depth description of the radiative correction procedure one is again referred to[46], whereas only the most important assumptions will be listed below, together withthe E93-018 {speci�c modi�cations.Throughout the present analysis the so-called \soft photon approximation" was used(i.e. the energy of the emitted photons is very small compared with both the incident andthe emergent electron energies). For the angular distribution of the emitted photons the\peaking approximation" was used (i.e. the photons are emitted either in the directionof the incident or in the direction of the scattered electron).These two assumptions imply that the e�ect of the radiation on the central kinematicsis negligible (i.e. " is computed from the nominal kinematic values without any correction,as are the �
K and � angles, etc.).In extending the radiative correction procedure to cover meson electroproductionhistograms Gary-Kr�umpelmann type parameterizations [47] (dipole) of the form factorswere used for both the proton and the kaon. The parameterization of the form factorstogether with the built-in dependences of the cross-section on kinematic variables Q2, Wand t did represent, of course, an Ansatz on how �T and �L should behave but then, again,this would have been true for any Mo and Tsai{inspired radiative correction prescription.138



Q2 (GeV/c)2 FRC0.52 1.3200.75 1.3051.00 1.2952.00 1.281Table 4.4: Radiative correction factors used in the analysis.Within this framework, for every bin in Ee0, 
e0 , 
K+ one then writes the \true"cross-section as: � d5�d5V �true = FRC� d5�d5V �meas (4.1)where FRC is the radiative correction factor and � d5�d5V �meas is the measured cross-section(calculated as explained in section 4.5). For the � channel typical values for FRC wouldbe in the 1.2{1.4 range, fairly insensitive5 to the virtual photon polarization for a givenQ2. In Table 4.4 the correction factors used in the present analysis are shown. Theinsensitivity of the radiative corrections to " seen in the present analysis is consistentwith the earlier observations of [51] (L/T separation in p(e; e0�+), form factor extraction)and [24] (exclusive pion and kaon electroproduction, L/T separation (�+ only)).In estimating the uncertainties associated with the radiative correction factors givenby ( 4.1), we compared the data and the Monte Carlo yields for several missing masscuts, both as a function of Q2 and, more importantly for the Ronsenbluth separation,between di�erent " points at the same value of the four{momentum{transfer. In Table4.5 the results of this study are shown. The �rst column speci�es the kinematic point(i.e. the four{momentum transfer, Q2), the second column shows the missing mass (in(GeV/c)2) cut used, "1:::3 denote the low, middle, and high " points, while the DATAand the M.C. columns show the yields from data, respectively, from SIMC EEK6, whilethe last column, within each " point, shows the ratio between the real/measured and the5At least as long as the missing mass cut applied for the � identi�cation is not too tight.6Note that in practice a huge number of events (successes) were generated for each setting, thenweighted appropriately (charge, decay, etc.) to give the simulated number of counts.139



Q2 Mx cut "1 "2 "3Data M.C. Ratio (%) Data M.C. Ratio (%) Data M.C. Ratio (%)0.52 1.10-1.13 4795 4965 96.58 7218 7465 96.69 10480 10910 96.060.52 1.10-1.14 5084 5206 97.65 7679 7828 98.09 11120 11420 97.370.75 1.10-1.13 4118 4386 93.89 10740 11130 96.50 15210 15770 96.450.75 1.10-1.14 4405 4591 95.95 11380 11700 97.26 16100 16540 97.341.00 1.10-1.13 3563 3706 96.14 5127 5416 94.66 18750 19680 95.271.00 1.10-1.14 3802 3894 97.63 5460 5697 95.84 19930 20620 96.652.00 1.10-1.13 1591 1650 96.42 2242 2327 96.33 3621 3785 95.662.00 1.10-1.14 1738 1785 97.37 2405 2473 97.25 3960 4081 97.03Table 4.5: Data vs Monte Carlo radiative corrections checks in the E93-018 p(e; e0K+)�analysis. Description of the notations used in the table is provided in the text.simulated yields. Based on the results from Table 4.5, a 0.5 % point{to{point uncertaintywas assigned. Additionally, a 2 % overall (i.e. scale/normalization) uncertainty wasassigned to the whole radiative correction procedure. Also the model dependence of theradiative correction factors was studied by switching between the two models availablein the simulation code but the di�erences found were negligible.For reference, in Figures 4.12 to 4.14 missing mass distributions for the � regionare shown for all " points measured at Q2=0.75 (GeV/c)2 (experimental data are thesymbols/stars, while the SIMC EEK result is shown as a histogram) 7.4.3.5 Acceptance CorrectionsThe probability for a given spectrometer to accept/reject events that are produced in agiven region of the target, with a given initial momentum and angle is typically expressedas the so{called spectrometer acceptance.If one were to simulate all the coordinates that completely de�ne a track at the target(i.e. three coordinates, polar and azimuthal angles, and also the initial momentum ofthe particle) then the acceptance will either be one (i.e. the particle is accepted in thespectrometer), or zero (i.e. the particle is not accepted in the spectrometer). However,7Similar plots are of course available for all measured kinematics but because of space considerationswere omitted. 140
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most of the time one wishes to integrate over all coordinates that are not relevant forthe physics analysis. In such case one can truly interpret the acceptance as a probabilitydistribution (i.e. the probability of an event with given in{plane, out{of{plane angles,and momentum to be accepted in the spectrometer). The approach taken in this E93-018 analysis was to model each of the spectrometers separately using the available singlearm Monte Carlo programs. E�ectively one factorizes the total acceptance A(V ) into itsHMS and SOS parts: A(V ) = ASOSAHMS: (4.2)Recall that the spectrometer acceptance is a property of the optical system. Thereforeone should refrain from introducing into the acceptance correlations that do not belongin there (i.e. any type of correlation related to the particular reaction studied does notbelong in the spectrometer acceptance).At the beginning of the analysis several attempts were made to obtain an analyticalrepresentation for the acceptance. An analytical form of the acceptance would havesimpli�ed further calculations (namely the cross{section calculation). Several classes offunctions were considered for this representation, including cubic splines [52] with variousnumbers of knots and multiquadric functions [53]. However, this approach failed (see e.g.Fig. 4.15{ Fig. 4.17), mainly because both classes of functions used tend to introduce\features" not present in the original distribution. Also the number of parameters tendedto increase rapidly as a function of the number of knots and number of dimensions ofthe �t for spline functions. The multiquadric approach tries to keep the number ofparameter to reasonable values (although the typical 200+ parameters is by no meansa small number) but the computation time is greatly increased (i.e. � 8-12 hours forone kinematic setting, one spectrometer for 3 � 3 mr2 steps in XPTAR and YPTARand 10 MeV steps in momentum - for a medium loaded HP workstation). Given allthe problems associated with analytic representation(s) for the acceptance function thesolution adopted in this analysis was to just bin the Monte{Carlo{generated acceptancen-tuple in XPTAR, YPTAR and � in bins compatible with the known resolutions in thesevariables and use the resulting three-dimensional structure as a look-up table for the the144
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acceptance function. One still needed a way of \smoothing"-out the inherent statistical
uctuations associated with the limited number of events generated in each acceptancebin. As a reminder, for three dimensions, with n bins in each dimension one has n3bins. If one now wishes to populate the bins such as to have 1% statistical uncertaintyin each bin, one ends up with a VERY big number. If one then makes the argumentthat the contribution from a small bin in the �nal product (i.e. cross-section) will besmall, therefore more modest statistics are needed in the Monte Carlo, then one endsup with a picture similar to Fig. 4.15, with all the problems associated with bin-to-binnormalization implied by it. The solution adopted in this analysis was to use ideogramsrather than histograms when building the look-up table. Thus, for each accepted MonteCarlo event several (typically 27) events were actually booked in the n-tuple but withfractionary weight ( such that the sum of the weights equals one); these events werespread in the three directions by randomly sampling on a hyper-gaussian curve withwidths given by the angular and momentum resolutions. In Fig. 4.18 and Fig. 4.19 onecan clearly see the e�ect of this procedure. When using acceptance functions one needsto apply some cuto� value (i.e. discard any events for which the acceptance correctionwould be too large). In this present analysis a cuto� value of 70 % was used (all eventsfor which the acceptance correction would be larger than 70 % were discarded). Thischoice represents only a modest drop in the available number of events (not more than10-15 %) while limiting the uncertainty introduced by the use of the acceptance function.An added bene�t was that the \blur" of the edges introduced when using ideograms wascompletely removed from the analysis.In order to evaluate the uncertainty associated with the acceptance correction and alsoto test the in
uence of the acceptance cuts used in the analysis the following procedurewas devised: For each spectrometer, for every target quantity of interest (i.e. in{planeangle, YPTAR, out{of{plane angle, XPTAR, momentum � = (p � p0)=p0), for each Q2setting, for every " point measured, the ratio of data to Monte Carlo (SIMC EEK) yieldswas studied for several cut sizes. The data and Monte Carlo yields were cross{normalizedfor the nominal value of each cut (see Table 4.1 for a list of the nominal cuts), then thecuts were varied by � 20 % around the nominal value, each time recording the ratio of148
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the data versus Monte Carlo yields. In Fig. 4.20 the result of such a study is shownfor the Q2 = 0.52 (GeV/c)2 setting8. The three types of symbols (circle, square, andstar) correspond to the three " points measured. The �rst three panels show the resultsfor the HMS spectrometer while the last three panels show the SOS values. Based onthis study of the acceptance cuts it was concluded that the nominal cuts from Table 4.1represent a reasonable choice for the present analysis (i.e. the results are stable withrespect to the variation of the cuts). The point{to{point uncertainty associated withthe acceptance correction was between 1.6 and 2.4 % (depending on the Q2 setting). Inaddition, an overall uncertainty of one percent (scale type) was assigned to the entireacceptance correction procedure.

8Similar plots are available for all kinematic settings, however they are omitted here due to spaceconstraints. 151
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Figure 4.20: Systematic study of the acceptance cut in
uence for the Q2 = 0.52 (GeV/c)2setting. Data to Monte Carlo ratios (in %) are shown for variations of the nominalHMS/SOS cuts of up to 20 %. The in{plane, YPTAR , out{of{plane, XPTAR, andmomentum deviation, DELTA (%) are shown for the HMS (panels 1{3) and the SOS(panels 4{6).
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4.4 Correction FactorsIn the previous sections it was shown how the sample of coincident electron{kaon eventscan be correctly identi�ed and how, using missing mass cuts one can isolate the p(e; e0K+)�channel. The size and shape of the spectrometer acceptance was obtained via Monte Carlotechniques. Also a prescription for evaluating the magnitude of the radiative correctionswas given.In addition to the above ingredients, in order to extract the kaon electroproductioncross{section one needs a series of corrections in order to account for ine�ciencies ofvarious detectors, decay losses, etc. In this subsection all these corrections shall bediscussed, as well as ways to estimate/test them.4.4.1 Hodoscope Trigger E�ciencyAs shown in section 2.6 the requirement that three out of four scintillators �re is anessential condition in de�ning a trigger for both the HMS and the SOS spectrometers.Using the reconstructed tracks one can project in z to select the scintillator paddles thatshould have �red. Measuring how often these elements actually �re, one can determinethe e�ciency of all scintillator paddles. In implementing this procedure the overlapregion between adjacent scintillator paddles (i.e. 2.00 cm for HMS and 1.25 cm for SOS)is excluded to avoid ambiguities. Due to multiple scattering this procedure is less precisein estimating the e�ciency of the back two planes (problem tends to be bigger for thenarrower SOS hodoscopes than for the HMS hodoscopes). To avoid problems one willeither have to use only the e�ciency of the front two scintillator planes for estimating theoverall e�ciency or arti�cially increase in software the \e�ective" size of the scintillators(thus relaxing somewhat the \matching" condition between the center of the paddle anda given track).Once the scintillator e�ciencies are known one can calculate the probability of missinga trigger due to hodoscope ine�ciency and apply an appropriate correction. Because allthe E93-018 data required only 3{out{of{4 planes, the hodoscope trigger e�ciency wasexpected to be (and actually was) high, � 99:5% for both the HMS and SOS. In Fig. 4.21153
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Trigger efficiency for the HMS spectrometer.Figure 4.21: Hodoscope trigger e�ciency for HMS.the HMS hodoscope e�ciency is shown as a function of time (i.e. run number). Thesehodoscope e�ciency values are used to correct the data on a run by run basis, while thespread of the data can be used as a measure of the uncertainty due to this correction.4.4.2 Tracking E�ciencyAfter a trigger was formed for one spectrometer, the data acquisition system polled alldetectors in the spectrometer for information which was then embedded in the datastream and stored on disk. Later, in the data analysis stage of the experiment, the driftchamber information was used to reconstruct the trajectory of the particle that producedthe original trigger. The tracking e�ciency measured the fraction of the events for whicha trajectory could not be found (or at least not in a reliable way). The main reason forwhich the tracking algorithm would fail to �nd tracks was when, for a given event, toolittle or too much drift chamber information was recorded. If the number of wires that�re/event was below a certain limit (i.e. dead or less e�cient wires), then the left{rightambiguity could not be removed and a track was not �t. If too many wires �re/eventthen the chance of including a \noise" hit in the track increased, not to mention theexponential increase in the CPU time consumed.154



The tracking e�ciency was de�ned, in the current analysis, as the number of eventsfor which a track was found, divided by the number of \good" events (i.e. the numberof events for which a track was expected to be found). An event was de�ned as being\good" and therefore track-able if a trigger for the spectrometer was formed (otherwisethe event wouldn't even exist), the time of 
ight determined, before tracking, that it wasa forward{going particle (as opposed to a cosmic ray)9, and one of the drift chambershad less than a prescribed number of hits (the limit used in this analysis was 15 hits).It was assumed that events for which both chambers have more than 15 hits each arecaused by particles scraping the edge of one magnet, causing a shower of particles. Asthese kind of events fell outside the nominal acceptance of the spectrometer, they werenot considered when evaluating the tracking e�ciency.The tracking e�ciency described above was calculated, for each run, separately forseveral classes of events: all events, events passing particle identi�cation cuts, eventswithin a �ducial region as de�ned by the hodoscopes, and events that pass both thePID and �ducial cuts. These increasingly more restrictive cuts on the event sample usedto determine the tracking e�ciency were needed because the e�ciency calculated forall events included the tracking e�ciency for both real and background events, thus itwas, at best, a statement on the overall performance of the chambers. For example,consider the electron arm. For the purpose of this analysis one was interested in �ndingthe tracking e�ciency for electrons; however the raw data sample, even with some PIDin the trigger, might have still contained signi�cant numbers of negative pions, whichwould alter our tracking e�ciency measurement. Imposing a tight PID cut, one removedthis inconvenience. For the hadron arm separate tracking e�ciencies were computedseparately for protons, positive pions, and kaons. Of course the kaon{only trackinge�ciency would be statistics dominated. However, observing that the tracking e�ciency9For these upward{bending spectrometers the cosmic rays would tend to travel from the back of thedetector hut towards the front so, after accounting for all cable delays, any track for which the time atthe back two scintillator planes is earlier than the time at the front two planes would 
ag a cosmic ray.This observation was particularly important for the kinematic settings where the overall rates were low,as in the Q2 = 2.0 (GeV/c)2 setting, comparable with the 2{4 counts/sec one expects from cosmic raysfor the HMS/SOS. 155



was similar (i.e. within 0.2 %) for protons and pions, one could then argue that thetracking e�ciency for kaons should be the same. In this present analysis the trackinge�ciency for kaons was taken as the average of the proton and pion tracking e�ciencies,thus avoiding the larger errors associated with the shorter runs for which one only had ahandful of kaons.In addition to the PID cuts explained above a �ducial cut was imposed. This wasachieved by considering, for tracking e�ciency determination purposes, only the eventsfor which the central paddles of the scintillator hodoscope �red. This condition e�ec-tively removed from the e�ciency calculation all events that might have been subject toscrapping o� the apertures. In particular, for the hadron arm, this cut removed from thetracking e�ciency calculation, all events (pions, kaons) for which the original particledecays in the spectrometer hut and the daughter particles emerged at a wide enoughangle (thus missing the back scintillator planes). Requiring only one (either) chamberto have less than 15 hits was a somewhat looser condition than requiring both chambersto have each less than 15 hits. In particular it allowed for tracks that had a clear trackthrough the detector stack plus some noise (possibly a delta electron and/or electronicsnoise) to be reconstructed.In the present analysis the data was corrected, on a run{by{run basis, for the e�ciencycalculated using only events passing both the PID and �ducial cuts (for \historic" reasonsthis is called \�ducial e�ciency"). The electron arm (HMS) tracking e�ciency wastypically 93{97 % while the hadron arm (SOS) tracking e�ciency was sensibly lower,82{95 %, mainly due to the much higher rates in the hadron arm.Even though the HMS/SOS drift chambers were designed to work at rates of up to afew kHz/wire, a small but noticeable deterioration of chamber' performance (i.e. decreaseof the tracking e�ciency) was observed with increasing total event rate in the spectrome-ter. In particular this meant that there would be variations in tracking e�ciency betweendi�erent kinematic settings (i.e. for the electron arm the Mott cross{section changes con-siderably from setting to setting, etc.) and also, within the same kinematic setting, therewould be variations due to beam current changes (i.e. higher luminosity produces higherrates). In Fig. 4.22 the HMS �ducial e�ciency is shown as a function of the total HMS156
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Now, the width of all logic gates used in Hall C (at least during E93-018 ) was 30 ns,with the exception of the gates for the hodoscope discriminators. The width of thehodoscope gates was 50 ns, in order to eliminate the potential double pulsing/ringingof the discriminators arising from the very low threshold used for these devices. Thehodoscope discriminators were not, however, dead, even when their outputs were active.A new signal arriving while the discriminator output was high would cause the outputsignal to be extended to 60 ns after the latest hit. Given this observation one couldsafely assume that �t = 30 ns for electronic deadtime evaluation purposes. ThroughoutE93-018 the live time was very high, close to 100 %, so it could be approximatedby e�R�t � 1 � R�t. To estimate the deadtime correction, four versions of the �naltrigger were produced, each with a di�erent gate width (30, 60,90, and 120 ns). Usingthese measurements one could extrapolate to zero deadtime in order to determine thenumber of real triggers lost. The electronic deadtime was measured and corrected for ona run{by{run basis. The correction was small for all kinematic settings, typically 1.0 %or less.Computer DeadtimeThe computer deadtime describes the situation when events are lost because a hard-ware trigger is formed during the time that the DAQ is busy processing the previousevent. This was a far more signi�cant source of dead time than the electronics deadtimeexplained earlier. As shown in section 2.7 the total processing time for an event was�300{400 �s. Running in bu�ered mode reduced this problem because now the DAQcould accept a new event even before the previous event was fully processed. Thus thetime for which the DAQ was dead was reduced to only �100 �s, equal to the time neededto perform the FASTBUS conversion. These �gures were valid for operating the Hall CDAQ in its single arm mode. For coincidences the size of the event was roughly twice thesize of a single arm event (neglecting the small amount of overhead relating to coincidencesignals, etc.), thus the processing time of a coincidence event took two times longer thanfor a single arm event. The computer dead time (actually the computer live time) wasobtained by taking the ratio of events actually processed by the Trigger Supervisor versus159



the total number of triggers formed. The computer dead time was calculated for eachrun, and the data was corrected for lost triggers on a run{by{run basis. The computerdead time during E93-018 was between one and ten percent, strongly dependent onthe kinematic setting and on the beam current.Assuming that the event size stayed more or less the same for all coincidence events,then the dead time would only be a function of the total data acquisition rate. Studyingthe dependence of the computer deadtime on the total coincidence rate one could thenestimate the uncertainty associated with this correction. In Fig. 4.24 the computer deadtime, as measured in the SOS detector stack, is plotted versus the total coincidencerate (in Hz). The line shows the expected/theoretical dead time (based on a �200 �sconversion time). The width of of the residuals distribution (i.e. di�erences betweenthe experimentally measured and the expected value for the dead time) was used as anestimate of the uncertainty for this correction. The value obtained from Fig. 4.24 andused in the data analysis was 0.2 %. During E93-018 two independent measurementsof the computer dead time were performed, one using the HMS electronics (i.e. TDCs),one using the SOS electronics. These redundant measurements provided an independentcheck on the value quoted above. In Fig. 4.25 (left panel) the computer dead timemeasured in the SOS (electronics) is plotted versus the computer dead time as measuredin the HMS. The line corresponding to the �rst diagonal (i.e. perfect correlation betweenthe two measurements) is also shown. In the right panel of Fig. 4.25 a Gaussian �tfor the di�erence between the two measurements is shown, indicating that indeed thecorrelation between the two independent measurements was almost perfect. Lastly, inFig. 4.26 one can observe the clear di�erence between running in bu�ered (lower line)versus non{bu�ered mode (upper line). For the particular kinematic setting shown (Q2= 1.00 (GeV/c)2, lower " point), the SOS FASTBUS crate controller was repeatedlyfailing and, in an attempt to temporarily alleviate the problem (while the support groupwas looking to identify, \borrow", and install a replacement controller), the DAQ wasintermittently switched between its bu�ered and non{bu�ered modes. For this particularcase the dead time is roughly four times greater in the non{bu�ered mode than in thebu�ered mode. 160
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4.4.4 Kaon Decay CorrectionsIn experiment E93-018 scattered electrons were detected in coincidence with the lep-toproduced kaons. The K+ meson is an unstable particle, with a mean life time of� = (1:2371 � 0:0029) � 10�8s; or in a more useful form c� = 3:709 m. Therefore allmeasurements based on kaon observation needed to be corrected for decays, the size ofthe correction increasing as the distance from the target to the place where the kaon wasdetected increases.All discussion about decay corrections should start with a de�nition of a \kaon". Inthe present analysis a good (i.e. coincident) \kaon" was de�ned as:� a particle that produced a trigger in SOS in coincidence with an electron in HMS(electrons are identi�ed by a combination of �Cerenkov and shower counter cuts)and,� a particle for which a track could be reconstructed in SOS (based on drift chamberinformation) and,� a particle that had a velocity, � (computed from TOF information) compatiblewith the velocity of a kaon at the same momentum (i.e. j�TOF - �pj < �� where ��was taken between 0.05 and 0.1) and,� a particle for which the aerogel signal was below a certain level (typically 3 photo-electrons).Based on the above criteria the decay correction is evaluated at the position of the lastscintillator plane. One could argue that the trigger used was 3/4 scintillators so therecould be some cases in which the last scintillator may not �re and still have a validtrigger so those cases should be treated separately. However, the number of events thatpassed the 3/4 check and failed the 4/4 check was fairly small and, evaluating the decaycorrection at the third and fourth scintillator plane position, the di�erence in the decaycorrection was found to be 0.4 % or less10.10Whereas the total size of the correction, as shall be shown below, was quite large.166



In the �rst approximation the decay correction is given by the well{known survivalprobability law: P (x0) = e�Mx0�=j~pj (4.7)where:� P (x0) is the probability for a particle not to decay after traveling a distance x0 orgreater;� M is the mass of the particle;� x0 is the distance traveled;� � = 1=� is the inverse of the proper lifetime;� ~p is the momentum of the particle.Taking into account that the position of the fourth scintillator plane was � 10.23 maway from the target and that the momenta of the kaons detected in E93-018 were� 1.2 GeV, the typical survival probability would be � 33 %. This value implies thatquite a sizeable decay correction (� 300 % or so) needed to be applied to the data. Giventhe size of the decay correction one needed an extremely good knowledge of all factorsthat in
uence the survival probability, in order to keep the uncertainty at acceptablelevels. Additionally, one needed an accurate estimate of the fraction of kaon events forwhich the decay product(s) were still able to mimic a kaon trigger, in order to avoiddouble{counting (i.e. eq. (4.7) overcorrects for the fraction of kaon events whose decayproducts would still mimic a valid kaon trigger). Examining the known decay modes fora kaon one �nds that the most likely decay channels are:� K+ ! �+ + �� �j=� = 63:51 %� K+ ! �+ + �0 �j=� = 21:17 %� K+ ! �+ + �+ + �� �j=� = 5:59 %� K+ ! �+ + �0 + �0 �j=� = 1:73 %167



� K+ ! �0 + �+ + �� �j=� = 3:18 %� K+ ! �0 + e+ + �e �j=� = 4:82 %� ... many other with less than 10�3 branching ratio.From the decay products the positive pions and the muons had the potential of mimickinga kaon (in terms of velocity �) if their energy was low enough.As explained earlier the Monte Carlo simulation code was enhanced to allow for thedecay (and subsequent tracking of decay products) of unstable particles (kaons for thepurpose of this experiment) both inside the magnetic spectrometer11 as well as in thedetector hut12. All kaon decay modes with branching ratios above 1 % were implementedin the code (the decay products were assumed to be isotropically produced in the restframe of the decaying particle).Running the simulation code for all kinematical settings measured during E93-018it became apparent that no decay product that could potentially mimic a kaon triggerin terms of velocity could ever emerge the spectrometer without taking at least one(in general more) \lucky bounces" o� the quadrupole/dipoles and be then subsequentlyrejected by our �ducial cuts. This conclusion is not so surprising if one considers themass di�erence between a K+ meson and its decay products (compare MK � 494 MeVwithM� � 140 MeV orM� � 106 MeV). This means that, in order to have had the samevelocity as a kaon with a momentum in the 1 GeV/c (and up) range (thus potentiallyfailing our aerogel and TOF cuts), the momentum of the decay product needed to bevery small (a few hundred MeV/c). Now, a particle with such a low momentum, placedin a spectrometer whose central momentum is at least 1.126 GeV/c (i.e. our lowest SOSsetting), would be de
ected so much by the magnetic �eld of the spectrometer so that itwill most likely be lost in the yoke of the magnet.After verifying that all decays occurring in the magnetic elements of SOS could bediscarded as kaon double{counting sources, one could concentrate solely on the kaon11The incremental SOS maps were used to track decay products originating inside the spectrometer.12As usual the coding was done in general terms so decay in HMS could be simulated as well, althoughthat was not needed in this experiment. 168



Decay mode Correction (%)K+ ! �+ + �� 2.5K+ ! �+ + �0 1.3K+ ! �+ + �+�� 1.6all other <0.5Total <6.0Table 4.6: Summary of the double{counting corrections (%) for the central SOS momen-tum of 1.126 GeV/c.decays occurring inside the SOS hut. Given that the distance from the target to the exitof the last SOS dipole was � 7.2 m one had only a decay correction of only � 20 %(even allowing for decay in the last meter of the SOS) instead of the original 300 %correction to worry about. For those events that decayed in the SOS hut the same cuts(aerogel, TOF) that were applied to the data were simulated in the Monte Carlo code. Inparticular a simulated velocity distribution, �, was produced, using the position wherethe kaon decayed and smeared by the measured time resolution of the scintillator paddles.Poisson statistics were used to estimate the number of decay products that would givea number of photoelectrons above/below the cut used in the data analysis. Table 4.6summarizes the results of our simulation of the double{counting correction for the lowestmomentum setting of SOS (i.e. the setting where we have the largest double{countingcorrection). The estimated overall uncertainty arising from the use of the total anddouble{counting corrections was at the � 2 % level (mainly due to the uncertainty in thetotal physical path of particles through the spectrometer). Additionally the change of thedecay correction as a function of the virtual photon polarization, ", was studied. As thedecay correction strongly depended (eq. (4.7)) upon the pathlengths, which in turn wereparameterized in terms of the focal plane quantities, the number of kaons detected in a�xed box at the focal plane, divided by the total number of kaons detected, was studiedfor all " points measured at each Q2 setting. The ratio of events in the box (for a giventight cut in momentum) to the total number of events is sensitive to the point{to{pointuncertainties associated with the decay corrections. In Fig. 4.29 to Fig. 4.31 the total169



number of events at the focal plane (top panel) and the number of events inside the box(bottom panel) are shown for all " points at Q2 = 0.52 (GeV/c)2. Based on this studyit was concluded that the point{to{point uncertainty in the decay correction was at the0.5 % level.4.4.5 Kaon Absorption CorrectionAs they travel from the target, through the magnetic spectrometer, and into the detectorhut, a number of hadrons will be lost to elastic/inelastic scattering o� the materialsencountered. The correction factor that was used to counter this e�ect is generally calledabsorption correction.For the speci�c conditions of E93-018 kaons produced at the target had to travelsome 10.23 m before being detected in the SOS hut. While most of this distance particlestravel through vacuum (so no absorption), there were a number of vacuum windows,portions of detectors (as kaon detection becomes complete only at the back of the detectorstack, the front detectors must be considered as potential kaon absorbers), even a partof the liquid target itself.Assuming n0 particles enter a layer of material of density � and thickness t. Then,the number of particles absorbed in that layer will be:n = n0NA�A t�0 (4.8)where NA = 6.022�1023 mol�1 is Avogadro's number, A is the atomic number of thematerial13, and �0 is the absorption cross{section.In Table 4.7 a list of the properties of the materials [54] encountered by a particle trav-eling from the Hall C target through the SOS spectrometer (and its associated detectorstack) is presented14.For absorption cross{sections two di�erent parameterizations were used. First aK�Nscattering calculation [55] based on the multiple scattering theory of Kerman, McManus13For composite materials �, �0, and A are averages.14In some cases the exact properties of the material used were not known so estimates based on knownproperties of similar materials had to be quoted instead.170
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ssxpfp vs ssypfpFigure 4.29: Ratio of total number of detected kaons (top panel) versus the number ofkaons detected in a predetermined focal plane area (bottom panel) for the lowest " pointat Q2 = 0.52 (GeV/c)2.
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Q2 = 0.52 (052b)
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ssxpfp vs ssypfpFigure 4.30: Ratio of total number of detected kaons (top panel) versus the number ofkaons detected in a predetermined focal plane area (bottom panel) for the middle " pointat Q2 = 0.52 (GeV/c)2.
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ssxpfp vs ssypfpFigure 4.31: Ratio of total number of detected kaons (top panel) versus the number ofkaons detected in a predetermined focal plane area (bottom panel) for the highest " pointat Q2 = 0.52 (GeV/c)2.
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Absorber Density Thickness �� X X=��(10�3)(g=cm3) (cm) (g=cm2) (g=cm2)3.37cm LH 0.0708 3.37 47.3 0.239 5.045 mil Al target window 2.70 0.0127 88 0.0343 0.398 mil Al chamber window 2.70 0.0203 88 0.0548 0.62Air (no vac. coupling) 0.00121 � 15 75 0.0182 0.24Kevlar 0.74 0.0127 � 70 0.0094 0.13Mylar 1.39 0.0076 72 0.0106 0.15Kevlar 0.74 0.0381 � 70 0.0282 0.40Mylar 1.39 0.0127 72 0.0177 0.25Air (DC 1 through S2) 0.00121 � 149 75 0.180 2.40Mylar cathode 1.39 7(0:00125) 72 0.0122 0.17Wire (e�ective) W 19.3 12(0:0002) 147.7 0.00469 0.036� 30�m+ 6� 60�mAr/Ethane (50/50 weight) 0.00154 6(0:6178) � 70 0.00571 0.08Mylar cathode 1.39 7(0:00125) 72 0.0122 0.17Wire (e�ective) W 19.3 12(0:0002) 147.7 0.00469 0.036� 30�m+ 6� 60�mAr/Ethane (50/50 weight) 0.00154 6(0:6178) � 70 0.00571 0.08Poltysty. (1.04 overlap) 1.03 2(1:04)(1:0) 70 2.142 30.61�Cerenkov windows � 1:39 2(0.030) � 70 2(0.042) 1.21(2mil tedlar,10mil lexan)CO2 (1atm) 0.001977 100 76 0.753 9.91Mirror (rohacell, mylar, - - � 70 0.45 6.43carbon)Poltysty. (1.10 overlap) 1.03 0:25(1:10)(1:0) 70 0.283 4.05Total - - - - 62.4Table 4.7: List of SOS materials and their properties.
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and Thaler [56] was used. In this approach the absorption cross{section is written as:�0 = 21:065p�0:99A0:79 (4.9)whereas the momentum of the kaon, p, is in GeV/c, and the resulting cross{section inmbarn.The second formula, based on eikonal approximation of W.Weise [57] reads:�0 = A�KN�1� 38 1�r20 �(1� �2)A1=3 (4.10)where �KN is the kaon{nucleon cross{section, r20 = (1:2fm)2, and � the ratio of theimaginary and real parts of the forward K+ N scattering amplitude. Using publishedK+{12C [58] and K+{p [54] scattering data one can parameterize � as: � = 0:82119 �0:11274 � p (same units for p as above).While the two approaches gave results that di�ered by up to 3 % for higher momentumsettings (i.e. around 2 GeV/c or so)[59], for kaon momenta in the 1{1.2 GeV/c (wheremost of the E93-018 data was taken) range the di�erence between the two formulaswas minimal. In practice, equation 4.9 was used to correct for absorption losses, on anevent{by{event basis. Typical size of the correction was around 5 % (of course, witha small momentum dependence). The uncertainty associated with this correction wasestimated to be below 0.5 %.4.4.6 Bin Centering CorrectionMore often than not the analysis of nuclear physics experiments involves accumulat-ing/integrating counts over some region in phase space. A general assumption made isthat, over the size of the chosen bin, the cross{section of the process studied doesn'tchange. Thus, in the end, the measured observables are given for the center of each bin.However, this approximation breaks down when the size of the bins is large and/or whenthe relevant cross{section exhibits large variations over a small range in phase space.Indeed, let f(x) be the function of interest (say an experimental cross{section), and let[x1; x2] be the interval of interest (which, of course, can be multidimensional). While the175



mean value theorem (MVT) theorem guarantees the existence of a point c 2 [x1; x2] suchas R x2x1 f(x)dx = f(c)(x2�x1), this point c will be di�erent from that in the middle of the(x1; x2) interval (x2 � x1)=2 (except for the very particular case of a purely linear f(x)).The bin centering correction tries to account for this e�ect.The kaon electroproduction cross-section is expected to be relatively smooth over therange of kinematics considered, however, the bins considered are large, so a bin centeringcorrection was needed. In practice, the weight �0�ev was used to correct each event. Here�0 is the model cross{section at the center of the bin and �ev is the model cross{sectionfor the current event kinematics. In terms of the general case f function discussed aboveone e�ectively has: Z x2x1 f(x)dx = Z x2x1 f(x)fmodel(x0)fmodel(x) dx (4.11)where x0 = (x2�x1)=2. Equation 4.11 will reduce to f(x0)(x2�x1) if the model functionfmodel has the same x behavior as the function f one tries to measure.In the present E93-018 analysis the laboratory frame (i.e. �ve{fold d5�dEe0d
e0d
K+ )model cross{section was used to perform the bin centering. The corrections observedwere at the few percent level (up to 8 %). The two models available in SIMC EEK wereused separately to evaluate this correction. The di�erence between the models (� 2 %)was assigned as the uncertainty for this correction.4.4.7 Target Boiling Correction.As the beam passes through the target a certain amount of energy will be deposited in thetarget as heat. If this heat is not dissipated quickly enough, then local variations (evenboiling if one is talking about cryogenic liquid targets) might occur. In practice this prob-lem is (partially) alleviated by \rastering" the electron beam (arti�cially increasing, justbefore the target, the transverse size of the beam spot with a pair of de
ecting magnets).In practice one needs to keep the beam spot quite small (otherwise the systematic errorsin the scattering angle, etc. will be unacceptable) so a small amount of localized boilingmight still be present. For the present analysis we used a value of 0.04 %/�A/mm{rasterto correct for the density variations of the target. This value was obtained from the high176



luminosity scans performed since the beginning of Hall C operations [60]. During thesetests the beam current in the Hall was varied (essentially from zero to the maximumallowable beam intensity), monitoring the counting rate in reference scintillators in boththe HMS and the SOS, and then repeating for di�erent raster sizes. Given the range inbeam intensity observed during E93-018 a 0.6 % point{to{point uncertainty was as-signed to the target boiling correction. Additionally a 0.5 % scale type uncertainty wasassigned to account for the target purity (<0.2 % impurities for the hydrogen target),uncertainty in the equation of state of liquid hydrogen (i.e. di�erences between the ortho-and para- states), uncertainty in the target temperature due to the �nite resolution ofthe Cernox resistors, etc.
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4.5 Cross Section Extraction.The accurate extraction of the experimental cross{section out of the raw data is a prereq-uisite (condition \sine qua non") of any successful Rosenbluth separation. This sectionoutlines the approach taken in the E93-018 , highlighting the most important steps.4.5.1 Extraction of d5�=d
e0=d
K+=dE 0.Generally the number of events/the yield from a given region of phase-space (for a givenelectron-scattering experiment) is:N(�V ) = NeNT� dn�dnV ��V (4.12)where:� Ne is the number of incident electrons (Ne = Q=e);� Q = Rt I(t)dt is the total charge;� e is the electron charge;� NT = �x=NA is the number of target nuclei per unit surface;� � is the density of the target;� x is the length of the target;� NA is Avogadro's number;� ( dn�dnV ) is the average di�erential cross-section for the process studied;� �V is the phase-space volume.Depending on the speci�c process studied, and on the conditions in which the measure-ment is performed (i.e. the number of independent observables measured during theexperiment) �V will have a certain dimension, denoted here by n.178



Let us assume for now that the calculation of dn�dnV is the ultimate goal of our analy-sis (alternatively one might consider it the beginning of the \theoretical" discussion...).Knowing the total charge, Q, the geometry of the target and its composition, and ofcourse the size of the phase-space volume and the yield associated with it, eq. (4.12) canthen be used to compute the cross-section.For real detection systems, however, the relation (4.12) needs several corrections. Letus rewrite eq. (4.12) as: N(�V ) = NeNT "1 Z�V dn�dnV "2(V )dnV (4.13)Here "1 is a correction factor that takes into account the overall ine�ciency of the de-tector system (i.e. all the correction factors discussed in previous sections) while "2(V )accounts for the e�ciency correction(s) that are known to vary between various sub-regions in phase-space (i.e. a scintillator bar with signi�cantly lower �ring e�ciencythan its counterparts will have to be included here). Also one might note that now theyield is written as an integral over the phase-space. The aim of the measurement will stillbe the calculation of � dn�dnV � but its de�nition and signi�cance will have to be somewhatmodi�ed (see below).For the type of experiments performed at Je�erson Lab in Hall C one uses magneticspectrometers to detect charged particles. For these type of devices a further improve-ment of eq. (4.13) would be to consider the in
uence of the Spectrometer Acceptance(see Section 4.3.5), i.e. the probability of detecting in the spectrometer a particle withgiven momentum, p, polar and azimuthal angles, � and � respectively, originating froma certain point of the (generally extended) target, ytar:N(�V ) = NeNT "1 Z�V dn�dnV "2(V )A(V )dnV (4.14)where A(V ) is the spectrometer acceptance.One will note that eq. (4.14) shows a much more complicated dependence of thecross-section on the measured observables than eq. (4.12). A successful calculation ofthe cross-section requires the knowledge of "2 and A at every point in the availablephase-space. 179



The relations (4.12- 4.14) provide the framework for cross-section calculations. Whilefurther improvement of the general relations might still be possible let us now focus onthe speci�c conditions of experiment E93{018.The basic reaction studied was e + p ! e0 + K+ + �=�0. The measurement of thefocal plane quantities xfp, yfp, x0fp and y0fp enabled the calculation of the target quantitiesx0tar, y0tar, ytar, and � = (p� p0)=p0 for each spectrometer via sets of known optics matrixelements. Naively one would be tempted to write the phase space for the reaction studiedas: �V � �6V � �Ee0�
e0�pK+�
K+ (4.15)Now, the known widths of the � and �0 particles are 0:05 MeV and 0:10 MeV respectively,well below the few MeV resolution of the HMS-SOS spectrometer combination. Thisadditional constraint would act like a � function upon eq. 4.15, in fact lowering theindependent size of the phase-space from six to �ve dimensions. A choice would be forexample �V � �5V � �Ee0�
e0�
K+; (4.16)where the constraint was used to perform the \integration" over pK+. This would be theapproach taken in (almost) all theoretical papers.Experimentally (at least in the E93-018 conditions) one does not detect any ofthe leptoproduced hyperons, thus one is forced to identify the � and the �0 reactionchannels by inspecting the missing mass, Mx. For the identi�cation of the missing massranges for � and for �0 production respectively one is referred to Fig. 4.7. This hyperonidenti�cation procedure e�ectively means one has to change one of the \natural" variablesfrom eq. 4.15 to one with Mx and this involves the use of the appropriate Jacobian. Theintegration over the desired range inMx (using the Jacobian, evaluated at every point, ofcourse) yields the �ve dimensional phase-space from eq. 4.16. In the present analysis thekaon momentum was the variable \exchanged" for the missing mass, thus the followingJacobian was used:dMxdpK+ = 12Mx dM2xdpK+ = 1Mx�k~qk cos �
K � (� +mp) pK+EK+ � (4.17)180



with pK+ and EK+ the momentum and the energy of the kaon, Mx the missing mass,�
K the angle between the kaon and the virtual photon, and ~q is the momentum of thevirtual photon.4.5.2 Extraction of d�CM=d
K+.While the previous section elaborated on the extraction of the �ve{fold (laboratory)di�erential cross{section, it is often more convenient to express the results in terms ofthe CM cross{section. This way one can make direct comparisons with previous (ifany) or similar (say we are interested in comparing kaon and pion electroproduction)measurements. Also, all theoretical predictions are expressed, typically, as CM quantities.One can express the Laboratory cross-section in terms of the CM cross{section via:d5�d
e0d
K+dEe0 = �d cos ��d cos � d�CMd
K+ (4.18)where the virtual photon 
ux � expressed as:� = �4�2 E 0 (W 2 �M2)EMQ2 (1� ") (4.19)and d cos ��d cos � is simply the Jacobian between the CM (��) and the Laboratory (�) anglebetween the virtual photon and the kaon15. d�CMd
K+ represents the CM (sometimes called\reduced") cross-section.After computing the laboratory cross{section, eq. (4.18) was used to compute thereduced cross{section for each kinematic point. Note that, in the present analysis, thelaboratory cross{section was already bin centered, so the virtual photon 
ux and theangular Jacobian needed to be evaluated only for the center of the bins considered.4.5.3 Rosenbluth (L/T) Separation.In the previous sections it was shown how to extract the 5{fold (laboratory) cross{sectionfrom the raw data and how to use the virtual photon 
ux and the angular Jacobian tosubsequently compute the CM (reduced) cross{section.15Sometimes the subscript 
K is added to the � and/or �� angles for clarity.181



The only other condition that needed to be met in order to proceed with the separationof the longitudinal and transverse components of the cross{section (i.e. the Rosenbluthseparation) was to insure that the two interference terms, �LT and �TT completely cancelout for all of the kinematic settings measured. As shown by eq. (1.5) the two interferenceterms have respectively a cos�, and a cos 2� dependence on the angle between the scat-tering and production planes. Depending on the size and shape of the angular coveragein �, several scenarios were possible:1 For complete 0{2� coverage in � for all " points , symmetric around �
K , the inter-ference terms completely canceled out and one could proceed with the Rosenbluthseparation.2 For incomplete coverage in � the interference terms would not cancel out (at leastnot completely) and one needed to estimate their contribution before proceedingfurther. This will tended to increase the size of the systematic uncertainty, as wellas add some unwanted model dependence to the Rosenbluth separation (as ourexperimental knowledge of the interference terms was extremely poor, one wouldhave had to rely on a theoretical model to get an estimate).3 For cases where the � coverage is complete (0{2�) but did not show circular sym-metry around �
K one had to either throw away some of the data to regain theconditions of point one or to again rely on a model to estimate the contribution ofthe interference terms in the unseparated cross-section.In view of the above the �
K and � (or t and �) coverage of the E93-018 data was exten-sively studied. In Fig. 4.32 the results of such a study are shown for the Q2 = 1 (GeV/c)2settings16. The experimental data is plotted as a function of �t (the radius of the plot)and � (the polar angle of the plot). The three panels correspond in order to the low-,middle-, and high- " points measured. One can clearly see that there is complete � cover-age and that the data shows a nice circular symmetry. Also one might want to note thatthe t coverage is quite similar for all three " points (so no arti�cial, data wasting, t cut16Similar results, obtained for the other Q2 settings, were left out due to space considerations.182



need to be imposed). After ensuring the complete cancellation of the interference terms,the CM cross{sections measured at each Q2 setting formed a system of linear equationsas shown in (1.6). Since in E93-018 three di�erent " points were measured for each Q2setting, this system is over-determined and a �tting algorithm was used to separate �Land �T .
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4.6 Error AnalysisThis section provides an in-depth discussion of the various experimental and/or theo-retical uncertainties that a�ect the physics analysis, in particular the extraction of thelongitudinal and transverse parts of the cross-section, as well as on the ratio R = �L=�T .4.6.1 Fitting and Data ModelingThe data analysis process often involves the �tting of experimentally measured depen-dent and independent quantities to one/several model(s). This subsection serves a dualpurpose: �rst the (general) relevant mathematical apparatus is reviewed; then the focusof the discussion is shifted to the particular requirements/conditions of the E93-018analysis, namely the extraction of R from the experimental data.Let (xi; yi) i = 1; : : : ; N , i 2 N� be a set of measured quantities/set of data points. Lety(x) = y(x; a1; : : : ; aM) be a generic model with fajg, j = 1; : : : ;M , j 2 N� adjustableparameters. In general N � M , otherwise the system is underdetermined, i.e. theparameters of the model cannot be �xed from the experimental data (too few data pointsand/or too many parameters in the model).What is needed is a method to �nd "�tted" values for aj's using the available data.Instead of venturing in the most general answer to this problem (which would be therealm of maximum likelihood estimators), the discussion will continue in the frameworkof the "General Linear Least Squares" method. The crux of this approach is to restrictthe form of the model M to: y(x) = MXk=1 akXk(x) (4.20)where X1(x); : : : ; XM(x) are arbitrary �xed functions of x, called basis functions. Notethat the discussion is still very general because the term \linear" only refers to dependence(of the model) on the parameters aj, the functions Xk can be highly non-linear functionsof x. For this particular class of functions one can now form the merit function, �2�2 = NXi=1hyi �PMk=1 akXk(xi)�i i2 (4.21)185



where �i denotes the measurement error of the ith data point, presumed known17. Severaltechniques, like the \Normal Equations Method" or the \Singular Value DecompositionMethod"18 can be used to minimize �2.4.6.2 Fitting to a Straight LineA very particular and very simple choice of the �tting model is the straight-line model.Given a set of N data points (xi; yi) one simply wants to �ty(x) = y(x; a; b) = a+ bx (4.22)As before, the uncertainties �i19 associated with the measurements yi are assumed knownand that the xi's are known exactly. For this particular case �2 becomes�2 = NXi=1hyi � a� bx�i i2 (4.23)�2 is minimized when its partial derivatives with respect to a and b vanish.0 = @�2@a = �2 NXi=1 yi � a� bxi�2i0 = @�2@b = �2 NXi=1 xi(yi � a� bxi)�2i (4.24)A more elegant expression of 4.24 can be obtained using the following quantities:S � NXi=1 1�2i Sx � NXi=1 xi�2i Sy � NXi=1 yi�2iSxx � NXi=1 x2i�2i Sxy � NXi=1 xiyi�2i (4.25)17If measurement errors are not known, they may all be set to the constant value of � = 1 and theprocedure can be carried-out the same way; however the goodness-of-�t cannot be computed in such acase (the assumption that \the �t is good" is already made when �xing all errors constant).18These, and other �2 minimization techniques, are extensively documented in many numerical meth-ods books [52, 61].19For normally distributed measurement errors this merit function will yield the maximum likelihoodestimators for a and b; if errors are not normally distributed the estimations will not be maximumlikelihood; however they may still be of some practical use.186



With this notation eq. 4.24 becomesaS + bSx = SyaSx + bSxx = Sxy (4.26)If one now introduces � � SSxx � (Sx)2 the solution of (4.26) is simplya = SxxSy � SxSxy�b = SSxy � SxSy� (4.27)Taking the derivatives of a and b with respect to yi@a@yi = Sxx � Sxxi�2i�@b@yi = Sxi � Sx�2i� (4.28)and summing over all data points one gets the variances in the estimates of a and b:�2a = Sxx=��2b = S=� (4.29)Of course, given the way they are computed, a and b are not independent and one canexpress their covariance (i.e. a measure of the correlation between a and b) asCov(a; b) � �Sx=� (4.30)To complete the discussion one additional number is needed, i.e. the \goodness-of-�t".This is the probability Q, of �nding by chance a value of �2 as poor as the one given byeq. (4.23). In terms of the incomplete gamma function �q one hasQ = �q�N � 22 ; �22 �: (4.31)187



4.6.3 Error Matrix. De�nition. UsageIn previous section(s) the basics of model �tting and error calculation were reviewed.Appropriate formulas were given for �nding the set of parameters that minimize a certainmerit function (namely �2) and their associated errors. This approach should be adequatefor most simple situations.In the analysis of nuclear/high-energy experimental data, however, one often encoun-ters slightly more complicated situations: the number of dependent and/or independentvariables, as well as the number of parameters in a theoretical model become (very) big(usually both can happen at the same time). In such a situation a matricial approachmight be tried, de�ning the so-called \error matrix". Given a set of measured quanti-ties (x1; x2; : : : ; xN), the corresponding uncertainties (�1; �2; : : : ; �N), and the covariancescovij � cov(xi; xj), all presumed known, the error matrix isM = 0BBB@ �21 cov12 cov13 : : : cov1Ncov12 �22 cov23 : : : : : :: : : : : : : : : : : : : : :: : : : : : : : : : : : �2N 1CCCA : (4.32)A couple of immediate observations can be made: �rst, the matrix M is symmetric,and second, for totally uncorrelated errors (covij = 0 8i; 8j) the matrix reduces to adiagonal matrix. The main situations where the use of the error matrix (4.32) is reallyuseful are:1. computing the uncertainty of any other quantity expressed as a function of (x1; x2; : : : ; xN),2. changing to a new set of variables (x01; x02; : : : ; x0N),3. computing the uncertainty of any quantity expressed as a function of the new setof variables (x01; x02; : : : ; x0N ).Case 1. Let y = f(x1; : : : ; xN ) be the quantity of interest. Let D be the vector holdingthe partial derivatives of f with respect to the parameters xi,D = ( @f@x1 : : : @f@xN ) ; (4.33)188



and let DT be its transpose. Then, for the uncertainty in y one has�2y = DTMD: (4.34)Case 2. With the same notations as above, let now M 0 be the new error matrix, Tthe matrix transformation from the set (xi) to the set (x0i) and T T its transpose. Thefollowing relation is true M 0 = T TMT : (4.35)Case 3. For any y = g(x01; : : : ; x0N) one can combine the results from 4.34 and 4.35 toget �2y =DTT TMTD: (4.36)4.6.4 Extraction of �L, �T , and RAs shown in previous chapter(s), under a well-de�ned set of assumptions, the total (CM)cross-section for the kaon electroproduction process can be written as�CMTotal = �T + "�L (4.37)Using the �tting techniques outlined above, one can extract the separated parts of thecross-section, �T and �L, out of the E93-018 data. Another quantity of interest for thephysics analysis and interpretation of the data is the ratio R = �L=�T . Because theyare extracted through a �tting procedure, the �nal values for the quantities of interest(�L, �T , etc.) are dependent not only on the measured cross{section but also on theuncertainties in the cross{section measurement as well.The sources of uncertainties in E93-018 can be broken-down into three main types:1 Random errors (these include statistical (counting) uncertainties as well as all ran-dom 
uctuations in beam energy and position, target density, �ducial e�ciencies,dead time, etc.), 189



2 Correlated systematic errors (these include all correction that are known to becorrelated with one/more parameters that vary between the various " settings con-sidered in a �t). For example the errors associated with the absolute error on thecentral electron scattering angle will be highly correlated with the " setting (viathe rapidly varying Mott cross{section),3 Scale{type systematic errors (these include all corrections that are identical for all "points considered in a �t. An example of this would be the absolute normalizationof the charge measurement, (most) of the decay correction,etc.).The purely random uncertainties and the correlated errors propagate in the �nalanswer using the so-called error matrix technique, outlined above. Note that for thecorrelated errors one needs to rely on the (presumed) known functional dependence inorder to obtain the error on the unseparated cross{section. In the present analysis thetwo available models for the cross{section were used for this purpose.The scale errors propagate directly into �T and �L, with no e�ect whatsoever in R[62] (thus making R the most precise quantity measured in this experiment). This is agreat advantage, especially if one takes into account that the larger uncertainty sourcesin E93-018 are of the scale type.For the two variable case, say variables a and b, (4.32) becomesM = � �2a cov(a; b)cov(a; b) �2b �: (4.38)One can use eq. (4.38) to evaluate the error on the extracted �L=�T ratio, R, by in-troducing @R=@�L = 1=a and @R=@�T = �1=a2. Carrying-out the necessary matrixmanipulations and dividing in the end both sides with R2 one gets:��RR �2 = ��aa �2 + ��bb �2 �  2cov(a; b)ab ! (4.39)This last relation was used throughout the present analysis to estimate the errors on R20.Table 4.8 summarizes the sources of systematic uncertainties for the present E93-01820As an inside note one might note that in the present analysis the contribution of the covariance termwas less than one percent for all cases. 190



p(e; e0K+)� analysis, the size of these uncertainties, as well as the mode(s) in which theywere evaluated. While most of the entries in the table are self{explanatory, additionalexplanations might be needed for the uncertainties that appear here for the �rst time(and also to clarify some of the notations used in the table). Entries 1{5 in Table 4.8are uncertainties that relate to the absolute knowledge of the kinematic parameters ofthe measurement. A model cross{section was used to estimate these uncertainties whenallowing a 10�3 variation of the central HMS/SOS momenta and beam energy, and aone mr variation for the central spectrometer angles. Entry number nine, \Cblk", is thecoincidence blocking, documented in section 4.4.3. Entry number 14 is the radiative cor-rection (also previously explained). Entries 15 and 16 refer respectively to the subtractionof random coincidence and target wall contribution, while the \B.C." in entry 17 standsfor \Bin Centering". In Table 4.6.4 the point{to{point systematic uncertainties (i.e. thequadratic sum of random and correlated uncertainties), and the statistical uncertaintiesare listed for all kinematic points measured during E93-018 in the � channel.4.7 ResultsAfter having shown how to correctly identify the sample of coincident electron{kaonevents, how to apply various cuts and correction factors, etc., in this section we presentour results for kaon electroproduction in the e + p! e0 +K+ + � reaction.4.7.1 Unseparated (d�=d
)CM ResultsThe main purpose of the present analysis was to separate the longitudinal and transverseparts of the kaon electroproduction cross{section in the e+ p! e0+K++� reaction viathe Rosenbluth technique described in section 4.6. In Table 4.10 the unseparated cross{sections are shown for every Q2 and " combination measured21. Both the statisticaland the point{to{point systematic uncertainties given in Table 4.10 are relative to themeasured cross{section. An additional �5% scale uncertainty needs to be added whenquoting absolute values for the separated �L and �T values.21The other kinematical quantities of interest not shown in Table 4.10 were listed earlier in Table 1.1.191



Uncertainty Typeand Value (%)# Source of Rand Scale ObservationsUncertainty +Corr Type1 Beam Energy 0.2-0.7 - Allow 1.e-3 change from \nominal" value.2 HMS Mom. 0.0-0.2 - Allow 1.e-3 change from \nominal" value.3 HMS Angle 0.3-1.0 - Allow 1 mr change from \nominal" value.4 SOS Mom. 0.1-0.3 - Allow 1.e-3 change from \nominal" value.5 SOS Angle < 0:1 - Allow 1 mr change from \nominal" value.6 Acceptance 1.6-2.4 1.0 Data vs MC while varying cuts up to �20%.7 HMS E�. 0.5 - E�. vs Rate. Also run-to-run.8 SOS E�. 0.5 - E�. vs Rate. Also run-to-run.9 Cblk 0.4 - Cblk vs Total Rate. Residuals...10 Dead Time 0.2 - DT vs Rate. Also from redundant HMS/SOS info.11 Decay 0.6 3.0 Monte Carlo of the decay in the hut...12 Target 0.6 0.5 Luminosity scans; spread in Ibeam.13 Charge 0.5 1.0 BCM calibration; variations between BCM2 and BCM3.14 Rad. Corr. 0.5 2.0 Data/MC for di�erent Mx cuts (in the tail).15 Random - 0.5 Real/Random yields. Counts below � threshold.16 MT Target - 0.5 MT/LH2 yields. Counts below � threshold.17 B.C. 0.3 2.0 Model di�. Also between kinematic points.18 Other - ...19 TOTAL 2.1-3.0 6.0Table 4.8: Summary of all sources of systematic uncertainty in the E93-018 p(e; e0K+)�analysis. Error Types (by column): Rand - Random; Corr - Correlated; Scale - ScaleType. " Q2 = 0:52 Q2 = 0:75 Q2 = 1:00 Q2 = 2:00p-to-p stat. p-to-p stat. p-to-p stat. p-to-p stat.low- 2.1 1.3 2.2 1.4 2.7 1.6 2.8 2.0mid- 2.2 1.1 2.2 0.9 2.8 1.4 2.9 1.9high- 2.2 0.9 2.3 0.8 2.9 0.8 3.0 1.5Table 4.9: Sources of uncertainty in the E93-018 p(e; e0K+)� analysis. The p-to-pcolumn includes (in quadrature) both the random point-to-point and the correlated point-to-point uncertainties, the stat. column represent the counting (statistical) uncertaintiesfor each point. The overall scale uncertainty is � 5 %.192



Q2 " (d�=d
)CM (��=�)stat (��=�)syst(GeV/c)2 (nb/sr) (%) (%)0.52 0.55 452.2 1.3 2.10.52 0.77 497.2 1.1 2.30.52 0.87 536.8 0.9 2.20.75 0.46 287.7 1.4 2.20.75 0.72 340.5 0.9 2.20.75 0.83 358.2 0.8 2.31.00 0.38 249.7 1.6 2.71.00 0.67 272.0 1.4 2.81.00 0.81 299.3 0.8 7.02.00 0.37 90.8 2.0 2.82.00 0.48 98.3 1.9 2.92.00 0.62 101.6 1.5 3.0Table 4.10: E93-018 measured e + p ! e0 +K+ + � unseparated cross{sections usedfor the Rosenbluth separations.As an useful intermediate step (towards the Rosenbluth separation of the responsefunctions) the present unseparated cross{section measurements were checked against theexisting world data set for the e+p! e0+K++� reaction (i.e. the data shown in 1.6).This comparison is shown in Fig. (4.33) where the CM (unseparated) cross{section isshown as a function of Q2. Before commenting on the agreement or lack thereof betweenvarious data sets (including the present E93-018 results), one needs to be remindedthat there are a number of rather important assumptions/approximations that need tobe made in order to obtain Fig. 4.33:(a) In order to compare data from di�erent experiments (E93-018 included), theresults had to be extrapolated to a common kinematic point. Following the precedentset by Bebek et al in [2] all data shown in Fig. 4.33 were extrapolated to W = 2.15 GeV.This W extrapolation is based on the assumption (experimentally veri�ed by the pho-toproduction data [63, 64]) that all relevant matrix elements are W{independent, thus,the only W dependence of the CM cross{section arises simply from the phase{space in-tegration. While there is general agreement on the need to extrapolate the data (in W),193
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various groups disagree on how this should be achieved: some groups favor a "theoret-ical" extrapolation based on the phase{space considerations outlined above [21, 2, 22]and use ~pK�W (W 2 �m2p) (4.40)(here mp is, as before, the proton mass and ~pK� the kaon momentum in the CM frame)to scale the data, while other groups rely on the measured W{dependence of their owndata (so a more "experimental" approach) for the W extrapolation [24, 20]. As the Wcoverage of the E93-018 data was very limited, the W{dependence of eq. 4.40 was used.(b) The E93-018 data was also extrapolated in t using an exponential functionas indicated in [45]. This t extrapolation of the cross{section might seem somewhatcounter{intuitive at �rst, if one assumes measurements are made at tmin. However, inpractice, in order to perform any measurement, one needs a non{zero phase{space. Thismeans one has to integrate over a region around �� = 0� (in other words over some t bin,not centered, but at best bounded at one edge by tmin):Z t1tmin d�dt dt = (t1 � tmin)d�dt (�) (4.41)with � 2 (tmin; tmax). As kaon electroproduction experiments are typically statistics{limited, the temptation is to make larger rather than smaller bins, thus approximating� by tmin is not a good choice; therefore the need to extrapolate in t (alternatively onecan simply quote the �� interval for each data point - as was done in earlier experiments[2, 22, 24], thus leaving the t setting unde�ned).(c) Lastly, for the E93-018 data at Q2 = 0.52, 0.75, 1.00, and 2.00 (GeV/c)2, onlythe high{" points are shown in Fig. 4.33 (to match as closely as possible the existingdata which was taken, almost exclusively, at high "). The Q2 = 0.8 (GeV/c)2 point isa limited statistics run (i.e. � 2.5 hours of beam time) measured, as feasibility study,in the spring of 1996, during (and courtesy of) the Je�erson Lab E91-013 experiment(spokesperson D. F. Geesaman), while the Q2 =1.5 (GeV/c)2 entry represents one of thetest settings measured during the detector check{up phase of E93-018 . The error barsshown represent the total uncertainties (i.e. the sum in quadrature of the statistical,point{to{point, and scale-type uncertainties).195



Bearing in mind the three caveats listed above, one �nds a good agreement betweenexisting data and the current E93-018 measurement. The data, as a whole, shows apronounced decrease of the cross{section with increasing Q2. To emphasize this trend,an eye{guiding, dipole{type �t, 1=(2:67+Q2)2, through the E93-018 data is also shownin Fig. 4.33. More importantly, the uncertainties of the present measurement are lower,or at least they are at the same level with those of the world data set. Furthermore,for the E93-018 data, the biggest contribution to the uncertainties shown in Fig. 4.33is the overall normalization (scale) error, which has minimal impact in the �L and �Tuncertainties (and will not a�ect at all the �L=�T ratio).4.7.2 �L, �T , and R ResultsAs was repeatedly mentioned earlier, the Rosenbluth separation of the longitudinal andtransverse parts of the kaon electroproduction cross{section in the e+ p! e0 +K+ +�reaction is the �rst step towards a more in{depth testing of the various theoretical modelsavailable. Using the techniques outlined in section 4.6 for the result d�=d
� = �T + "�L,all the " points measured for each Q2 setting were �t to a line. The slope of this line yieldsthe value of �L while the intercept at the origin (i.e. "=0) represents the transverse partof the cross{section, �T . The results of these �ts are shown in Fig. 4.34 (Q2 = 0.52, and0.75 (GeV/c)2), and in Fig. 4.35 (Q2 = 1.0, and 2.0 (GeV/c)2). The extracted �L, �T , andR values, as well as their total absolute uncertainties are summarized in Table 4.11. Thelast column of Table 4.11 lists the �2 per degree of freedom for each �t. For both Fig. 4.34and Fig. 4.35 the inner error bars represent the total point{to{point uncertainties (i.e. thesum in quadrature of the counting and point{to{point systematic uncertainties), whilethe outer error bars represent the total absolute uncertainty (i.e. the scale uncertaintiesadded in quadrature to the total point{to{point uncertainties)22. Note that, as shownsection 4.6, only the point{to{point uncertainties need to be taken into account in the22The systematic uncertainty assigned to the low{" point at Q2 =1.00 (GeV/c)2 is larger (comparedto the other data points) due to the large uncertainty in the total charge. The source of this largeuncertainty is the sensitivity of the Hall C BCM electronics to temperature variations, coupled withthe failure of the electronics room air conditioning system during the time this kinematic point wasmeasured. 196
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Figure 4.34: Rosenbluth separations for the Q2 = 0.52 and 0.75 (GeV/c)2 settings mea-sured in the E93-018 experiment.
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Figure 4.35: Rosenbluth separations for the Q2 = 1.00 and 2.00 (GeV/c)2 settings mea-sured in the E93-018 experiment.
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Q2 �T �L R �2=D:F:(GeV=c)2 [nb/sr] [nb/sr]0.52 309:6� 39:0 254:6� 50:2 0:82� 0:18 0.8640.75 199:9� 21:2 192:0� 29:0 0:96� 0:16 1.6251.00 193:4� 38:3 125:9� 51:2 0:65� 0:29 1.0482.00 76:2� 9:6 42:4� 18:0 0:56� 0:24 0.432Table 4.11: Separated transverse and longitudinal cross-sections, and their ratio (andtheir uncertainties) for the 1H(e; e0K+)� process as measured in Experiment E93-018.The uncertainty quoted is the total absolute uncertainty. The last column shows the �2per degree of freedom for each �t.�tting procedure. Then the scale uncertainty is added (in quadrature) to the �L and �Terrors from the �t. As the �tting procedure typically �nds � 20% (sometimes larger)uncertainties for the separated cross{sections, the in
uence of the scale uncertainty in the�nal ��L and ��T is minimal. The additivity property of �2 [62] was used to check thevalidity of the L/T �ts. The combined �2 from all four Rosenbluth separations shown inFig. 4.34 and 4.35 is 3.97, for 4 degrees of freedom (i.e. 4�3�4�2 = 12�8 = 4), givingan excellent �2 per degree of freedom (�2/D.F. = 0.99). While the relatively low value of�2/D.F. re
ects a conservative estimate of the systematic uncertainties, one might wantto note that in recently published work involving Rosenbluth separations (mainly in DISexperiments) global �2/D.F. values as low as 0.9 [62] (for the L/T separation in SLACDIS data on hydrogen) or even 0.7 [65] are quoted.In the context of the present E93-018 analysis it has been speculated that theSOS (i.e. kaon arm) acceptance uncertainties need to be excluded from the point{to{point uncertainties used in the L/T �t, because the hadron arm momentum was kept�xed for all " settings measured for a given Q2. However, the ytar acceptance of thespectrometer changes from setting to setting (because the central SOS angle changes)and, given the y0tar{ytar and x0tar{ytar correlations [66], it is impossible to study separatelyonly the ytar dependence of the acceptance function, especially given the limited amountof ytar calibration data available. Thus, as shown in the Monte Carlo simulation section,separate acceptance functions were generated for each setting and the total (i.e. full199



contributions from both the HMS and the SOS acceptances) acceptance uncertainty wasused, even though it leads to a slight overestimate of the point{to{point uncertainties(thus the smaller �2).The separated �L values are shown in Fig. 4.36 as a function of Q2, while in Fig.4.37 the Q2 dependence of the transverse cross{section, �T , is shown. Both �L and �Tshow a pronounced, hyperbola{like decrease with Q2. While the Q2 behavior of �T isexpected (after all, extrapolating �T in Q2 values should lead to the photoproductioncross{section in the limit Q2 ! 0), the Q2 dependence of �L is somewhat puzzling:Given its de�nition �L should equal zero for Q2 = 0 (GeV/c)2 (i.e. real photons haveno longitudinal polarization). L/T measurements at Q2 values below 0.5 (GeV/c)2 arerequired to pin down this expected rise of the longitudinal part of the cross{section withincreasing Q2. In both Fig. 4.36 and Fig. 4.37 a number of theoretical curves are alsoshown. The thin curves correspond to the Saclay{Lyon model, in its 1996 version [1],the medium thickness lines correspond to the latest Williams, Ji and Cotanch calculation(WJC) [67], while the thicker curves correspond to the Regge model of Vanderhaeghen,Guidal and Laget (VGL98) [17, 18, 19]. In practice the WJC curves had to be scaled upby a factor of � 4.5 23.As it can be seen in Fig. 4.36, the SL model shows a 
at �L vs Q2 dependence (afterthe initial rise from Q2 = 0 predicted by all models), completely missing the trend shownby the experimental data. The latest WJC calculation, shows a pronounced rise of �Lthen a gradual decrease with increasing Q2, in good agreement with the data. TheVGL model shows a similar Q2 dependence as the WJC model, although the maximumis not as pronounced. While it is clear that the latest WJC calculation provides thebest agreement with the �L data, the Regge model also provides a good description ofthe experimental points, whereas the SL model completely misses the Q2 behavior ofthe longitudinal cross{section. It is worth mentioning that, in this latest WJC modelshown in Fig. 4.36, Williams and collaborators, among other improvement of their model,changed their kaon (and K�) propagators from Feynman{ to Regge{poles. Given this23This is partially explained by the slight di�erence in the de�nition of �L and �T as used in the WJCcalculations. 200
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remark and also considering that one expects �L to be dominated (at least at low tvalues) by the kaon exchange term; it seems that, in the Q2 range studied in E93{018, amodel using Regge{type poles (for the K+ exchange) is likely to provide a more accuratedescription of the �L data rather than a model using Feynman{type poles.For �T it is rather hard to a priori predict which type of process(es) will tend todominate a given Q2 range. Certainly the K� exchange is expected to play a role, asdo the various s{channel resonance exchange terms. Examining the curves in Fig. 4.37one �nds that the WJC calculation greatly undershoots the data, whereas both the SLand the VGL models correctly reproduce the Q2 behavior of �T (the SL curve seemsto be systematically lower by � 15% but it is still consistent with the data within theexperimental uncertainties). Considering that the main di�erence between the WJC andthe SL models is the inclusion of resonances up to spin 5/2 in the latter (whereas theformer stops at spin 3/2 resonances), it seems likely that the higher mass/spin resonanceshave a sizeable contribution in �T . According to Regge theory, all the resonances lyingon the n trajectory are included in the VGL model, which is, possibly, why the VGLmodel provides the best description of the �T data.Considering both the �L and the �T data simultaneously, one �nds that overall theRegge model provides the best representation for the separated cross{sections, while thetwo isobaric models shown fall short either in describing �L (SL model) or �T (WJCmodel).It has been advocated [1] that the �L=�T ratio, R, is the best quantity in which toperform data versus model comparisons. Experimentally, R is insensitive to some of thelarger sources of uncertainty (i.e. scale{type errors), while theoretically it was shown thatin R the sensitivity to some important quantities, such as the form factor, is maximized.In particular, for the present E93-018 analysis, a model{dependent extraction of theform factor is possible just by studying R.In Fig. 4.38 the R results of the present analysis are plotted alongside the earliermeasurements of Bebek et al. [21]24. In contrast with the Bebek et al. measurement,24As a word of caution, in performing their L/T separation, Bebek et al. used, for their high-" point,both proton and deuteron data to increase statistics. Thus, technically, the present measurement is the203



the uncertainties of the present E93-018 data are signi�cantly smaller (by a factor of� 3)25. The present data extends the world knowledge of the �L=�T ratio towards lowervalues of Q2, more than doubling the number of data points (i.e. from 3 to 7). Giventhe precision of the data and the range in Q2 covered by the present measurement (andalso taking into account the Q2 = 3.5 (GeV/c)2 Bebek point), one begins to distinguisha certain Q2 behavior for R, namely it increases (from zero, see earlier discussion on�L), then gently 
attens out in the Q2 = 0.75{1.0 (GeV/c)2 region, then decreases withincreasing Q2.Several theoretical calculations for R are shown in Fig. 4.38. The isobaric models areshown with thin lines as follows:� Solid line, label: WJC (old) { an older Williams, Ji, and Cotanch calculation basedon the model developed in [48];� Dashed line, label: SL { the Saclay{Lyon model (1996 version) as described in [1];� Dotted line, label: BMH { the model due to Bennhold and collaborators;� Dash{dotted line, label: WJC (new) { the latest WJC model (including the Reggeiza-tion of the kaon poles, as explained earlier).With thicker lines three di�erent predictions of the Regge model of Laget et al. (i.e.the VGL model) are shown. The di�erences between these lines are solely due to thedi�erences in the ans�atze used for the K+ and K� form factor parameterizations. Thenumbers shown next to each line correspond to the values (in GeV/c) of the cuto�parameter � used in the monopole{type parameterizations of theK+ andK� form factors(recall that the VGL model uses 1=(1+Q2=�2) for the K2 and K� form factors). The Q2dependence of the ratio R seen in the data is very well reproduced by the Regge modelprediction whereas the isobaric models (WJC (old), SL) show a continuous increase of�rst L/T separation in the e+ p! e0 +K+ +� reaction.25Note that in order to accommodate the size of the error bars for the highest Q2 point of the oldmeasurement, the vertical scale had to be extended to unphysical negative values of R.204
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R with Q2. The BMH [16] model is somewhere in the middle, showing an almost 
at26(perhaps slightly dipping) evolution in Q2, although it too misses high (at about the 1 �level) the larger Q2 experimental points. While the newer WJC calculation reproduceswell the Q2 trend of the data, this model seems to be systematically lower than the data(perhaps due to the �T discrepancy discussed above).While one cannot make the claim that the present data completely rejects the isobaricmodels discussed (after all, both the isobaric models and the Regge models try to achievethe same thing: take into account high mass, high{spin resonances as intermediate states,although they accomplish this task in di�erent ways), the precision of the present mea-surement requires at least a revision of the basic assumptions and ingredients used in theisobaric calculations. Some possible explanations for the discrepancies observed could berelated to:� The particular way in which the gauge invariance is restored in the isobaric models.As the kaon exchange diagram is known not to be gauge invariant, the particularway in which gauge invariance is restored (i.e. adding diagrams in the s channel)can be a source of trouble.� The behavior of the kaon (or K�, K1) form factors might di�er in reality from theparameterizations considered in the models.� As most of the coupling constants involved are poorly known, depending on theirrelative strength, the contribution of the K� (K1) exchange (especially for larget's) might be larger/smaller than previously thought. Tests conducted with theWJC model in which the K� exchange was turned \o�" resulted in an even moredramatic increase of R with Q2.� The branching ratios of various resonances to decays in strange fragments are alsopoorly known. Thus, one can easily overestimate/underestimate the contributionof one or more resonances to the total cross{section.26While R is plotted in Fig. 4.38 up to values of Q2 of 4 (GeV/c)2, all comments are based only onthe Q2 range measured during E93{018. 206



� Relating to the previous point and perhaps more exciting is the possibility thatthe e�ects seen arise from the contribution of previously unknown resonances (i.e.the so{called missing resonances) that might have signi�cant K+� branching ratios[68].As the isobaric models involve �tting several27 (highly) non{linear parameters using olddata that is very scarce and carries, for the most part, large error bars, there is the generaldanger of running into severe computing problems (i.e. \converging" to an arti�cial,local minimum, instead of the absolute minimum) that might limit the reliability andpredictive power of the isobaric models.Finally, one can interpret Fig. 4.38 as a model{dependent way of gaining knowledgeon the kaon form{factor, FK+(Q2) in the following way: Assume one focusses on a modelthat seems to reproduce well the experimental data. Within the con�nes of the chosenmodel, one can then vary only the parameter(s) used for the kaon (K�, K1, if applicable)form factor to obtain di�erent theoretical predictions. The \ansatz" which results in thebest match between experiment and theory can be interpreted as a model{dependentextraction/measurement of the kaon form factor.For the E93-018 data shown in Fig. 4.38, and choosing VGL model28, one �nds thecurve with �K+ = �K� = 0.800 GeV/c as the best match for the experimental data. Asthe other two VGL curves also reproduce the data reasonably well, a � 20 % uncertaintyshould be associated with the quoted value of �K+.4.7.3 Preliminary t{Dependence Results and The Kaon FormFactorBesides the kinematics shown in Table 1.1, in the second part of theE93-018 experiment,(e; e0K+) data was acquired for three Q2 settings around Q2 = 1.0 (GeV/c)2, aiming tostudy the t dependence of the cross{section. Similar to the L/T study discussed above,for each Q2 setting, measurements were undertaken for three di�erent " values. The278 to 20 or more parameters, depending on the particular model/reaction studied.28Note that we do not endorse here the Regge model as \right", just that it \�ts well" the data.207



Q2 Ee Ee0 pk �e �
 W " x �t[GeV=c]2 [GeV ] [GeV ] [GeV=c] [�] [�] [GeV=c] [GeV=c]21.25 3.245 1.244 1.385 32.31 16.80 1.84 0.59 0.33 0.471.25 3.545 1.544 1.385 27.65 18.21 1.84 0.66 0.33 0.471.25 4.045 2.044 1.385 22.42 19.88 1.84 0.75 0.33 0.471.00 3.245 1.278 1.430 28.43 16.00 1.89 0.62 0.27 0.341.00 3.545 1.578 1.430 24.41 17.19 1.89 0.69 0.27 0.341.00 4.045 2.078 1.430 19.86 18.66 1.89 0.77 0.27 0.340.75 3.245 1.329 1.440 24.07 15.06 1.93 0.65 0.21 0.240.75 3.545 1.629 1.440 20.76 15.95 1.93 0.72 0.21 0.240.75 4.045 2.129 1.440 16.97 17.20 1.93 0.79 0.21 0.24Table 4.12: Nominal (central) values of the kinematic variables for Experiment' E93-018t{dependence study.relevant kinematics are shown in Table 4.12 while the preliminary results of this analysisare discussed below. Assuming that at low t the cross{section is dominated by thekaon exchange diagram (the so{called pole domination), it can be shown [69] that thelongitudinal part of the cross{section is, at the kaon pole (t = m2K), proportional to�L ' �2tQ2(t�m2K)2k(egK�N)2F 2K(Q2) (4.42)where k is a kinematic factor, e is the �ne structure constant, gK�N is the couplingconstant for the K�N vertex, and FK is the kaon form factor. If one were to mea-sure/separate �L for a range of t values at constant Q2, then, the extrapolation of thedata to the kaon pole29 should yield a measurement of the (squared) kaon form factor(of course after the removal of all other dependences shown in eq. (4.42)).In Fig. 4.39 the CM unseparated cross{section for the e+p! e0+K++� reaction isshown, as a function of t, for the high- (squares), middle- (crosses), and low- (stars) valuesof " measured at Q2 = 0.75 (GeV/c)2 (i.e. the last three kinematics shown in Table 4.12).The horizontal error bars re
ect the size of the binning in t (bin centering was performed,as explained in the data analysis chapter, within each t bin). The fact that the CM cross{section shows a steep rise with decreasing (in absolute value) t is generally interpreted [70]29This technique (and its variations) are generally known as the Chew{Low extrapolation technique.208



as a sign of the (kaon) pole dominance, while other authors [18] claim that even valuesof t as high as 2 GeV2 should be usable for form factor extraction. As equation (4.42)requires the knowledge of �L as a function of t, Rosenbluth separations were performedfor every t bin. Due to the fact that the �" range available in this t{dependence studywere relatively small, the ��L uncertainties are sensibly larger than those quoted in Table4.11 for the �rst part of the experiment, at about the 30{40 % level. The original analysisplan was to combine all t{dependence data around Q2 = 1 (GeV/c)2 (extrapolating in Q2using the formulas shown, for example, in [45]) to obtain a reasonably large set of (�L,t)pairs (eventually increasing the t range as di�erent Q2 settings overlap only partially int), then perform the Chew{Low extrapolation to the pole and extract the form factor.However this approach presented two major problems:(a) Combining di�erent settings involves extrapolating in Q2 according to some func-tion. As part of the Q2 dependence (at least) of the cross{section is expected to arisefrom the kaon form factor, it has been argued that the use of a Q2{dependent extrapo-lating function already implies some knowledge of the form factor. This problem can be\solved" by iterating the analysis until the kaon form factor extracted from the Chew{Low extrapolation and the one implied by the extrapolating function become consistent.(b) Second, and perhaps more important, is the observation that some of the quan-tities present in eq. 4.42 are not so well known. Speci�cally, the value of the gK�N/4�coupling constant, as quoted by various groups [1], could be as low as 0.51 or as highas 4.17, almost an order of magnitude variation. In principle it is agreed (see the intro-duction part for the general requirements for kaon photo- and electroproduction models)that the SU(3) prediction (-3.7) should be respected at the � 20 % level. As one orderof magnitude theoretical uncertainty in the extraction of the form factor was deemedunacceptable, a more viable analysis technique was sought.The solution to the two problems listed above, as implemented in the present analysisis shown in Fig. 4.40: The top two panels show the measured t dependence of �L for twodi�erent Q2 settings (0.75 and 1.00 (GeV/c)2). The corresponding (�L, t) pairs are listedin Table 4.13. The lines shown are the best linear �t through the experimental data(second and third order polynomials were tried, but the �2/D.F. obtained in each case209
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Q2 t �L ���L(GeV/c)2 (GeV)2 (nb/sr)0.75 -0.344 283.0 � 75.00.75 -0.322 286.8 � 79.00.75 -0.278 381.0 � 94.80.75 -0.256 375.9 � 132.80.75 -0.233 556.9 � 178.41.00 -0.386 196.2 � 90.01.00 -0.372 225.8 � 119.11.00 -0.368 236.5 � 85.81.00 -0.350 222.3 � 99.11.00 -0.320 320.6 � 111.2Table 4.13: Extracted �L values used in the t extrapolation.was larger than that of the linear �t). Note that the quantity shown on the verticalscale is the product �L(t � m2K)=2=t=Q2, i.e. only the well known dependences30 wereremoved from eq. (4.42). In the bottom plot of Fig. 4.40 the extrapolation in t of thelinear �ts to the kaon pole is shown. The intercept of the �tting curve at the kaon pole(t = m2K) should be ' k(egK�N)2F 2K(Q2). Taking the ratio of these intercepts, rpole, allthe dependences will cancel out, except for the form factor. Thus, e�ectively, rpole equalsthe ratio of the kaon form factors, evaluated for the two Q2 points:rpole = F 2K(0:75)F 2K(1:00) (4.43)Assuming a monopole{type parameterization for the kaon form{factor (consistent withthe VGL model used in the previous section to extract a model{dependent kaon formfactor), F 2K(Q2) = 1=(1 + Q2=�2K+), the � cuto� parameter was calculated using theintercept ratio shown in Fig. 4.40. The value obtained31, �t�dep:K+ = 820 Mev/c, is consis-tent with the model{dependent extraction of the kaon form factor shown in the previous30The �ne structure constant is also well known but for convenience it was not divided out from thedata.31The superscript on the � parameter merely 
ags the fact that this result came from the t{dependencedata of E93{018. 212



(sub)section. The uncertainty in �t�dep:K+ is at the � 20 % level, due mainly to the smallrange in " available for the Rosenbluth separation (used to obtain �L) and also to thelimited range in t spanned by the E93-018 data. Figure 4.41 expands the Q2 scaleof Fig. 4.41 to show both the old Amendolia et al. [3] data, as well as the present re-sult. The solid, dashed, and dotted curves shown are three parameterizations for theform factor due to Ji and Cotanch [71]; namely a relativistic quark model prediction(solid line), a vector meson dominance model (dashed line) based on � exchange, andanother vector meson dominance model (dotted line) that includes � exchange. Thedashed{dotted curve shown is a prediction of the gauge invariant, covariant model ofBuck, Williams, and Ito [72] that makes use of solutions of the coupled Bethe{Salpeterand Dyson{Schwinger equations.
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SUMMARY AND CONCLUSIONSThe e + p ! e0 + K+ + � reaction was studied as a function of the four momentumtransfer, Q2, and the virtual photon polarization, ". For four selected Q2 settings inthe 0.5{2.0 (GeV/c)2 range the longitudinal and the transverse components of the cross{section were separated via the Rosenbluth technique1 with a good precision in �L and �T .The t{dependence of the cross{section was studied for values of Q2 around 1.0 (GeV/c)2.Extensive comparisons between the present data and various isobaric and Regge modelpredictions were made in terms of �L, �T , and their ratio, R. Several discrepancies be-tween data and theoretical calculations were thus revealed. This prompted several groupsto reconsider and review the basic assumptions and input parameters (form factors, cou-pling constants, etc.) of their models.The kaon form factor FK+ was extracted in two independent ways:(a) by varying the form factor parameterization of a model describing reasonably wellthe L/T data (model dependent extraction);(b) by extrapolating the measured t dependence of the cross{section to the kaon polevia a variation of the Chew{Low extrapolation technique.The results of the two extractions were shown to be consistent with each other withintheir respective uncertainties.1Considering the earlier note regarding the use of deuterium data by Bebek et al. for their lower "points, the present analysis truly constitutes the world's �rst L/T separation in the p(e; e0K+)� reaction,thus the \�rst" appearing in the title of this work.215



While the current E93-018 analysis revealed discrepancies with some of the existingmodels and served to correct them (as well as constrain future models), the availabledata is not enough to unambiguously identify the source(s) of these discrepancies. Kaonelectro{ and photoproduction experiments expanding and enlarging the scope of thepresent measurement are approved for running at Je�erson Lab , and at other labora-tories throughout the world (GRAAL, MAMI, etc.).
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Appendix APATHLENGTH CORRECTIONPARAMETERIZATIONSThe pathlength corrections are designed to account for the di�erence between the cen-tral ray through a spectrometer and a given ray. A more detailed discussion about theusefullness of pathlenght corrections is given in [44]. The pathlength corrections, as im-plemented in the Hall C Engine, are parameterized in terms of the focal plane quantitiesas follows 1:** New Pathlength corrections**** HMS ***new_hpath= 12.462*hsxpfp+0.1138*hsxpfp*hsxfp-0.0154*hsxfp& -72.292*hsxpfp**2-0.0000544*hsxfp**2-116.52*hsypfp**2**** SOS ***new_spath= 2.923*ssxpfp - 6.1065*ssxpfp**2 + 0.006908*ssxfp& *ssxpfp+0.001225*ssxfp -0.0000324*ssxfp**2 -21.936*ssypfp**2*
1Using \standard" Hall C notations as explained in [41].217



Appendix BLIST OF COINCIDENCENTUPLE VARIABLESThe full list of the coincidence varibles used in the present analysis is given here. Nota-tions and units for the di�erent variables are as de�ned in [41].subroutine c_Ntuple_init(ABORT,err)*----------------------------------------------------------------------** Purpose : Books an COIN Ntuple; defines structure of it***********begin insert description of contents of COIN tuple ******... c_Ntuple_tag(m)= 'cointime' ! Corrected Coincidence Timec_Ntuple_tag(m)= 'beamx' ! Beam X Positionc_Ntuple_tag(m)= 'beamy' ! Beam Y Positionc_Ntuple_tag(m)= 'beamxp' ! Beam X Anglec_Ntuple_tag(m)= 'beamyp' ! Beam Y Anglec_Ntuple_tag(m)= 'hsxfp' ! HMS Focal Plane x (cm)c_Ntuple_tag(m)= 'hsyfp' ! y (cm)c_Ntuple_tag(m)= 'hsxpfp' ! xprimec_Ntuple_tag(m)= 'hsypfp' ! yprimec_Ntuple_tag(m)= 'ssxfp' ! SOS Focal Plane x (cm)c_Ntuple_tag(m)= 'ssyfp' ! y (cm)c_Ntuple_tag(m)= 'ssxpfp' ! xprimec_Ntuple_tag(m)= 'ssypfp' ! yprimec_Ntuple_tag(m)= 'hsytar' ! HMS Targetc_Ntuple_tag(m)= 'hsxptar' !218



c_Ntuple_tag(m)= 'hsyptar' !c_Ntuple_tag(m)= 'hsdelta' !c_Ntuple_tag(m)= 'ssytar' ! SOS Targetc_Ntuple_tag(m)= 'ssxptar' !c_Ntuple_tag(m)= 'ssyptar' !c_Ntuple_tag(m)= 'ssdelta' !c_Ntuple_tag(m)= 'hcer_npe' ! HMS Particle Id.c_Ntuple_tag(m)= 'hsshtrk' !c_Ntuple_tag(m)= 'hsprtrk' !c_Ntuple_tag(m)= 'hsbeta' !c_Ntuple_tag(m)= 'hsdedx1' !c_Ntuple_tag(m)= 'scer_npe' ! SOS Particle Id.c_Ntuple_tag(m)= 'saer_npe' !c_Ntuple_tag(m)= 'ssshtrk' !c_Ntuple_tag(m)= 'ssprtrk' !c_Ntuple_tag(m)= 'ssbeta' !c_Ntuple_tag(m)= 'ssdedx1' !c_Ntuple_tag(m)= 'charge' ! Charge of last Scaler Eventc_Ntuple_tag(m)= 'eventID' ! CODA event ID#***********end insert description of contents of COIN tuple********... RETURNEND
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