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Abstract

We discuss our present knowledge of αs, the fundamental running coupling or effec-

tive charge of Quantum Chromodynamics (QCD). A precise understanding of the run-

ning of αs(Q
2) at high momentum transfer, Q, is necessary for any perturbative QCD

calculation. Equally important, the behavior of αs at low Q2 in the nonperturbative

QCD domain is critical for understanding strong interaction phenomena, including the

emergence of mass and quark confinement. The behavior of αs(Q
2) at all momentum

transfers also provides a connection between perturbative and nonperturbative QCD

phenomena, such as hadron spectroscopy and dynamics. We first sketch the origin of

the QCD coupling, the reason why its magnitude depends on the scale at which hadronic

phenomena are probed, and the resulting consequences for QCD phenomenology. We

then summarize latest measurements in both the perturbative and nonperturbative do-

mains. New theory developments include the derivation of the universal nonperturbative

behavior of αs(Q
2) from both the Dyson-Schwinger equations and light-front hologra-

phy. We also describe theory advances for the calculation of gluon and quark Schwinger

functions in the nonperturbative domain and the relation of these quantities to αs. We

conclude by highlighting how the nonperturbative knowledge of αs is now providing a

parameter-free determination of hadron spectroscopy and structure, a central and long-

sought goal of QCD studies.

2



Contents

1 Preamble 5

2 Pedestrian view of αs 8

3 Short distance: the perturbative regime 16

3.1 Short-distance behavior of αs . . . . . . . . . . . . . . . . . . . . . . . . 17

3.2 First-order calculation of αs(Q
2) . . . . . . . . . . . . . . . . . . . . . . 20

3.2.1 Direct calculation . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3.2.2 Calculation using renormalization constants . . . . . . . . . . . . 22

3.2.3 Solution of the 1-loop RGE . . . . . . . . . . . . . . . . . . . . . 25

3.3 Higher order results for βn and αs(Q
2) . . . . . . . . . . . . . . . . . . . 26

3.4 Λs: the QCD scale parameter . . . . . . . . . . . . . . . . . . . . . . . . 29

3.4.1 Λs as the evolution rate parameter . . . . . . . . . . . . . . . . . 29

3.4.2 Λs as the confinement scale . . . . . . . . . . . . . . . . . . . . . 30

3.5 Quark thresholds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3.6 Determinations of αs at short distances . . . . . . . . . . . . . . . . . . . 31

3.6.1 Deep Inelastic Scattering and global PDF fits . . . . . . . . . . . 35

3.6.2 Decay widths and event shapes in e+e− annihilation . . . . . . . . 38

3.6.3 Hadron collisions . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.6.4 τ -decay . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.6.5 Numerical simulations of lattice QCD . . . . . . . . . . . . . . . . 45

3.6.6 Continuum and Lattice Schwinger Function Methods . . . . . . . 48

3.6.7 Gauge-gravity duality . . . . . . . . . . . . . . . . . . . . . . . . 49

3.6.8 Future prospects in precision determination of αs(M
2
Z) . . . . . . 50

4 Long distance behaviour of αs 52

4.1 Importance of αs in the nonperturbative domain, difficulties and progress 52

3



4.2 αs and emergent phenomena . . . . . . . . . . . . . . . . . . . . . . . . . 55

4.3 Effective charge method . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

4.3.1 Generalities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

4.3.2 The effective charge αg1(Q
2) . . . . . . . . . . . . . . . . . . . . . 59

4.4 αs and a confining linear potential . . . . . . . . . . . . . . . . . . . . . . 66

4.5 Holographic Light-Front QCD . . . . . . . . . . . . . . . . . . . . . . . . 68

4.5.1 Background sketch . . . . . . . . . . . . . . . . . . . . . . . . . . 68

4.5.2 HLFQCD computation of αg1(Q
2) . . . . . . . . . . . . . . . . . . 72

4.6 Continuum Schwinger Function Methods . . . . . . . . . . . . . . . . . . 73

4.6.1 Defining αs via three-point functions . . . . . . . . . . . . . . . . 74

4.6.2 Complementary continuum formulations . . . . . . . . . . . . . . 76

4.6.3 CSM results for vertex-based couplings. . . . . . . . . . . . . . . . 80

4.6.4 Process-independent, effective charge . . . . . . . . . . . . . . . . 86

4.7 Lattice Gauge Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

4.8 Refined Gribov–Zwanziger formalism . . . . . . . . . . . . . . . . . . . . 92

4.9 Curci-Ferrari model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

4.10 Analytic coupling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

4.11 Screened massive expansion . . . . . . . . . . . . . . . . . . . . . . . . . 99

4.12 Other approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

5 Summary and Perspective 102

Abbreviations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

4



Chapter 1

Preamble

The precise knowledge of the strong coupling αs is essential to studies of quantum chro-

modynamics (QCD)1 – the gauge theory of the strong interaction of gluons and quarks

that underlies hadronic and nuclear physics – because it sets the magnitude of the force

and triggers the onset of many complex and essential phenomena, such as the emergence

of mass, asymptotic freedom, and confinement. Another crucial role of αs is as the

expansion parameter for first-principles perturbative QCD (pQCD) calculations. The

functional dependence of αs(Q
2) varies with the value of Q2, the energy-momentum scale

at which hadronic phenomena are probed. The precise quantitative knowledge of αs(Q
2)

is necessary both at high Q2 (i.e., short distance scales, also called the“ultraviolet” UV

regime) and at low Q2 (long distances, also called the “infrared” IR regime): at high Q2,

the accurate determination of αs is needed to meet the precision required by hadron scat-

tering experiments, testing the standard model and searching for its extensions [1–3]. For

instance, the uncertainty on αs directly contributes to the total uncertainty of the theo-

retical prediction for Higgs production in hadronic collisions. Overall, in order to ensure

that it does not dominate other uncertainties, αs in the UV is needed to be known at the

sub-percent level [4]. As of 2023, this goal is only marginally met (∆αs/αs = 0.85% [5]),

revealing that studies of αs in the UV must actively continue. It is also interesting to

note that, today, even this sub-percent goal remains far from the precision of other fun-

damental force couplings, viz. ∆α/α = 1.5 × 10−10 (quantum electrodynamics – QED),

∆GF/GF = 5.1 × 10−7 (weak interaction) and ∆GN/GN = 2.2 × 10−5 (gravitation) [5].

At low Q2, where αs(Q
2) is even less known, its uncertainties affect the determination

of the hadron mass spectrum and other hadronic static properties, the calculation of the

1A list of abbreviations used in this document is provided in an appendix, which begins on page 106.
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production of heavy quarks near threshold, and the behavior of hadronic distribution

amplitudes, structure functions, and form factors. In addition, the behavior of αs(Q
2)

at low Q2 directly connects with recent efforts to elucidate and quantify the various

mechanisms responsible for the proton mass [6–11]. This should not be surprising, given

that the values of the proton mass and size are related to the scales which are typically

used to characterize αs, such as the mass scale Λs which determines its rate of running,

and in some models, the string tension σ [12].

In this article, we will review our present empirical and theoretical knowledge of αs,

as well as presenting recent advances. We first briefly explain the origin and meaning of

αs(Q
2) and why it depends on Q2, avoiding technicalities in order to remain accessible

to nonspecialists. A formal recapitulation of that material is presented in Ch. 3 in

order to define the notations and definitions linked to αs. We then review the latest

measurements at the high energy-momentum scale. The second major theme of this

review is presented in Ch. 4, which discusses the latest phenomenological and theoretical

developments at low energy-momentum scales. We close in Ch. 5 with a perspective

on how the improved knowledge of αs and its running have brought new fundamental

understandings of hadronic properties and phenomena, and we highlight how recent

nonperturbative information about αs has provided new insights into the determination

of hadron masses and structure. This determination, which has no free parameters,

apart from quark current masses, realizes the central and long-sought goal of predicting

strong interaction phenomena directly from QCD.

We will not discuss in this article the running couplings of QCD-related theories,

such as gauge theories with unphysical numbers of colors (e.g., SU(2)), flavors or space

dimensions; nor gauge theories at nonzero temperature. Neither will we report work

relating to αs in the IR timelike domain2. Notwithstanding these omissions, which have

been made to satisfy the need for a focused discussion, these topics are areas of active

research.

Numerical tools are available for accurately computing αs, e.g., a Mathematica pack-

age [13–15], and several complementary αs reviews exist – see Refs. [12,16–22]. A snap-

shot of some standard contemporary perspectives is provided by the Particle Data Group

(PDG) [5] and Refs. [23,24] offer an explanation of recent updates of the PDG determi-

nation. Most current reviews cover the status of αs at high Q2, but some also discuss its

low Q2 behavior, e.g., Refs. [12, 17]. This review updates and expands upon Ref. [12],

to which we will refer for details of several nonperturbative frameworks used to compute

2In the purely perturbative case, the timelike and spacelike behaviors of αs are identical.
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αs at low Q2, the history of these calculations, and of some relevant measurements.
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Chapter 2

Pedestrian view of αs

Classically, the strength exerted by a force is characterized by a universal coefficient

– the coupling constant, which quantifies the force between two static bodies of unit

“charge”, i.e., the electric charge for QED, the color charge for QCD, the weak isospin

for the weak force, or the mass for gravity.1 Consequently, the coupling is defined

as being proportional to the elementary charge squared, e.g., α ≡ e2/4π where e is

the elementary electric charge, or αs ≡ g2/4π where g is the elementary gauge field

coupling in QCD. For theories in which the superposition principle holds, with static

sources and massless force carriers, the coupling relates the force to the “charges” of

the two sources divided by r2, where r is their separation. This 1/r2 dependence was

interpreted first by Faraday as the dilution of the force flux as it diffuses uniformly

through space. In quantum field theory (QFT), 1/r2 is the coordinate-space expression

for the propagator of the force carrier (gauge boson) at leading-order in perturbation

theory: in momentum space, the analogous propagator is proportional to 1/q2, where q

the boson 4-momentum. (Hereafter we write Q2 = −q2 because most of the processes

we consider involve spacelike momenta, Q2 > 0.) The interpretation of a propagator

as expressing a particle’s probability to travel from one point to another [25, Ch. 2.5],

together with the isotropic emission of the bosons by a source and their free propagation,

is consistent with Faraday’s picture.

For sources interacting weakly, the one-boson exchange representation of interactions

is a good first approximation. However, when interactions become strong (with “strong”

to be defined below), higher orders in perturbation theory become noticeable and the

1/r2 law no longer stands. In such cases, it makes good physics sense to fold the extra r-

1Since there is no presently known “unit mass”, the gravitational constant, G, has mass dimension
negative-two when defined conventionally.

8



dependence into the coupling, which thereby becomes r, or equivalently q2, dependent.

This reveals that the running of the coupling is a typical quantum phenomenon, a

manifestation of the contribution of higher order interaction diagrams to the magnitude

of the force.

It is clear from this sketch that choosing to absorb the extra r-dependence into

the coupling is a matter of convenience and convention. The convention is not always

followed, however. For instance, the traditional approach to publishing experimental

results from lepton scattering experiments is to perform QED radiative corrections on

the data [26], so that quantities within the one-photon exchange approximation are

provided, such as the Born cross-section rather than the physical all-order observables.

These radiative corrections include vacuum polarization corrections – see Fig. 2.1(a),

which is the quantum effect responsible for the running of QED’s α [27]. In that case,

the usual large-distance value, α ≈ 1/137, is used – rather than the running value of

α at the specific Q2 of the experiment – in the calculations of the factors involved in

forming the observables, e.g., the Born cross-section or radiative corrections. Hence, in

lepton-hadron scattering experiments, the short distance quantum effects responsible for

the running of couplings are treated differently for QED and QCD: for QCD, they are

folded into the definition of αs; while for QED, they are corrected for by experimentalists

and α remains constant. On the other hand, in electron-muon elastic scattering, one

uses α(Q2) in the one-photon exchange amplitude, which sums all vacuum polarization

corrections to all orders. Furthermore, when one includes the ladder and crossed ladder

two-photon exchange contributions, a new renormalization scale enters, reflecting the

reduced virtuality of the exchanged photons.

That it has been a matter of convention whether or not to absorb specific extra

r-dependence into the coupling is especially important for understanding why there are

seemingly disagreements in the literature regarding the behavior of αs in the nonper-

turbative domain of QCD.2 The disagreements typically reflect the different choices of

conventions and definitions for αs. The effect of these different choices becomes acute

at large distance, as we will discuss in Section 4. The question is thus not of a disagree-

ment, but of which is the most appropriate choice of definition and convention; and the

answer here may depend on the practitioner.

While in QED, the extra r-dependence comes only from the vacuum polarization –

Fig. 2.1a-top graph, in some common treatments of QCD, αs receives contributions from

2Such differences of choices on the definition of the coupling also exists in the perturbative domain;
however, since the relations between couplings calculated in different scheme are precisely known, the
running on αs in the pQCD domain is unambiguous.

9



〰

〰
〰

〰
〰〰

〰a b c

e fd

〰〰〰 〰〰〰

➿➿➿ ➿➿➿

➿➿➿➿➿➿ 〰
〰

〰

Figure 2.1: Short distance phenomena for QED (panels a, b and c) and QCD (all panels).
Panel (a): QED and QCD vacuum polarizations; Panel (b): fermion self-energy (virtual photon
or gluon corrections for the propagating electron or quark); Panel (c) QED vertex correction;
Panel (d) QCD vertex corrections; Panel (e): ladder, or H, graph; Panel (f): tadpole graph.

the vacuum polarization – Fig. 2.1a-lower graphs, quark self-energy – Fig. 2.1b, vertex

corrections – Fig. 2.1d, and gluon loop corrections to the elementary three-gluon and

four-gluon couplings; but not tadpole graphs – Fig. 2.1f. Moreover, the quark self-energy

– Fig. 2.1b-bottom graph – does not contribute in the oft-used Landau gauge; and gluon

emissions for which the gluon reconnects to a different parton do not contribute to the

perturbative running of αs, if they are UV finite. In contrast, using a combination

of pinch technique (PT) [28–32] and background field method (BFM) [33, 34], one can

rearrange and recombine diagrams in order to arrive at a unique QCD running coupling

that is determined solely by a modified form of gluon vacuum polarization [35, 36].

Evidently, the manner by which the relevant amplitude is separated into different graphs

is also a matter of convention; and once again, different practitioners may choose distinct

resummation schemes, each of which is perceived by its proponent to have special merits.

Now that we understand that microscopic effects alter the 1/r2 behavior of the force,

we can go further and check how the force departs from 1/r2. The left panel of Fig. 2.2

illustrates the QED case: electron+positron pairs are created around the initial charge,

here an electron. The positrons, because of their opposite charge, will tend to be nearer

to the initial charge than the created electrons. Therefore, the total charge inside a

sphere of radius r, which by Gauss’ law effectively sets the magnitude of the coupling, is

smaller than the original (bare) charge of the initial electron. We conclude that the QED
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Figure 2.2: Left: screening of the QED charge by vacuum polarization. The positrons are
preferably closer to the propagating negative charge than the electrons. Right: anti-screening
of the QCD charge. Contrary to QED, whose force carrier is electrically neutral, the gluons are
color-charged, which leads to a spatial dilution of the propagating color charge. The evolution
of the propagating quark color is illustrated in the right figure. The initially red quark changes
to either a blue or green quark when its red color is carried away by the emitted gluon. The
anti-blue color is symbolized as yellow and anti-green as magenta. The spread of the initial red
color charge suppresses any small distance interaction with anti-red or (green+blue) charges,
i.e., it makes αs weaker at shorter scales.

running coupling decreases as r increases (charge screening), tending to its macroscopic

value α ≈ 1/137, and increases at small distances.

For QCD, the fact that gluons are color-charged fundamentally alters the above

charge-screening process. An emitted gluon carries away the color of the initial source

– see the right panel of Fig. 2.2. Hence, the initial charge becomes spatially diluted: in

the example of Fig. 2.2, the initially red quark is green most of its time and thus does

not couple to the high-resolution anti-red gluons that would otherwise interact with

it. Consequently, a charge “anti-screening” occurs, opposite to QED. In details, gluon

loop anti-screening dominates over the QED-like quark+antiquark loop screening. The

color charge dilution is further enhanced by vertex correction while the quark self-energy

either does not contribute or screens the charge, depending on gauge choice. Overall, αs

decreases at smaller distances.

The coupling runs logarithmically because QCD has no intrinsic scale, quarks be-

ing point-like and typically nearly massless. Indeed, with Q2 the only available scale,

dimensionality imposes
dαs

dQ2
=
a2α

2
s + · · · anαn

s

Q2
(2.1)

with the dimensionless ai determined by the theory3. For short distances, where αs ≪ 1,

3There is no a0 or a1 term since positive a0 or a1 would imply, respectively, an increasing or a
constant αs at short distances, contradicting the anti-screening argument. If they are negative, they
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the a2 term dominates and

αs(Q
2) =

−1

a2 ln(Q2/C)
(2.2)

with C an integration constant. Evidently, for a meaningful coupling in the UV, one must

have a2 < 0. As distance increases, αs increases, too, and additional lnn(Q2) terms arise.

This offers a phenomenological insight into the “asymptotic freedom” phenomenon at

large Q2 and into the “strong QCD” regime at low momentum transfer. The logarithmic

increase of αs at large distances should be expected to stop owing to finite hadron size,

since the confinement of colors within the hadron suppresses the parton wave functions

when their wavelengths reach the typical hadronic size. The quantum effects responsible

for the evolution of αs are suppressed and αs becomes constant at hadronic scales [37–41].

Hitherto, the discussion has been phenomenological. More formal arguments can

explain the running of couplings as originating from renormalization procedures. In

renormalizable QFT, the strength of the interaction described by the Lagrangian is set

by the coupling constant. This coupling becomes scale dependent after the regulariza-

tion and renormalization of UV-divergent integrals. In the renormalization process, the

coupling acquires a dependence on the arbitrary choice of the UV cut-off value. This

unphysical dependence is eliminated by allowing the Lagrangian’s couplings and masses

to become scale-dependent and by normalizing them to the values measured at a given

scale. This “renormalization” procedure entails a running of the couplings which, in

effect, become “effective couplings”.

For instance, in QED, the process of renormalizing the virtual photon propagator

implies replacing the coupling parameter (bare coupling) appearing in the Lagrangian

by the running coupling α(Q2) = α(0)/
(
1 − Π(Q2)

)
, where Π(Q2) sums all vacuum

polarization loops. The logarithmic UV divergence stemming from vacuum polarization

loop integration is typically regulated with the Pauli–Villars method [42] in which a

massive photon is employed. The divergence is then eliminated by normalizing the

coupling to a known (measured) value at a chosen value of Q0. The UV divergences

from the fermion propagator self-energy and the vertex renormalization factor cancel

each other (Ward identity) [43].

A more formal and general explanation for the running of couplings in QFT is that

predictions of phenomena must be independent of which renormalization scheme (RS)

is used, since its choice is arbitrary. This invariance forms a symmetry group, the

renormalization group (RG), and group theory techniques can then be used to calculate

would lead to an unphysical negative coupling.
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the behavior of the coupling. Since couplings are not typically observable4, they need

not be independent of RS [44] or gauge choice. Using αs as an example, an observable

R is expanded in pQCD as R(Q2) =
∑

n rn [αs(Q
2)]

n
. While overall R should be RS-

independent5, the rn and αs may depend on the RS choice.

This freedom is denied to r0 and r1, as may be seen as follows. Since R −−−−→
Q2→∞

r0,

owing to asymptotic freedom, r0 must be RS-independent; accordingly, the residual

RS-dependence of R must be minimal in the UV, while it can become important in

the IR. Moreover, the first order perturbative expression of αs – Eq. (3.32) below – is

RS-independent. This is because, whilst αs is not directly observable, the phenomena

responsible for the running of the coupling are physical processes. Therefore, any two

couplings αs and α′
s, calculated perturbatively in two distinct RSs, must satisfy

α′
s = αs + v2α

2
s + v3α

3
s + · · · . (2.3)

Consequently, like r0, r1 is RS-independent, as shown by expanding the observable in a

different scheme, R(Q2) =
∑

n r
′
n [α′

s(Q
2)]

n
and inserting α′

s in terms of its αs expansion.

Formally, the reason for the UV-weakening of the RS-dependence is because the different

forms of the renormalization group equation (RGE) obtained using distinct schemes

differ only in mass terms. Therefore, in the UV limit, where QCD running masses are

negligible, they take the same form, viz. the RS-dependence vanishes.

For QED, the RS-dependence of α is small and the coupling is often taken as an

observable. Furthermore, a low energy theorem based on Compton scattering shows

that α is nearly constant and becomes measurable in the IR, making it an observable in

this limit [27].

In contrast for pQCD, αs has a marked RS-dependence and, prima facie, cannot

be determined in the IR because quarks and gluons are confined and interactions take

place between hadronic degrees of freedom – see, however, Sec. 4.3. Therefore, αs is

often taken as an intermediate quantity without definite physical meaning. Indeed, if a

scheme for computing the running coupling enables αs to vary by an arbitrary factor,

depending on RS choice, then this coupling cannot characterize the physical strength of

the strong force. Nevertheless, so long as studies are confined to the deep UV regime,

the phenomenological description given previously is still approximately relevant, owing

4Exceptions exist, e.g., process-dependent effective charges – Sec. 4.3, and the coupling entering the
QCD potential – Sec. 4.4.

5In practice however, the perturbative series is calculated at finite order and the approximant of R
displays a residual RS-dependence.
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to the fact that such unphysical features are minimal in the UV. In the IR, however, it

is commonly thought that any attempt at a phenomenological understanding is doomed

to failure. However, we will see in Sec. 4.3 that αs can be restored to the status of an

observable and thus defined at long distances while maintaining its physical and intuitive

meaning.

Thus far, our discussion pertains to the weak-coupling UV regime of QCD. The

pQCD prediction at longer distances is that αs becomes infinite as Q2 → Λ2
s. This so-

called Landau pole is a general feature of perturbatively calculated running couplings.

It is also found in QED at very high energy. These divergences signal the breakdown

of the perturbative approach to estimating observables and the theory’s β-function (see

Eq. (3.5) below for its definition and meaning) when the coupling becomes too large.

(N.B. The individual β-function expansion coefficients, βn, are nevertheless reliable be-

cause they are obtained via an expansion in ℏ rather than the coupling.)

Sometimes, the Landau pole is erroneously interpreted as a physical feature of the

theory. In fact, in the early QCD days, it was imagined to be the origin of color

confinement. This fallacious solution of the confinement problem was called “IR slavery”

[45, Sec. 3.1]. In that context, it is useful to recall that the coupling need not become

infinite to produce confinement, e.g.: QCD in (1+1)-dimensions is a confining theory

with a finite coupling; Gribov’s supercritical binding model, in which confinement occurs

for αs/π ≲ 0.137 [46]; and, related to the former, the violation of reflection positivity by

elementary QCD two-point Schwinger functions [47, 48], which is known to occur when

αs(Q
2) <∞ ∀Q2 ≥ 0.

Another reason for considering the pole to be unphysical is that it is located on

the positive real axis of the complex Q2-plane; and a simple-pole singularity at Q2 = Λ2
s

corresponds to a causality violating tachyon-related process. In contrast, poles located on

the negative real Q2-axis are permitted because they may be associated with production

of on-shell particles. (If one considers the analytic structure of αs in the entire complex-

Q2 plane, it is conceivable that singularities may occur off the positive real semi-axis [49].)

As already mentioned, instead of diverging at the Landau pole, the scale-dependence

of a physical αs should disappear past an IR scale since the wavelengths of the sec-

ondary colored particles that dilute the color charge are suppressed at the physical

hadron size [37–41]. The IR scale-independence of αs is known as the “freezing of

αs”, or QCD’s “conformal window”, and it has been established using a combination

of continuum and lattice techniques [36]. This fact permits one to employ formalisms

based on gauge-gravity duality [50] to develop models with relevance to nonperturbative
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QCD. Such applications to αs will be discussed in Sec. 4.5 and their expressions in QCD

phenomenology will provide the perspective given in Sec. 5.

In closing this section it is worth noting that whilst the argument based on the wave-

length cut-off at confinement scale a priori seems incontrovertible, one may encounter

physically motivated calculations yielding forms of αs that do not freeze in the IR, e.g.,

that based on the static long-range potential, Eq. (4.14), or those based on the dispersive

approach (Section 4.10). This is because such definitions include processes other than

those shown in Fig. 2.1. The extra processes need not have a well-defined wavelength,

in which cases the argument does not apply and αs may not freeze. For example, one

cannot define wavelengths for the instantaneous long-range potential that is present in

the definition of the coupling via Eq. (4.14) and causes limQ2→∞ αs(Q
2) → ∞. It is a

matter of debate whether one should add, to the IR running of αs, processes uncon-

nected with those causing its UV running or if one should preserve a connection to the

theoretically better understood pQCD coupling. Ultimately, we judge that it is a defi-

nition’s usefulness in terms of enhancing QCD’s predictability that should arbitrate on

the “best” coupling definition.
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Chapter 3

Short distance: the perturbative

regime

The scale-dependence of αs at short distances is well understood because perturbation

theory is applicable at the associated scales. Nevertheless, considerable efforts in exper-

iment and lattice gauge theory (LGT) are devoted to obtaining the absolute magnitude

of αs or, equivalently in the perturbative regime, its rate of evolution, determined by Λs,

since these quantities are nonperturbative.1 Furthermore, confronting accurate deter-

minations of αs extracted from different observables and obtained at different scales is

a fundamental internal consistency test of QCD and of the Standard Model. In fact, in

the first comprehensive review of various extractions of αs, all at Q≪MZ, G. Altarelli

compiled a world average of αs(∼MZ) = 0.11±0.01 (1989) and stated that “Establishing

that this prediction is experimentally true would be a very quantitative and accurate test

of QCD” [51]. This prediction was verified, see, e.g., the current world average (2023)

of αs(MZ) = 0.1179± 0.0009 [5]. Finally, with αs remaining relatively large even for the

momenta characterizing high-energy experiments, theoretical methods are still actively

developed in order to minimize RS dependence and other arbitrary factors arising from

the truncation of the pQCD series [52–56].

Evidently, the study of αs at short distance remains an active field of research. We

discuss this regime first because many practitioners will consider it familiar; furthermore,

1 The equivalence between the information provided by αs in the UV and Λs holds only for a given
αs perturbative evolution equation, i.e., at given perturbation order and given form of the evolution
equation. The latter may differ even at the same perturbative order, compare, e.g., Eq. (3.37) truncated
at next-to-next-to-leading order (NNLO) and Eq. (3.36). In other words, because the exact evolution
equation is not known at NNLO or beyond, a given Λs may lead to different αs unless the evolution
equation is also specified.
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it sets the stage for our analysis of the lesser known subject of αs in the IR. For a standard

review, frequently updated, see the PDG [5, Sec. 9.4]. Comments on the PDG method

of combining the world experimental and LGT determinations of the strong coupling,

together with a partial review of αs, may be found elsewhere [4].

3.1 Short-distance behavior of αs

The QCD Lagrangian density is:

LQCD =
∑
f

ψ
(f)

i

(
iγµD

µ
ij −mfδij

)
ψ

(f)
j − 1

4
F µν
a F a

µν . (3.1)

In the matter part of the Lagrangian, ψ(f) is the field of a quark of flavor f and mass mf ;

and Dµ
ij ≡ ∂µδij + i

√
4παst

a
ijA

µ
a is the covariant derivative, with αs ≡ g2/4π being the

bare coupling constant; {taij} are the generators of SU(3) in the fundamental representa-

tion, where a = 1, . . . , 8 are color indices and Aa
µ are the associated gluon fields. In the

Lagrangian force part, F µν
a ≡ ∂µAν

a − ∂νAµ
a +

√
4παsfabcA

µ
bA

ν
c is the gluon field strength

tensor, wherein fabc are the SU(3) structure constants. We will generally neglect mf in

comparison with Q.2 Furthermore, terms associated with gauge fixing do not materially

affect this discussion and are suppressed in writing Eq. (3.1).

A key feature of Eq. (3.1) is that, when treated classically for negligible mf , LQCD

defines a conformally invariant theory, i.e., it has no mass or energy scale. Neverthe-

less, two scales must appear in the calculation of any processes. One is the process’

4-momentum flow, Q, and the other, µ, emerges from the regularization and renor-

malization procedure. The emergence of a scale in a classically conformal theory is

called “dimensional transmutation” [57], and µ is called the “regularization scale” or,

sometimes, “subtraction point”. The interpretation of µ depends upon the choice of reg-

ularization method and RS.3 This, and the fact that the choice of value for µ is arbitrary

2For low Q reactions and/or large mf , effective degrees of freedom (dof) and effective couplings are
often used in lieu of partonic dof and αs. For example for heavy (nonrelativistic) quarks, the quarks
remain dof but the gluon field may sometimes be described as a QCD string, with the string tension,
σ, serving as an effective coupling – see Sec. 4.4.

3Some examples follow. In the cut-off regularization procedure, µ is the UV cut-off value, while
it is the (large) regulating mass in the Pauli-Villars regularization scheme. In LGT, it is the inverse
lattice spacing size. In the momentum subtraction (MOM) RS, µ corresponds to the momentum at
which the renormalization is done, while in QED’s on-shell RS, it is the mass of the relevant lepton.
In the minimal subtraction, MS, and modified-MS, MS, RSs, a mass scale must appear since αs is
dimensionless only in 4D space and regularization is achieved by working in a 4− 2ε space.
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means that any observable, R, must be independent of µ.

Consider, therefore, the following series for an observable:

R(Q2,y) =
∑
n=0

rn(Q2/µ2,y)αn
s , (3.2)

where y are kinematic variables chosen to be dimensionless since they describe a system

without intrinsic physical scale; here, R is dimensionless; and the rn are calculated

perturbatively. Once diverging loops appear in their corresponding Feynman graphs,

which happens for n ≥ 2, the rn will depend on µ2, or rather Q2/µ2 since there are no

intrinsic physical scales. As explained in Ch. 2, one conventionally transfers all the scale

dependence of the process into the coupling, apart for that owing to the probing boson

propagator, ∝ 1/Q2. Therefore,

R(Q2,y) =
∑
n=0

rn(y, αs)α
n
s (Q2/µ2) , (3.3)

with αs(Q
2/µ2) being a running coupling.

Since R is µ2-independent, then4

d

dµ2
R =

(
∂

∂µ2
+
∂αs

∂µ2

∂

∂αs

+
∂Q2

∂µ2

∂

∂Q2
+
∑
i

∂yi
∂µ2

∂

∂yi

)
R = 0 . (3.4)

Multiplying Eq. (3.4) by µ2 and noting that the last two terms are null, because y and

Q2 are physical quantities (kinematic variables), one obtains the RGE [27,58–61]:(
− ∂

∂τ
+ β(αs)

∂

∂αs

)
R = 0 , (3.5)

where β(αs) ≡ µ2 ∂αs

∂µ2 and we introduced τ = ln (Q2/µ2) because αs can only depend

on Q2/µ2 since LQCD defines a scale invariant classical theory. As discussed in Ch. 2,

the breaking of classical conformal invariance in the theory defined by LQCD, owing to

dimensional transmutation, is interpreted as the result of short-distance quantum effects.

It constitutes a typical example of a “quantum anomaly”.

4 For simplicity here, we assume there is no partial derivative with respect to the gauge parameter,
ξ, either because it is fixed, e.g., ξ = 0 as in the Landau gauge, or that the rn (i.e., αs) are ξ-independent
as, e.g., for the MS and MS RSs. Note that since neither rn nor αs are observables, gauge invariance
is not mandatory. Also, there is no partial derivative with respect to the the mass because we consider
m to be negligible in comparison with all other scales.
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The distinct origin of the coupling’s running is at the origin of the BFM, where the

gluon field is separated into a classical background component and a quantum component

that is responsible for the running [33, 34]. This is one of the approaches employed to

handle the forbidding number of perturbative graphs involved in the calculation of the

coupling at high orders – see, e.g., Ref. [62].

Equation (3.5) introduces the QCD β-function, which determines the scale depen-

dence of αs. This RGE is completely general, viz. valid nonperturbatively; but in the

UV, it is typically developed as a perturbative series:

β (αs) := µ2∂αs

∂µ2
= −α

2
s

4π

∑
n=0

(αs

4π

)n
βn, (3.6)

where the expansion coefficients, β0,1,2,3, are available in a variety of RSs, e.g., MOM

(Landau gauge) [63–65], V (static potential) [66–73], MS and MS [74–76]; and β4 has

been calculated in MS [77–81]. (The MS values are listed in Eqs. (3.38) below.) By

definition, and as seen in Eq. (3.6), the βn are independent of αs. They are expansions

in ℏ and depend only on the number of active quark flavors, nf , i.e., quarks with mass

mf ≪ µ, so that they may participate in the loops causing αs’s scale dependence – see

details in Sec. 3.5.

For negligible mf , the one-loop, β0 [82, 83], and two-loop, β1 [84–86], coefficients

are RS-independent. Again, this is because the RS-dependence of αs vanishes in the

UV – see Eq. (2.3), and may readily be verified. Using Eq. (3.6), the β-function of α′
s

appearing in Eq. (2.3) can be expressed as

β′ (α′
s) ≡ µ2∂α

′
s

∂µ2
= −β′

0

α′2
s

4π
− β′

1

α′3
s

(4π)2
− β′

2

α′4
s

(4π)3
+ O(α′5

s) = β (αs) /
∂αs

∂α′
s

= −β0
α′2

s

4π
− β1

α′3
s

(4π)2
−
[
− (4π)2(3v2

2 + v3)β0 + 4πv2β1 + β2
] α′4

s

(4π)3
+ O(α′5

s),

where the αs in β(αs) was developed in its α′
s series. Consequently,

β0 = β′
0 , β1 = β′

1, (3.7)

but

β2 ̸= β′
2 = −(4π)2(3v2

2 + v3)β0 + 4πv2β1 + β2 . (3.8)

For the physical number of active quarks, β(αs) < 0 which, with Eq. (3.6), implies
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Figure 3.1: Panel (a): lowest order quark–quark scattering (no quantum loops). Panels (b),
(c) and (d): respectively, quark, gluon and ghost loop on the gluon propagator.

that αs −−−→
µ→∞

0, i.e., asymptotic freedom.5 This limit constitutes a UV Gaussian fixed-

point [91] for αs. In the second part of this review, we will see that αs also presents a

fixed-point in the IR.

3.2 First-order calculation of αs(Q
2)

3.2.1 Direct calculation

To better understand the origin of the various contributions to the running of αs, it is

useful to follow the first-order (1-loop) calculation. We use MS and set mq = 0.

An interaction at the classical level is shown by the tree diagram of Fig. 3.1a. Quan-

tum effects, which are responsible for the running of the effective coupling, appear as

loops attached to the propagators or vertices of the tree diagram.

We first compute the quark loop influence on the gluon propagator – see Fig. 3.1b.

QCD’s Feynman rules yield:

Dµν
q (q) = −αs

3π

(
qµqν − ηµνq2

)
ln

(
Q2

µ2

)
nf
δab
2
, (3.9)

with ηµν being the metric tensor and a, b, gluon color indices. Equation (3.9) is similar

to the one giving the running of the QED coupling.

Gluon loops – Fig. 3.1c – supply an additional contribution to the gluon propagator:

Dµν
g (q) =

αs

4π
Ncδab

[
11

6
qµqν − 19

12
ηµνq2 +

1 − ξ

2

(
qµqν − ηµνq2

)]
ln

(
Q2

µ2

)
, (3.10)

5The critical number of light-quark flavors is nc
f = 9± 1 [39,87–90].
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where ξ is a gauge fixing term (ξ = 0 is Landau gauge). In contrast to the quark loop

case, Dµν
g (q) ̸∝ (qµqν − ηµνq2), viz. gluon loops introduce a longitudinal component to

the gluon propagator resulting in a violation of current conservation: Dµν
g qµ ̸= 0. This

can be addressed by using a gauge in which gluons are always transverse, e.g., axial

gauge Aa
3 = 0 or light-cone gauge A+

a ≡ Aa
0 + Aa

3 = 0.

More commonly, the quantum analogue of gauge invariance (BRST symmetry [92,

93], [94, Ch. II], for Becchi-Rouet-Stora-Tyutin) is ensured by introducing Faddeev-

Popov ghost fields [95] whose characteristics ensure that their loop contribution – Fig. 3.1d

– cancels the gluon propagator’s longitudinal component. These ghosts are scalar Grass-

mann fields (so obey Fermi–Dirac statistics despite being spin-0 fields), whose one-loop

contribution is

Dµν
gh (q) = −αs

4π
Ncδab

[
1

6
qµqν +

1

12
ηµνq2

]
ln

(
Q2

µ2

)
. (3.11)

Plainly, (Dµν
g +Dµν

gh ) is purely transverse.

QCD’s fermion self-energy (Fig. 2.1b) and vertex (Fig. 2.1d) corrections also con-

tribute to the running coupling, in contrast to QED, where they cancel against each

other. Using the MS RS, the self-energy and vertex corrections are, respectively,

Gq (p) =
̸p
p2
δab

[
1 − ξ

αs

4π

N2
c − 1

2Nc

ln

(
−p2

µ2

)]
(3.12)

and

Γαβ;a
µ (q) = −i

√
4παs

λaαβ
2
γµ

[
1 − αs

4π
ln

(
Q2

µ2

){
ξ
N2

c − 1

2Nc

+Nc

(
1 − 1 − ξ

4

)}]
, (3.13)

where λaαβ are the Gell-Mann matrices, with α, β the color indices of the two quark lines.

There is no tadpole contribution (Fig. 2.1f) to the running coupling in the MS RS.

In the MS RS, the coupling is independent of the gauge parameter– see footnote 4.

Thus, to sum the amplitudes of the five graphs that use the propagators, Eqs. (3.9)-

(3.12) and vertex, Eq. (3.13), no generality is lost by choosing a convenient value for ξ,

e.g., the Landau gauge ξ = 0. This yields the next-to-leading order (NLO) quark–quark

interaction amplitude:

M = MBorn

[
1 +

αs

4π

{
2nf

3
− 13Nc

6
− 3Nc

2

}
ln

(
Q2

µ2

)]
, (3.14)
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where the MBorn factor is the tree diagram amplitude. The “2nf/3” term originates

from the quark loop, the “−13Nc/6” term from the gluon and ghost loops, and the

“−3Nc/2” term from the vertex correction. Plainly, the quark self-energy correction,

Eq. (3.12), does not contribute to the one-loop β-function in Landau gauge.

Absorbing the quantum corrections into the coupling constant, αs, defines the effec-

tive coupling αs(Q
2):

αs

(
Q2
)

= αs

(
µ2
) [

1 +
αs (µ2)

4π

2nf − 11Nc

3
ln

(
Q2

µ2

)]
. (3.15)

For small αs(µ
2) ln(Q2/µ2), this yields:

4π

αs (Q2)
=

4π

αs (µ2)
+

11Nc − 2nf

3
ln

(
Q2

µ2

)
. (3.16)

Differentiating with respect to Q2 gives:

dαs (Q2)

α2
s (Q2)

= − 1

4π

11Nc − 2nf

3

dQ2

Q2
, (3.17)

viz, from the definition of β and its series expansion, Eq. (3.6):

β0 =
11Nc − 2nf

3
. (3.18)

It is interesting to note that for Nc = 0, β0 = −2
3
nf , i.e., one recovers the 1-loop Abelian

running of QED with nf fermions. In fact, with careful attention to Nc rescaling of the

SU(Nc) Casimir factor, CF , and also nf , one can assign a finite Nc → 0 limit to colored

quantities that yields a theory with Abelian character in this limit [96–98].

3.2.2 Calculation using renormalization constants

In the previous subsection, αs was obtained from amplitudes already regularized and

renormalized. It is also interesting to derive αs using renormalization constants because

it illuminates the connection between the running and renormalization. Furthermore,

this method is often used to compute αs – e.g., Refs. [44, 99]), including on the IR

domain.

The QCD Lagrangian, Eq. (3.1), can be separated into gluon and quark parts,
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LQCD = Lg + Lq, where

Lg = −1

4
F µν
a F a

µν , Lq =
∑
f

ψ
(f)

i

(
iγµD

µ
ij −mfδij

)
ψ

(f)
j . (3.19)

After gauge fixing, introducing the Faddeev-Popov ghost fields, two additional terms

appear:

Lgf = − 1

2ξ

(
∂µAa

µ

)2
; Lfp = i

(
∂µχ̄a)Dab

µ χ
b, (3.20)

being, respectively, a gauge fixing term and a ghost field term. Here, χa is the ghost field

and Dab
µ = −∂µδab + gfabcAc

µ. Combining all contributions, one obtains the complete

Lagrangian density:

LQCD = Lg + Lq + Lgf + Lfp. (3.21)

LQCD can be rewritten as a renormalized Lagrangian using renormalization constants

and counterterms [94, Ch. III]. The renormalization constants depend on the regulariza-

tion scale, µR – implicit in the definitions of the bare fields, coupling and masses, and

the renormalization point, µ. They are defined thus:

Zα(µ2, µ2
R) = αs(µ

2
R)/α̂s(µ

2); Zm(µ2, µ2
R) = m(µ2

R)/m̂(µ2);

Z2(µ
2, µ2

R) =
(
ψ(µ2

R)/ψ̂(µ2)
)2

; Z3(µ
2, µ2

R) =
(
Aa

µ(µ2
R)/Âa

µ(µ2)
)2

;

Z̃3(µ
2, µ2

R) =
(
χi(µ

2
R)/χ̂a(µ2)

)2
.

(3.22)

Here we have used a circumflex to highlight the µ2-dependent renormalized quantities.

Subsequently, it is typically suppressed for notational simplicity.

In dimensional regularization (MS and MS RSs), UV divergences are expressed in

1/ε poles that appear when calculating Feynman graph integrals in 4 − 2ε dimensions.

Further, as a consequence of working in D = 4− 2ε spacetime dimensions, the coupling

acquires a mass dimension. (This may be seen, e.g., by constructing the D-dimensional

action associated with Eq. (3.1).) Introducing µ0, an arbitrary reference scale, the prod-

uct α
(ε)
s (µ2) = αs(µ

2)/µ2ε
0 is dimensionless. Consequently, when using the MS or MS

RS, the first entry in Eq. (3.22) becomes:

Zα(µ2, µ2
0) =

(
µ0

µ

)2ϵ
αs

(ε)(µ2
0)

α
(ε)
s (µ2)

. (3.23)

Zα thus defines the scale dependence of α
(ε)
s , respecting α

(ε→0)
s → αs; and αs(Q

2) =

Zα(Q2, µ2)αs(µ
2), so Zα(Q2, µ2) = Zα(Q2, µ2

0)/Zα(µ2, µ2
0).
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In fact, the collection of renormalization constants {Zα} constitute a group, with an

identity element, Zα(Q2, Q2) = 1; each element possessing an inverse, Zα(Q2, µ2)−1 =

1/Zα(µ2, Q2); and a composition law, Zα(Q2, µ2) = Zα(Q2, µ2
0)Zα(µ2

0, µ
2). At this point,

requiring observables to be invariant under Q → Q + δQ leads to the RGE; and using

Eq. (3.6), one obtains the leading-order result

Zα(Q2, µ2
0) = 1 − 1

ε

1

4π
β0 α

(ε)
s (Q2). (3.24)

The 1/ε factor, necessary to cancel the UV-divergence, is evident.

Rewriting LQCD in terms of renormalized fields, masses, coupling, and gauge param-

eter, one obtains [94, Ch. III]:

LQCD = L̂g + L̂q + L̂gf + L̂fp − (Z3 − 1)Lg + (Z2 − 1)Lq + (Z̃3 − 1)Lfp + mixing (3.25)

where the L̂ are the same as their corresponding L, except written using renormalized

quantities; and the counterterms are expressed in the (Zi − 1)L and mixing terms. All

counterterms are functions of 1/ε, deliberately constructed to cancel the 1/ε poles that

represent the regularized UV divergences.

It is convenient to employ an equivalent set of renormalization constants:

Z1 = Z
1/2
α Z

3/2
3 ; Z̃1 = Z

1/2
α Z

1/2
3 Z̃3; Z1q = Z

1/2
α Z2Z

1/2
3 ; Z4 = ZαZ

2
3 . (3.26)

They correspond, respectively, to the renormalization constants for the 3-gluon, ghost-

gluon, quark-gluon, and 4-gluons vertices. The omnipresent Zα indicates that quantum

effects can be incorporated into the bare couplings of four different interaction vertices in

LQCD. That the same running results from the distinct vertices is, a priori, not assured,

but this is guaranteed, at every order in perturbation theory, by the Slavnov-Taylor

identities (STIs) [100, 101] which owe to the BRST symmetry of QCD, viz. Z1/Z3 =

Z̃1/Z̃3 = Z1q/Z2 = Z4/Z1.

Thanks to the STIs, Zα, and therefore αs(Q
2) via Eq. (3.23), can be calculated in

different ways, in particular:

Zα =
Z̃2

1

Z̃2
3Z3

, (3.27)

where Z̃1, Z̃3 and Z3 are obtained by computing the renormalized ghost-gluon vertex,

ghost self-energy and gluon self-energy, respectively. This yields, at first (1-loop) order:
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Z̃1(Q
2, µ2

0) = 1 − 1

ε
α(ε)
s (Q2)

Ncξ

8π
; (3.28a)

Z̃3(Q
2, µ2

0) = 1 − 1

ε
α(ε)
s (Q2)

Nc(3 − ξ)

16π
; (3.28b)

Z3(Q
2, µ2

0) = 1 − 1

ε
α(ε)
s (Q2)

Nc

2
(13
3
− ξ) − 2

3
nf

4π
. (3.28c)

Inserting Eqs. (3.28) into Eq. (3.27), one finds at first order

Zα = 1 − α(ε)
s (Q2)

11Nc − 2nf

12πϵ
, (3.29)

where the gauge parameter, ξ, has cancelled, as expected for a MS derivation.

The leading β-function coefficient, β0, is readily obtained by comparing Eqs. (3.24)

and (3.29). Alternatively, it can be computed from α
(ε)
s (Q2) as obtained with Eqs. (3.23),

(3.29). Differentiating the resulting α
(ε)
s (Q2) with respect to Q2, taking the ε→ 0 limit,

and recalling the definition of β(αs) – Eq. (3.6), then:

β(αs) = −α
2
s

4π

11Nc − 2nf

3
⇒ β0 = (11Nc − 2nf )/3 . (3.30)

It is readily established that the other equalities in Eq. (3.26) provide the same

result – see, e.g., the derivation in [12] using the gluon self-energy, quark self-energy and

3-gluon vertex renormalization factors, Z3, Z2, Z1, respectively.

3.2.3 Solution of the 1-loop RGE

The solution of Eq. (3.6) is known exactly and analytically only at 1-loop (β0) order. It

is given by Eq. (3.16), which exemplifies the generic fact that pQCD calculations can

only provide scale-evolution rather than absolute quantities (for rare exceptions to that

rule, see Ref. [102]). This is even more clearly seen by introducing the renormalisation

group independent QCD scale parameter Λs, defined at β0-order as:

Λ2
s ≡ µ2e−

4π/β0αs(µ
2). (3.31)

Together with Eq. (3.16), this yields:

αs(Q
2) =

4π

β0 ln (Q2/Λ2
s)
. (3.32)
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3.3 Higher order results for βn and αs(Q
2)

The analogue of Eq. (3.16) at two loops (β1 order) is also exact and analytical:

4π

αs

(
Q2
)− β1

β0
ln

(
4π

αs

(
Q2
)+

β1
β0

)
=

4π

αs

(
µ2
)− β1

β0
ln

(
4π

αs

(
µ2
)+

β1
β0

)
+β0 ln

(
Q2

µ2

)
; (3.33)

but this equation does not yield an exact, analytic solution for αs. An exact, nonanalytic

solution is [103]:

αs(Q
2) = −4πβ0

β1

1

1 +W−1 (z)
, z = −1

e

β0
β1

(
Λ2

s

Q2

)β2
0/β1

, (3.34)

where e = exp(1) and W−1 (z) is the lower branch of the real-valued solution of z =

W (z)eW (z), with W (z) being the Lambert function. An approximation to W−1 is given

in Ref. [104]. At β1-order, the scale parameter is approximately:

Λ2
s ≈ Q2

(
4π

β0αs (Q2)
+

β1
4πβ0

) β1

4πβ0

e
− 4π
β0αs(Q2) , (3.35)

as can be inferred from Eq. (3.37) truncated at order β1
1 . Its exact expression, valid

nonperturbatively, is available – see, e.g., Ref. [21].

No exact solution at the 3-loop (β2) order is known. The following approximation

is derived in Ref. [103]:

αs(Q
2) = −4πβ0

β1

1

1 − β2β0

β2
1

+W−1 (z)
, z = −1

e

β0
β1

(
Λ2

s

Q2

)β2
0/β1

e
β2β0/β2

1 . (3.36)

A more commonly employed approximation is that obtained using an iterative

method [105], which can systematically be used to higher orders. It is presently known

at five-loop (β4) order in the MS RS [106], and written with t = lnQ2/Λ2
s:

αMS
s (Q2)

=
4π

β0t

{
1 − β1

β2
0

ln(t)

t
+

β2
1

β4
0t

2

(
ln2(t) − ln(t) − 1 +

β2β0
β2
1

)
+

β3
1

β6
0t

3

(
− ln3(t) +

5

2
ln2(t) + 2 ln(t) − 1

2
− 3

β2β0
β2
1

ln(t) +
β3β

2
0

2β3
1

)
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+
β4
1

β8
0t

4

(
ln4(t) − 13

3
ln3(t) − 3

2
ln2(t) + 4 ln(t) +

7

6
+

3β2β0
β2
1

(
2 ln2(t) − ln(t) − 1

)
−β3β

2
0

β3
1

[
2 ln(t) +

1

6

]
+

5β2
2β

2
0

3β4
1

+
β4β

3
0

3β4
0

)}
. (3.37)

In the MS RS (and other RSs for n ≤ 1), the βn-values are

β0 = 11 − 2

3
nf , (3.38a)

β1 = 102 − 38

3
nf , (3.38b)

β2 =
2857

2
− 5033

18
nf +

325

54
n2
f , (3.38c)

β3 =
149753

6
+ 3564ζ3 −

(
1078361

162
+

6508

27
ζ3

)
nf

+

(
50065

162
+

6472

81
ζ3

)
n2
f +

1093

729
n3
f , (3.38d)

β4 =
8157455

16
+

621885

2
ζ3 −

88209

2
ζ4 − 288090ζ5

+

(
− 336460813

1944
− 4811164

81
ζ3 +

33935

6
ζ4 +

1358995

27
ζ5

)
nf

+

(
25960913

1944
+

698531

81
ζ3 −

10526

9
ζ4 −

381760

81
ζ5

)
n2
f

+

(
− 630559

5832
− 48722

243
ζ3 +

1618

27
ζ4 +

460

9
ζ5

)
n3
f

+

(
1205

2916
− 152

81
ζ3

)
n4
f , (3.38e)

where ζn is the Riemann zeta function.

The QCD values of β2 and β3 in the MOM (Landau gauge) and V RSs are collected in

Ref. [12, Sec. 3.2]. More generally, expressions for β0,1,2,3 appropriate to all interactions in

the Standard Model (including QCD) have recently been derived in the MS RS [107,108].

Direct relations between αs calculated in MS and results in various implementations of

the MOM RS, up to 3 loops, are provided in Refs. [63,109].

Comparisons between exact and approximate estimates of αs at orders up to β4

are provided in Fig. 3.2. The relative behavior of all curves and the similarity between

the solid cyan curve (iterative method at 5-loop) and the dashed magenta curve (3-

loop approximate solution using the Lambert function, Eq. (3.36)) suggests that the

approximation to αs provided by the latter should be favored over the β2,3,4 iterative
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Figure 3.2: The QCD coupling αs(Q
2) computed perturbatively at different loop orders.

The exact solutions used Eq. (3.32), valid at β0 (1-loop), and Eq. (3.34), valid up to β1 (2-
loop), and are shown by the dashed black and solid green lines, respectively. The approximate
solution from Eq. (3.36) for β2 (3-loop) is shown by the magenta dashed line. The solid black,
red, blue and cyan lines use the iterative method, Eq. (3.37), at orders β1, β2, β3 (4-loop) and
β4 (5-loop), respectively. We use nf = 3 and Λs = 0.34 GeV for the iterative method and
0.13GeV or 0.48GeV for the others (see legend) in order for the calculations to match near
the Z0 mass squared M2

Z , the conventional scale at which the coupling UV value is usually
computed (arrow). The MS scheme is used for the β2 and β3 computations.

results. It is also worth noting that the different estimation methods require distinct

values of Λs in order to reach agreement at Q2 = M2
Z . Thus, in addition to being RS

dependent, the value of Λs also depends on the method used for its computation within

a given scheme. This emphasizes again that Λs is not an observable.

Once the βi are determined to the desired order, Λs remains the only unknown

parameter in Eq. (3.37). Since that formula is a monotonic function of Q2 then, at any

value of Q2 on the perturbative domain within which it is valid, one can use Eq. (3.37)

to unambiguously determine the value of αs(Q
2) from either its value at a given scale,

chosen by convention, often Q2 = M2
Z, or from the value of Λs. Thus the perturbative

result for αs is completely determined by the value of a given observable at one particular

scale. As noted above, this provides a stringent test on the internal consistency of QCD:
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RS/eff. charge MS MS MOM V or R g1 τ
Λs (GeV) 0.34 0.30 0.62 0.48 0.92 1.10

Table 3.1: Approximate values of Λs for commonly used renormalization schemes, determined
in the momentum range where nf = 3.

results obtained from two distinct observables at different scales can be compared by

evolving each to a common scale using Eq. (3.37). Modern comparisons [5, Sec. 9.4]

establish the universality of the perturbative running coupling and thereby the RGE,

Eq. (3.6), and the BRST symmetry of QCD, at least perturbatively.

3.4 Λs: the QCD scale parameter

The renormalization group invariant mass-scale Λs originally appears as an integration

constant – see Eq. (2.2). It controls the rate at which αs(Q
2) evolves with changes in Q2

on any domain within which perturbation theory is valid. On the other hand, Λs also

marks the scale whereat αs → ∞ and perturbation theory has certainly failed. In the

absence of quark current-masses, Λs is the only scale present in pQCD and this explains

why it is called the “(p)QCD scale parameter”.

3.4.1 Λs as the evolution rate parameter

As revealed by Eqs. (3.32), (3.37), Λs determines the pace at which the perturbative

running coupling evolves: in any pQCD expression, a larger value of Λs places the

Landau pole at a larger value of Q2; consequently, the coupling appears to fall more

quickly with increasing Q2 on any domain upon which the original expression is valid.

However, this rate is not necessarily physical because αs need not be an observable.

In fact, past 2-loop order in pQCD, the value of Λs becomes RS-dependent, therefore

arbitrary, with some RSs implying faster evolution than others.

The determination of Λs (or αs at some conventional scale) demands either an actual

measurement or nonperturbative calculations. Since the measurement is interpreted

using a pQCD series, which depends on the RS, the value of Λs thereby obtained is RS-

dependent. The same is true if Λs is extracted from a nonperturbative LGT calculation

since the latter is matched in the UV to a perturbative quantity expressed in a specific

RS. Table 3.1 provides examples of values for commonly used RSs.

The relation between different Λs values is obtained at first order by taking the ratio
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of Eq. (3.31) expressed in the two RSs. If one works at leading- or next-to-leading-order

in the coupling, then α′
s = αs – see Eq. (2.3); hence, Λ′

s = Λs. More generally, one

considers the 2-loop order expression for Λs, Eq. (3.35), and exploits the fact that Λs is

scale-independent [44], to derive the following all-orders result:

Λ′
s = Λse

2πv2
β0 , (3.39)

with v2 the (scale independent) leading-order difference between the couplings in the

two RSs – see Eq. (2.3). For instance, the MS and MOM scale parameters are related

by

ΛMOM = ΛMSe
507−nf 40

792−nf 32/3 , (3.40)

yielding, for nf = 3, ΛMOM = 1.817ΛMS.

We close this subsection by mentioning that one could define Λs so that it is RS-

independent [110]; or, once a RS is chosen, relate Λs to a physical scale – more on the

latter possibility below.

3.4.2 Λs as the confinement scale

The Landau pole designates the divergence of the perturbative expression of αs(Q
2),

Eq. (3.37), which occurs at Q2 = Λ2
s. The existence of Landau poles was first recognized

in QED [111, 112]. However, its occurs at Λ ∼ 1030−40 GeV, well above the Planck

scale [113]; thus, is of no practical concern because new physics would have emerged

before that scale is reached, rendering standard QED irrelevant.

As noted above, the divergence is an unphysical feature of the perturbative treat-

ment of quantum gauge field theories. It signals the breakdown of all perturbative

approximants that use series in αs, at Q2-values well above Λ2
s, viz. all observables and

the β-function, but not the individual βn terms, which are obtained via an expansion in

ℏ. Indeed, if the pole were genuine, its location on the positive real axis of the complex

Q2-plane would produce imaginary mass particles, viz. tachyons. Therefore, the exis-

tence of the pole need not have any relationship with quark confinement; there is no

proof that it does [45, Sec.3.1.2] and numerous reasons to judge otherwise. Nevertheless,

Λs is often referred to as the “confinement scale”, simply because it defines a scale that

is well below that for which pQCD fails. The fact that Λs suggests a scale at which αs

becomes large; thus, where the effective charge may become sufficient to spur a confine-

ment mechanism, is all that may be understood: there is no known mathematical or
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physical connection between Λs and confinement.

Furthermore, confinement is a physical phenomenon, whereas the value of Λs is

conventional: it depends on the arbitrary choice of RS (Table 3.1); on the order at which

the β-series, Eq. (3.6), is truncated; and, at more than 2-loop, on the approximation

used to solve Eq. (3.6). This limitation understood, one can still explicitly and precisely

relate, within a particular theoretical framework, Λs to a physical scale, such as that

characterizing the hadron mass spectrum, as done, e.g., using continuum [36] and LGT

[21] Schwinger function methods or HLFQCD [114].

3.5 Quark thresholds

Hitherto, we have neglected quark current masses in discussing the pQCD running cou-

pling. In fact, the mass-dependent terms [115] that would be present in Eqs. (3.4) or

(3.5) do have a negligible effect. Nevertheless, even if these terms are omitted, the Higgs-

generated quark current masses still have an indirect impact on the Q2-dependence of

the effective charge because they force one to distinguish between different numbers of

quark flavors: the βn in Eqs. (3.38) change with nf .

It is typically assumed that a quark of flavor f becomes “active”, i.e., begins to

play a role in physical processes, once the momenta involved in the reaction exceed its

mass threshold: Q2 ≫ m2
f . This loose condition is implemented such that αs(Q

2) varies

smoothly across a quark threshold, instead of generating the discrete steps depicted in

Fig. 3.3. Consequently, Λs comes to be dependent on nf . The condition α
nf−1
s (m2

q) =

α
nf
s (m2

q) imposes, at leading order and for the perturbative domain:

Λ
nf
s = Λ

nf−1
s

(
Λ

nf−1
s

mq

)2/(33−2nf )

. (3.41)

The formula at β1 is provided in Ref. [116]; that at β2 in [117]; and at β3 in Ref. [105].

Other smoothing procedures exist where, e.g., Λs(nf ) remains analytic [21,118].

3.6 Determinations of αs at short distances

We now discuss the methods available to access αs and list the determinations that

have become available in the past quinquennium. Earlier estimations are discussed

elsewhere [12].
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Figure 3.3: The running of αs(Q
2) at 1-loop (β0) for nf = 5 (blue line), with Λ

nf=5
s set

so that αs(M
2
Z) matches the phenomenologically determined coupling (Q2 location shown by

the arrow). The black line shows the effect on Eq. (3.38a) of suddenly enabling new flavors.
The result of the threshold smoothing perturbative procedure is shown by the red line for

which Λ
nf=2
s was adjusted so that αs(M

2
Z) matches the phenomenological coupling. (Figure

from [12])

The standard global compilation of αs(M
2
Z) determinations is provided by the PDG

[5, Eq. (9.25)]:

αs(M
2
Z) = 0.1179 ± 0.0009 (MS RS). (3.42)

The criteria applied in choosing the results to be included in the global average in-

clude, inter alia, that αs is extracted from perturbative approximants expressed at least

to NNLO, i.e., α3
s. Discussions of the high precision phenomenological extraction of

αs(M
2
Z) can be found in the αs-2019 workshop proceedings [20]. A compilation of LGT

estimations of αs(M
2
Z) is provided in [21].

The current range over which QCD’s effective charge has been measured is 2×10−2 <

Q2/GeV2 < 4×106 – see, e.g., Refs. [5, Fig. 9.4], [119]. Notably, however, it is commonly

judged that only data on Q2 ≳ 4 GeV2 can safely be evolved with pQCD equations.

Above this scale, the breadth of range offers a basic test of pQCD and the Standard

Model via the running of the coupling, Eq. (3.37).
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The coupling αs can be extracted experimentally, from measurements involving

hadronic reactions [5, Fig. 9.4]; determined numerically via LGT computations

[5, Sec. 9.4.7]; calculated using continuum Schwinger function methods [36]; and esti-

mated using nonperturbative modeling of the strong force, e.g., using AdS/QCD [120].

In all cases, a renormalization scheme must be chosen: the MS scheme is widely used.

As already explained, it is critical to know the value of αs in the UV (or equivalently,

Λs, with the caveat pointed out in footnote 1) at the sub-percent level so that αs is not a

dominant source of uncertainty in precision QCD studies and searches for physics beyond

the Standard Model. It is therefore important to identify observables and techniques

that enable accurate extraction and good control and estimation of uncertainties.

There are three classes of uncertainties that contribute to the extraction of αs from

experimental data: (A) experimental uncertainty; (B) effects of the pQCD series trun-

cation; and (C) nonperturbative contributions, which may not be well-known. The last

two also significantly affect systematic calculations of αs.

Series truncation. Regarding (B), the uncertainty on the series truncation is often

estimated by varying the renormalization scale, µ, typically between µ/2 and 2µ. This

is an arbitrary procedure. Alternatives exist, e.g., schemes that optimize perturbative

approximants and thus the accuracy of αs extracted from the corresponding observables.

One such approach is the principle of maximum conformality (PMC) [52, 121–125]. It

extends the Brodsky-Lepage-Mackenzie (BLM) procedure [126] where optimal pertur-

bative predictions are obtained by summing all β-terms into the running coupling. The

concept, generalized to the nonperturbative domain, will be discussed in Sec. 4.3.

Another approach designed to optimize perturbative series is the definition, proposed

in Ref. [53], of a strong coupling, α̂s, which has its β-function explicitly RS invariant.

The RS dependence of α̂s itself is captured by a single parameter C (C-scheme). Vari-

ations of C are equivalent to changing the value of Λs, i.e., to choices of RS. Therefore,

in contrast to the standard definition, where the higher orders of βi, Eqs. (3.38), and the

αs series, e.g., Eq. (3.37), are scheme-dependent, their expressions are universal in the

C-scheme, with their numerical values depending only on C. Perturbative series in term

of α̂s are then optimized by an appropriate choice of C. Compared with the BLM/PMC

procedure, the main difference is that the perturbative series is optimized via scheme

dependence rather than optimizing the renormalization scale.
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Figure 3.4: Evolution (1985-2021) of the average world data for αs(M
2
Z), as determined by

the PDG. The current result is αs(M
2
Z) = 0.1179± 0.0009 (MS RS) [5, Eq. (9.25)].

Evolution of the determinations of αs(M
2
Z). Progress in the determinations of

αs(M
2
Z), per the PDG [5], can be seen in Fig. 3.4. The significant improvement after

1989 owes to the appearance of CERN’s LEP (e+e− collisions) and DESY’s HERA

(e+/−p collisions) facilities, as well as theoretical developments including, inter alia,

the availability of NNLO perturbative series, which enable the extraction of αs to the

few % level (cf. NLO determinations typically yield 10% accuracy). The next jump, in

the mid-2000, owes to improvements in LGT determinations, which now dominate the

global averages. Notice, however, that the assessment of the global uncertainty does not

necessarily decrease with time because new precision measurements may be in tension

with a previous global average or as systematic uncertainties are re-estimated, becoming

larger than initially assessed. This is what happened for the 2015 global average after

the uncertainties on LGT results were judged to be larger than previously estimated. A

short history of the determination of αs is provided elsewhere [18].

We now discuss some methods used to precisely access αs.
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3.6.1 Deep Inelastic Scattering and global PDF fits

Deep inelastic scattering (DIS) is the elementary process of lepton–quark scattering,

ℓq → ℓ′q′. DIS data allow access to αs via violations of Bjorken scaling [127,128], viz. the

near scale-independence at large Q2 of nucleon inclusive structure functions, F2(x,Q
2),

g1(x,Q
2) and F3(x,Q

2), where x = Q2/2Mν is the Bjorken scaling variable and ν is the

energy transferred from the lepton to the quark. Moments (x-weighted integrals of these

structure functions) can also be employed [12], including using Bernstein polynomials

to weight the integrand over the measured domain, which ameliorates complications

encountered at low and large x [129–135].

Scaling violations arise at LO from gluon emission by the struck quark (gluon

bremsstrahlung), pair creation from the emitted gluon, and photon–gluon fusion. Other

processes start contributing at NLO: quark self-energy and quark–photon vertex cor-

rections – see Fig. 2.1. The resulting Q2-dependence is formalized by the Dokshitzer–

Gribov–Lipatov–Altarelli–Parisi (DGLAP) equations [136–139].

The extraction of αs is based on fits of one or several structure functions using the

DGLAP formalism and parameterizations of the nonperturbative quark and gluon x-

distributions (PDFs: parton distribution functions).6 The PDFs contain some of the

free parameters of the global fit because αs cannot be reliably extracted from structure

functions – or, more generally, any physical process that depends on PDFs – without

simultaneously fitting the PDFs themselves [140]. The advantage of global fits including

several observables is that they maximize statistics and partially average out systematic

uncertainties since they are largely uncorrelated. The caveat is that it is more compli-

cated than fitting individual observables, especially managing the correlated theoretical

uncertainties, which adds an additional source of systematic uncertainty.

In addition to DIS, jet production is another reaction providing αs in a similar way.

For instance, the rate for jets originating from the γ∗q → qg reaction is proportional to αs

since, in the UV, αs essentially gives the probability of gluon emission. Considering e+e−

collisions, the LO process is the two-jet event arising from e+e− → qq̄. Three-jet events

stem from e+e− → qq̄g since a “hard gluon” (a high-energy gluon radiated at sufficiently

large angle from its emitter) must hadronize, generating an additional jet. This occurs

at a rate approximately αs lower than two-jets. Thus, αs may be drawn directly from

6Structure function moments that are involved in sum rules constitute an exception. In sum rules,
the PDFs are integrated into measured quantities, thereby removing the need for model-dependent
inputs. An example is discussed in Sec. 4.3
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the ratio of two to three jet event rates. Three-jet events (one hard gluon emission)

are thus a good observable for obtaining αs. The mechanisms of gluon jet production

are the same as those underlying the DGLAP formalism, viz. gluon bremsstrahlung and

photon–gluon fusion.

An advantage of fitting jet data is that the Q2-dependence of αs is directly and

independently determined – see, e.g., Ref. [141]. A caveat is the ambiguity associated

with defining jets. The most common definitions employ the Durham [142] or Cambridge

[143] algorithms. Both use a parameter ycut that establishes whether the emission is

energetic enough to be a jet.

Beside inclusive and jet production cross sections, other processes for precision mea-

surements of αs in ep collision are event-shape – see Sec. 3.6.2, jet-substructure observ-

ables, and heavy flavor production cross-sections. Crucial experimental developments in

the past quinquennium are significantly increased high-precision data from the full LHC

Run-1 and availability of the final H1 jet DIS data from ep collision at HERA-II [144].

Of equal importance is the theoretical advance in determining the approximants of the

involved observables to NNLO (i.e., α3
s, which enables global fits to be performed at this

order [145]. Thanks to these developments, state-of-the-art global fits now include, in

addition the traditional DIS and jet production data, hadron collider data. The latter

often dominate the determinations of the PDFs and αs.

The kinematic domain whereupon a pQCD DGLAP analysis can be applied is cho-

sen such that: (A) higher-twist (HT) corrections7 are negligible or small enough to be

reliably modelled by the introduction of phenomenological 1/Qn terms; (B) there are

no noticeable contributions from nucleon resonances, whose structure would also add

nonperturbative contributions, not described by 1/Qn terms; and (C) low-x resumma-

tion effects are avoided. The data are usually restricted to kinematics with at least

Q2 > 1 GeV2 and invariant mass W > 1.7 GeV. For jet analysis, beside the Q2 crite-

rion, the mean transverse momentum, pT , of the two highest energy jets must also be

large, normally pT > 10 GeV, an order of magnitude above the typical mass of the cre-

ated hadrons. This criterion is strongly correlated with the ycut requirement mentioned

above.

An existing caveat on the method is that part of the high statistics data resides at

relatively low Q2, where nonperturbative corrections add a significant uncertainty. This

issue is expected to become less important following collection of future DIS data at,

71/Qn corrections arising from multiparton processes and therefore involving poorly known non-
perturbative multiparton-distributions.
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e.g., EIC [146] and other future facilities [147–149]. Such data will enable an increase in

the minimum Q2 over which the fits are performed.

A major uncertainty in the extraction of αs from DIS is the selection of PDF pa-

rameterization functions, which are typically chosen at a practitioner’s discretion and

without reference to Standard Model constraints [150–154]. The gluon PDF, g(x,Q2),

is particularly challenging because DIS is only indirectly sensitive to this distribution.

Such uncertainty leads to parameter degeneracy when one attempts to simultaneously

constrain both αs and g(x,Q2). In the global assessment of αs from DIS literature [5,23],

the dominant uncertainty when combining DIS and global PDF fits comes from system-

atic differences in fits to the same data.

Several DIS determinations of αs have become available in the past quinquennium.

CTEQ-Jefferson Lab CJ15. This global fit [155] features lower than typical Q2 and

W cuts in order to achieve higher x coverage. It also includes neutron data from

deuterium. Consequently, kinematical and dynamical HT corrections and nuclear

corrections are considered. The kinematic range of the data selected for the fit is

Q2 > 1.7 GeV2 and W > 1.7 GeV. The fit yields αs(M
2
Z) = 0.1183 ± 0.0002 (NLO

– α2
s, and MS).

ABMP16. This fit [156], which supersedes earlier analyses by the same group, is ob-

tained from a global NNLO fit of DIS, Drell-Yan reactions, and hadro-production

of single-top and top-quark pairs. It yields αs(M
2
Z) = 0.1147± 0008 (NNLO, MS),

or αs(M
2
Z) = 0.1191 ± 0.0011 at NLO [157]. The selection of the kinematic ranges

over which the fit is performed depends on the process type, but they may be

characterized as Q2 > 1 GeV2, x < 0.75, W > 1.8 GeV, pT > 20 GeV. The fit

includes estimates of HT corrections.

H1PDF2017. This determination of αs(Q
2) and PDFs is obtained by fitting structure

functions and jet cross-sections using neutral-current DIS data from HERA H1. It

yields [141] αs(M
2
Z) = 0.1147±0.0025 (NNLO, MS). The scale uncertainty largely

dominates the error, while the PDF model dependence is reported to be small. The

evolution of αs(Q
2) was determined over the range 7 ≲ Q/GeV ≲ 90 and agrees

with the pQCD expectation. The selected data range depends on the observable

and may be identified with Q2 > 10 GeV2, 0.003 < x < 0.5, pT > 4.5 GeV.

NNPDF. This collaboration updated its global PDF determinations, with NNPDF4.1

[158] replacing NNPDF3.1 [159]. Whilst αs is fixed in NNPDF4.1, it was a fit
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parameter in arriving at NNPDF3.1. That fit included LHC data in addition

to DIS, with the former dominating the result. The analysis yields [158, 159]

αs(M
2
Z) = 0.1185 ± 0.0005(exp)±0.0001(method)±0.0011(th) (NNLO, MS). The

uncertainties are dominated by theory (th), which stems mostly from truncation

of the perturbative series of the various observable approximants.

CTEQ-TEA The most recent fits from this collaboration are available in Ref. [160,

CT18]. CT18 produces αs(M
2
Z) = 0.1164 ± 0.0026 (NNLO, MS). The fit includes

fixed target lepton-p DIS, Tevatron pp̄, HERA ep, and LHC pp data.

MSHT20 This global fit to data from DIS and other hard processes yields [161] αs(M
2
Z) =

0.1174 ± 0.0013 (NNLO, MS).

The average of these results is αs(M
2
Z) = 0.1174 ± 0.0007, which is consistent with the

PDG value αs(M
2
Z) = 0.1179 ± 0.0009 (MS RS) [5, Eq. (9.25)]. It is worth remarking

here that Ref. [155, CJ15] reports an uncertainty on its αs(M
2
Z) result that is 5-times

smaller than any other determination. This is not explained therein but may indicate

an incomplete accounting of the fit’s error budget.

3.6.2 Decay widths and event shapes in e+e− annihilation

Beside e+e− jet rate ratios, decay widths are other inclusive observables that permit

access to αs(M
2
Z). At LO, the colliding e+e− pair annihilates into a virtual photon or a

Z0. Their decay rate into a qq̄ pair depends on αs, mostly through gluon bremsstrahlung

on the q-q̄ lines. Available observables at the Z0-pole are the Z0 and W± hadronic decay

widths Γhad
Z and Γhad

W , respectively – see Ref. [162] for a recent review; the RZ ratio of

Γhad
Z over the leptonic decay width; the ratio of the hadron production to lepton pair-

production rates; and hadronic and leptonic cross-sections.8 All these observables are

sensitive to αs through ΓZ which is dominated by hadronic decay.

As mentioned, Γhad
Z depends on αs, mostly through gluon bremsstrahlung, but at

NLO, quark self-energy corrections arise. The pQCD corrections are typically computed

at NNLO and are available to N3LO for RZ and Rτ [163, 164]. (Rτ is the τ -lepton

analogue of RZ .) In addition to Γhad
Z , extraction of αs from Γhad

W and the branching

ratio Bhad
W have reached N3LO and NNLO, respectively. Their analysis from both e+e−

and hadron collision data yields αs(M
2
Z) = 0.117 ± 0.0042 [165], with the error largely

dominated by the experimental data uncertainty. An update of the associated analysis,

8The leptonic cross-section contains Γhad
Z and is thus dependent on αs.
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which accounts for theoretical and experimental progress, yields αs(M
2
Z) = 0.1203 ±

0.0028 [166]. Another global fit, performed at N3LO and next-to-next-to-leading logs9

(NNLL), using the data on two- and three-jet rates from e+e− collisions at LEP and

PETRA, results in αs(M
2
Z) = 0.11881± 0.00063(exp)±0.00116(th) [167] (N3LO, NNLL,

MS). Finally, Ref. [168] recently developed the use of moments of the Rcc̄ ratio for the

hadronic e+e− → cc̄ + X cross-section to extract αs(M
2
Z), obtaining 0.1168 ± 0.0019

(NLO). Here the average is ᾱs(M
2
Z) = 0.1181 ± 0.0013.

One can also extract αs from event shape observables [169–171], particularly, the

thrust, T , C-parameter, total and wide jet broadenings, BT and BW , heavy jet mass

MH , two-to-three jet transition parameter y23, jet cone energy fraction, oblateness, O,

and energy-energy correlations EEC. Their approximants are known to NNLO and can

be resummed to at least NNLL accuracy.

To explain how these observables are sensitive to αs, we use the most familiar, i.e.,

event shape:

T = max

[∑
i |pi · n|∑
i |pi|

]
, (3.43)

where pi are the momenta of produced particles or jets, and n is the unit vector along

the thrust axis, defined as the direction maximizing T . In the infinite energy limit of

back-to-back produced qq̄, T → 1. At finite energy, this distribution leaks to lower

values of T owing to gluon emissions from the quark lines. Therefore, the shape of

the T distribution away from T = 1 allows access to αs. Likewise, other event shape

observables are also extremized in back-to-back qq̄ production in the Born limit.

Emissions of gluons transform the singular distribution into something measurable

and directly sensitive (i.e., at LO) to αs. Compared to the inclusive quantities previously

discussed, event shape variables are more sensitive to nonperturbative QCD corrections

[172]. They arise from the hadronization of the q, q̄ or hard gluons and are especially

important in the case of back-to-back events, when T → 1.

Ref. [173] performed a global analysis of EEC in e+e− collisions from LEP, PEP,

PETRA, SLC and TRISTAN [174–185], with nonperturbative hadronization corrections

treated by Monte Carlo simulation. It yields αs(M
2
Z) = 0.11750±0.00287 (NNLO+NNLL,

MS), with the uncertainty on the renormalization scale largely dominating the to-

tal error. The T and C-parameter data from e−e+ collisions at LEP, PEP, PETRA

9Soft and collinear resummations are necessary for an event shape observable, y, because of the
enhancement in its approximant’s perturbative series of each αn

s term by factors (ln y)m, wherem ≤ n+1
and m = n + 1 is the leading log. These factors are important for small y values. They degrade the
convergence of the pQCD fixed order αs series thereby reducing their kinematical range of applicability.
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and TRISTAN have also been studied, with the result [186] αs(M
2
Z) = 0.12911 ±

0.00177(exp)±0.0123(scale) (NNLO with N3LO estimate, at least NNLL, MS). An al-

ternate analysis, performed with an analytic model rather than treating the hadroniza-

tion corrections by Monte Carlo methods, yields αs(M
2
Z) = 0.121±0.001

0.003 (NNLL+NNLO,

MS) [187]. Ref. [188] used an updated global electroweak fit to analyze three hadronic

Z-decay observables from LEP data [189]. Keeping only αs as a free parameter, assign-

ing all other standard model parameters to their otherwise determined values, yields

αs(M
2
Z) = 0.1194 ± 0.0029. The four results listed in this paragraph produce ᾱs(M

2
Z) =

0.1218 ± 0.0032, which exceeds the PDG value, Eq. (3.42), by 1.3σ.

With the accuracy now reaching NNLO, or even N3LO and NNLL, the dominant

uncertainty is often the variation of the renormalization scale, µ. The standard proce-

dure, which varies it between µ/2 and 2µ to assess truncation uncertainty, is arbitrary

and the large uncertainty that ensues, unnecessary: as mentioned in Sec. 3.6, methods

exist which eliminate the scheme and renormalization scale ambiguities of perturbative

calculations, e.g., BLM/PMC [52]. The thrust, T , measured in e−e+ colliders by the

ALEPH (LEP), AMY (TRISTAN), DELPHI (LEP), HRS (PEP), JADE (PETRA), L3

(LEP), MARKII (PEP-II), OPAL (LEP), SLD (SLC), and TASSO (PETRA) experi-

ments was analyzed using the PMC [190–193]. The analysis, which shows that µ is not a

fixed constant in processes like e+e− → jets, but depends in detail on T , yields a running

of αs(Q
2) over 4 ≤ Q/GeV ≤ 16 that agrees well with that obtained at NNLO from the

world average and a value αs(M
2
Z) = 0.1185± 0.0012 (NNLO). A similar analysis of the

C-parameter yields αs(M
2
Z) = 0.1193+0.0021

−0.019 (NNLO).

3.6.3 Hadron collisions

Until recently, determinations of αs from hadron collisions were limited to NLO, but

several NNLO analyses are now available, e.g., that of tt̄ production [194]. The CMS

collaboration at LHC has provided several extractions of αs from the inclusive cross sec-

tion for top-quark pair tt [195] (αs(M
2
Z) = 0.1185+0.0063

−0.0042, NNLO) and inclusive production

cross sections for W± and Z0 (αs(M
2
Z) = 0.1175+0.0025

−0.0028, NNLO) [196]. A simultaneous ex-

traction of αs and the top quark mass using tt̄ cross-section measurement from the CMS

2016 data provided αs(M
2
Z) = 0.1135+0.0021

−0.0017 (NLO) [197]. A similar analysis, using both

ATLAS and CMS data and performed to NNLO, yields αs(M
2
Z) = 0.1159+0.0013

−0.0014 (NNLO)

[198]. CMS also analyzed inclusive jet cross-sections [199] (αs(M
2
Z) = 0.1164±0.0060

0.0043,

NLO) and dijet cross-sections [200] (αs(M
2
Z) = 0.1199 ± 0.0015(exp)+0.0031

−0.0020(th), NLO).

An analysis following a CMS method developed to extract αs from the cross-section for
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tt̄ production, including both LHC (CMS+ATLAS) and Tevatron data, yields αs(M
2
Z) =

0.1177+0.0034
−0.0036 (NNLO+NNLL). The analysis of the low pT (< 30 GeV) data for the Drell-

Yan produced Z0 at CMS yields [201] αs(M
2
Z) = 0.1185+0.0014

−0.0015 (N3LO+N3LL). Several

PDF global fits were tested with the result showing modest sensitivity.

The LHC ATLAS collaboration has determined αs from transverse energy-energy

correlations in multi-jet events [202] (αs(M
2
Z) = 0.1162 ± 0.0011(exp)+0.0084

−0.0070(th), NLO)

and their associated asymmetries (αs(M
2
Z) = 0.1196±0.0013(exp)+0.0075

−0.0045(th), NLO). The

collaboration also used the measurement of the multi-jet cross-section ratio to extract

[203] αs(M
2
Z) = 0.1127+0.0063

−0.0027 (NLO).

A global analysis of inclusive jet cross-section data from CMS and STAR (pp col-

lision), CDF and D0 (pp̄ collision), and H1 and ZEUS (ep collision), is provided in

Ref. [204]. It resulted in αs(M
2
Z) = 0.1192 ± 0.0012(exp)+0.0061

−0.0041(th), (NLO). The anal-

ysis studied but excluded the ATLAS pp collision data as they significantly worsen the

χ2 of the global fit.

An analysis of the LHC inclusive cross-sections for Z0 and W± production yields

[205] αs(M
2
Z) = 0.1188+0.0019

−0.0013 (NNLO). The impact of the corresponding Tevatron data

was studied, and four different PDF fits were used, viz. CT14 [206], HERAPDF2.0 [144],

MMHT14 [207], and NNPDF3.0 [159], with the conclusion that MMHT14 provides the

most robust extraction. Namely, MMHT14-based cross-sections are most sensitive to

the underlying value of αs(M
2
Z), the accord between individual and combined αs(M

2
Z)

extractions is best amongst the sets, and the inferred values of αs(M
2
Z) are most stable

to changes in data sets and uncertainties. That there is a preferred PDF fit underlines

the correlation between the extraction of αs and determination of PDFs and exemplifies

the general conclusion, reached in Ref. [140], that using pre-determined PDFs biases

the αs extraction.

All values in this subsection are consistent within mutual uncertainties; hence, can

be averaged to obtain ᾱs(M
2
Z) = 0.1173 ± 0.0011, which is consistent with the PDG

average, Eq. (3.42).

3.6.4 τ-decay

The hadronic branching ratio in τ -decays:

Rτ,h =
Γ[τ → ντhadrons]

Γ[τ → ντe−ν̄e]
, (3.44)
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provides the most precise experimental determination of αs, but there are accuracy issues

which are still debated [162]. This ratio provides access to αs in a manner similar to

that via W± (and Z0) decay widths because the τ decays are mediated by emission of

a virtual W−.

The LO pQCD correction to Rτ,h, which enables access to αs [208,209], is substantial,

viz. ∼20%. It offers a good handle on αs; but, since the latter is extracted at the relatively

low scale of Mandelstam s = M2
τ = 3.16 GeV2, nonperturbative effects and higher-order

pQCD terms, complicate the extraction. This caveat is partly compensated by a factor

of ∼ 9 diminution of the absolute uncertainty on αs when evolved from M2
τ to M2

Z .10 The

reduction affects all low Q2 determinations of αs(Q
2) because its uncertainty, δαs(Q

2),

becomes δαs(M
2
Z) = (α2

s(M
2
Z)/α2

s(Q
2))δαs(Q

2) at the scale M2
Z [12, 18, 22]. This enhances

the impact of data at Q2 ≪M2
Z that can be used to determine αs(M

2
Z).

An important difference between the extraction of αs from Z0 or W± decay widths

and that from Rτ,h comes from the ντ emitted during the τ decay. It allows the W− to

span the full range of kinematically allowed momenta. This makes Rτ,h an integral from

s = 0 to s = M2
τ over the spectral function, i.e., the imaginary part of Π(s), the quark

current correlator polarization function:

Rτ,h = 12πSEW (Mτ ,MZ)

∫ M2
τ

0

ds

M2
τ

(
1− s

M2
τ

)2([
1−2s/M2

τ

]
ImΠT (s)+ImΠL(s)

)
, (3.45)

with SEW = 1.01907±0.0003 accounting for electroweak radiative corrections and L and

T being, respectively, the longitudinal and transverse angular momentum directions in

the produced hadron rest frame. In principle, the lowest s values over which the integral

runs forbid the pQCD treatment needed to extract αs; but the analyticity of Rτ,h allows

one to rewrite it as a contour integral along |s| = M2
τ , whereupon pQCD is applicable.

The resulting pQCD approximant is, in MS [163]:

Rτ,h = NC |Vud|2 SEW (Mτ ,MZ)
[
1 + A1 + 1.63982A2 + 6.37101A3

+ 49.07570A4 + O(A5) + δNP

]
, (3.46)

where |Vud| = 0.97373± 0.00031 [5] is the relative probability that a down quark decays

10For the central value, Ref. [4] devised a simple approximation, accurate to within 0.2% compared

to the β4 evolution, to convert αs(M
2
τ ) to αs(M

2
Z): α

nf=5
s (M2

Z) ≈ 0.1180 + 0.125
(
α
nf=3
s (M2

τ )− 0.314
)
.
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into an up quark, δNP ≃ −0.006, and An=1,2,... contain the contour integrals:

An =
1

2πi

∮
|s|=M2

τ

ds

s

(
αs(s)

π

)n(
1 − 2

s

M2
τ

+ 2
s3

M6
τ

− 2
s4

M8
τ

)
. (3.47)

At LO, they only depend on αs.

When expanding any An into a pQCD series, it is necessary to resum the unknown

higher order contributions because of the slow convergence of the series. Mainly, two

perturbative schemes have been used. The first is “fixed order perturbation theory”

(FOPT), a development in αs(M
2
τ ) with, as usual in standard pQCD series, the renor-

malization scale kept fixed. The second scheme is “contour-improved perturbation the-

ory” (CIPT), where the series is estimated by evolving the integrand using the RGE

for the behavior of αs(s) along the contour s = M2
τ e

iϕ. Namely, the renormalization

scale varies along the contour, resumming the running of αs. This scheme yields αs(M
2
τ )

results that are systematically higher by ∼ 5% compared to FOPT and the question of

which scheme is accurate has long been debated [210]. The difference arises from the

unknown resummed higher orders, estimated differently in FOPT and CIPT. Specifi-

cally, the difference is mainly due to a sensitivity to the first IR renormalon, associated

with the gluon condensate [211]. Given this, other approaches are explored, such as the

Borel sum Principal Value (PV) truncation method [212] or the renormalization-group-

summed (RGS) expansion [213], which uses a RG-improved FOPT expansion, where,

in contrast to CIPT, the implemented RG-invariance is amenable to analytical analysis.

Alternatively, a new renormalon-free scheme for the gluon condensate was recently de-

veloped [214,215]. Thus, it strongly suppresses the difference between FOPT and CIPT,

with the remaining difference being attributed mainly to missing higher orders.

Although the issue of which resummation method is most accurate is not yet set-

tled, it has been shown [56,216–218] that the CIPT analysis, possesses ambiguities that

cannot be computed using standard renormalon calculus. FOPT does not have this

problem; hence, perhaps, should be preferred. Since a common practice is to average

the extractions from FOPT and CIPT, with the difference, interpreted as the uncer-

tainty, dominating the total error on αs(M
2
τ ), then finding that FOPT is more accurate

would be a crucial progress.

Aside from this question, the different extractions of αs(M
2
τ ) continue to be actively

debated because of the increasing importance given to isolating the nonperturbative

effects in Π(s) [219, 220]. They are small at s = M2
τ , being suppressed as 1/M6

τ [221,

222] and could be neglected in the past, but the progress in accuracy and order of
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the extraction (now reaching N3LO [163]) requires careful control of nonperturbative

contributions, including resonance effects (so-called “quark-hadron duality violations”

[223]) that are not described by the OPE power corrections.

Among the recent analyses extracting αs from τ decay is a comprehensive study

using ALEPH (LEP) data performed in Ref. [219], using both FOPT and CIPT. It

yields αs(M
2
τ ) = 0.328 ± 0.013 (N3LO, nf = 3), i.e., αs(M

2
Z) = 0.1197 ± 0.0015 (N3LO,

nf = 5) where the uncertainty is dominated by the truncation of the approximant and

just covers the difference in αs(M
2
τ ) from FOPT and CIPT.

The analysis method of Ref. [219] was applied to the ALEPH τ -decay vector and

axial-vector data using FOPT, CIPT and Borel sum PV truncation [212]. The FOPT

and PV results are close to each other and average to αs(M
2
τ ) = 0.3116±0.0073 (N3LO,

nf = 3), or αs(M
2
Z) = 0.1176± 0.0010 (N3LO, nf = 5). The CIPT result remains higher

than for FOPT and PV. This supports the FOPT and agrees with the conclusion of the

Ref. [216].

Another recent analysis studied the ALEPH, OPAL (LEP) and BABAR (SLAC)

e+e− data [224] and also concluded that FOPT should be favored. It yields αs(M
2
τ ) =

0.3077 ± 0.0075 (FOPT, N3LO, nf = 3), or αs(M
2
Z) = 0.1171 ± 0.0010 (FOPT N3LO,

nf = 5).

These results are mutually consistent and average to ᾱs(M
2
Z) = 0.1181 ± 0.0007, in

line with the PDG average, Eq. (3.42).

Hadronic R-ratio. The R ratio for e+e− → hadrons can be used as an alternate

to τ -decay. Although the procedure for extracting αs(s) from R(s) is similar to that

of τ -decay, viz. using spectral functions, the extraction from R(s) is less sensitive to

nonperturbative effects than the τ -decay case. Ref. [225] uses R(s) obtained by com-

bining the world data on electroproduction cross-sections [226]. The s range over which

αs is obtained is dominated by high statistic M2
τ ≤ s < 4 GeV data and provides

the running of αs(s) over this range. The combined data evolved to M2
Z then yield

αs(M
2
Z) = 0.1158 ± 0.0022 (FOPT) or αs(M

2
Z) = 0.1166 ± 0.0025 (CIPT). The total

uncertainty is relatively large and dominated by that of experiment. The difference be-

tween the FOPT and CIPT results is lower than in the τ -decay case, partly owing to a

higher average s, but perhaps also because the R(s) perturbative series converges faster

than in the τ -decay case.
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3.6.5 Numerical simulations of lattice QCD

A basic introduction to LGT and how it is used to determine αs in the UV and IR is given

elsewhere [12]. The compilation from the flavor lattice averaging group (FLAG) [227]

has become, together with the PDG review [5], a standard reference on our knowledge

of αs in the UV. The FLAG review is updated every two years and provides, inter

alia, a comprehensive summary of LGT determinations of αs(M
2
Z) and Λs. Other recent

reviews are Ref. [228], which focuses on a pedagogical discussion of LGT methods, and

Ref. [229], which provides an alternative to the FLAG and PDG assessments of the

world’s LGT calculations.

LGT currently reports the most precise determination of αs(M
2
Z), with the FLAG

global LGT average quoted at better than 0.7%: αs(M
2
Z) = 0.1182 ± 0.0008 (2021 aver-

age, LGT only). It is worth recording that uncertainties were typically underestimated

and not well controlled in earlier LGT determinations – see, e.g., the year 2015 jump

in Fig. 3.4. Today, on the other hand, such issues are said to be better managed and

results from different groups generally agree.

LGT calculation technique. LGT is based on a path (functional) integral formalism

[230,231], which determines the transition probability from an initial to a final state by

summing over all possible connecting space-time trajectories. Each path is exponentially

weighted by its corresponding classical action; hence, the trajectories of largest action

are strongly suppressed in comparison with that corresponding to the path of least

action, i.e., the classical trajectory, in an expression of the Fermat/Maupertuis least

action principle. The action-weighted suppression, but not elimination, of non-classical

trajectories allows for quantum processes, and thus, e.g., the running of αs.

The complexity of functional integrals demands that, for realistic theories in four

dimensional spacetime, the integration is performed numerically. Today, the approach

is usually formulated in Euclidean spacetime [232], with the continuum quantum field

theory reformulated on a lattice of discrete points in four dimensions and the integrals

over values of the field variables at the lattice sites (matter fields) or the interstices (gauge

fields) evaluated using Monte Carlo methods – see, e.g., Ref. [233]. A given configuration

of field variable values is weighted by a factor exp(−SE), where SE is the Euclidean action

evaluated at the field configuration. Again, the “classical” configuration is favored, but

all possible configurations may contribute at some (exponentially damped) level. A

desired correlation function is computed using the collection of field configurations, each

weighted according to the associated value exp(−SE); and the statistical precision is
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given by the square-root of the number of configurations used to estimate the integral.

General considerations. Typically, LGT accesses αs in much the same way as ex-

periments, i.e., a UV-dominated physics quantity (not necessarily an observable, in this

case) is selected and the LGT computed result is then matched to its pQCD approx-

imant. Although LGT is a nonperturbative technique, αs from LGT still acquires a

RS-dependence and other convention-dependences through the matching procedure. A

phenomenological input, e.g., a hadron mass or a meson decay constant, is required for

LGT to convert its result from a value expressed in units of the lattice spacing, a, into

physical units. That the LGT-computed UV quantity need not be an observable can

be exploited by selecting matrix elements that are most efficiently computed using the

LGT framework. Usefully, the quantity can be computed at several Q2 values, thereby

enabling a check on the Q2-evolution of αs. This is not always possible in experiment,

where the Q2 may be set, e.g., to Mτ for αs extracted from τ -decay.

Naturally, any LGT determination of αs encounters the usual difficulties and limi-

tations of the lattice method and also some additional challenges, which are specific to

the αs case. We list a few of the issues here.

• For a variety of reasons, including the ensuing need to invert huge matrices, using

dynamical fermions – unquenching the computation – complicates the LGT for-

mulation of the problem and increases computation time [234–237]. Nevertheless,

it is crucial for true QCD simulations.

• With light dynamical quarks, LGT encounters a critical slow-down problem, whose

severity grows as 1/[a2m2
π], with mπ the pion mass in the simulation.

• To sidestep critical slow-down, simulations use current-quark masses that produce

larger than physical values of mπ. Chiral effective field theories are then used to

develop extrapolations to the physical pion mass [238].

• A reliable computation of αs must use L/a ≫ µ/Λs, where L4 is the lattice

volume. However, available computational resources limit both the lattice spacing

and volume in a given simulation; so the condition cannot be met with available

resources. This issue is typically addressed using a finite-size scaling method.

• While local operators are conveniently computed with LGT methods, it is difficult

to simulate non-local operators, e.g., those providing structure functions, because

the calculation of a single path involves all lattice sites. In contrast, for local
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actions and operators, the only sites involved are those used to update the path and

the sites’ neighbors, i.e., just 9 operations for four-dimensional lattices. Another

difficulty is that PDFs reside in Minkowski space, a domain for which standard

Euclidean LGT is ill-suited. Within the scope of this perspective, these difficulties

limit the type of quantities LGT can compute to extract αs. For instance, the

Bjorken integral, Γp−n
1 (Q2) in Eq. (4.2), cannot readily be computed, despite being

especially well-suited for extraction of αs. The development of procedures which

may circumvent these difficulties is currently being actively pursued [239].

Notwithstanding these and kindred issues, advances in computer technology and sim-

ulation algorithms are today reported to have reduced the attendant uncertainties to

a level whereat they no longer dominate the overall error in a LGT determination of

αs(M
2
Z). That burden is now said to be borne by the truncation error on the pQCD

series for the quantity to which the LGT result is matched. At this level, the inclusion

of QED effects – long neglected in LGT – may begin to become important [240].

Diverse LGT subjects. Just as with experimental observables, there are many quan-

tities upon which one might focus in order to use LGT to obtain αs(M
2
Z). Considering a

range of “reliability” factors – Ref. [21, Sec. 9.2.1], FLAG chooses to include results from

the following four methods in their LGT average [5,21]: step-scaling methods (αs(M
2
Z) =

0.11848 ± 0.00081) [241–257]; small Wilson loops (αs(M
2
Z) = 0.11871 ± 0.00128) [258–

270]; heavy-quark current two-point functions (αs(M
2
Z) = 0.11818 ± 0.00156 [268, 271–

277]; and heavy-quark potential at short distances (αs(M
2
Z) = 0.11660 ± 0.00160)

[265, 267, 278–297]. Other possibilities, such as different QCD vertices [64, 298–318],

Dirac operator [319], or Vacuum polarization [320–324], have been explored, but exist-

ing studies do not meet all FLAG’s conditions.

Global LGT averages. Combining the listed results, FLAG reports the following

LGT average:

αs(M
2
Z) = 0.1184 ± 0.0008 . (3.48)

For comparison, another compilation reports [229]:

αs(M
2
Z) = 0.11803+0.00047

−0.00068 . (3.49)
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nf 0 2 3 4 5

Λ
(nf ) LGT
s (GeV) 0.261(15) 0.330(+21

−63) 0.339(12) 0.297(12) 0.214(10)

Table 3.2: Average values of Λs in the MS RS for different number of flavor nf , as determined
from the FLAG 2021 compilation [21].

Notably, both results are reported with uncertainties less than the PDG average. This

explains why, when LGT results are excluded by the PDG, they obtain

αs(M
2
Z) = 0.1176 ± 0.0010 (3.50)

which may be compared with their overall average in Eq. (3.42).

The current FLAG results for αs(M
2
Z) translate into the values of Λs recorded in

Table 3.2.

3.6.6 Continuum and Lattice Schwinger Function Methods

As we shall discuss in Sec. 4.6.4, there is an approach to analyzing QCD’s Schwinger

functions, viz. the combination of pinch technique (PT) [28–32] and background field

method (BFM) [33,34], which enables one to rigorously define a unique effective charge,

α̂(Q2), from a modified gluon vacuum polarization, in direct analogy with the Gell-

Mann–Low coupling in QED [27]. This effective charge is [35, 36]: process-independent

(PI); bounded, smooth and monotonically decreasing on Q2 > 0; and equivalent, in the

UV, to that deduced from the ghost-gluon vertex [64,310,325] and sometimes called the

“Taylor coupling,” αT [314,315].

The connection between α̂(Q2) and αT(Q2) elevates the importance of information

about the QCD running coupling obtained from the Taylor coupling. This charge has

long been a focus of attention and has recently been computed using a combination

of continuum and LGT methods [318], employing field configurations built with three

flavors of domain wall fermions and a physical pion mass. Expressing the results in the

MS RS, one finds Λ
nf=2+1
s = (0.320 ± 0.014) GeV and

αs(M
2
Z) = 0.1172 ± 0.0011 , (3.51)

in good agreement with other cited estimates and averages. Having drawn this con-

nection, it becomes possible to deliver parameter-free predictions for hadron properties

using the PI charge, α̂(Q2) – see, e.g., Refs. [151,154,326–329].
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3.6.7 Gauge-gravity duality

The scale Λs has been estimated [114, 330] using the Holographic Light-Front QCD

(HLFQCD) approach [120]. HLFQCD, a nonperturbative method based on a presumed

gauge-gravity duality [50], employs a semiclassical potential to account for the gluon

interaction. This makes HLFQCD applicable only in the IR and at the interface between

IR and UV. Therefore, we postpone the detailed description of HLFQCD to Section 4.5.

Here, we will only outline how Λs is determined within HLFQCD and how it relates to

hadron masses.

One considers the strong force coupling, αg1(Q
2), defined following the effective

charge prescription of Grunberg [331–333] with the g1 scheme. It can be calculated in

the UV with the usual techniques to obtain the running coupling or by using the known

relation between αpQCD
s (Q2) and αg1(Q

2), determined via commensurate scale relations

(CSRs) [334]. In the IR, on the other hand, it can be computed using HLFQCD – see

Sec. 4.5.2. We denote the resulting coupling αHLF
g1

(Q2). The Q2 evolution of αHLF
g1

(Q2)

is controlled by a hadronic scale, e.g., the ρ meson mass, Mρ, or the proton mass, Mp,

calculated in the model and referred to experiment.

Above Q2 ≃ 1 GeV2, HLFQCD ceases to be applicable because its semiclassical

potential does not, by definition, include the short distance quantum effects that are

responsible for the running of the perturbative αs(Q
2). Hence, HLFQCD cannot predict

the coupling in the UV.11 Nevertheless, the applicability domains of HLFQCD and pQCD

seem to overlap on 1 ≲ Q2 ≲ 2 GeV2 [336]. Supposing they do, then one can match

αHLF
g1

to the pQCD coupling αpQCD
g1

. Approximating the matching to occur at a single

point, Q0, one may require:

αHLF
g1

(Q0) = αpQCD
g1

(Q0) ,

dαHLF
g1

(Q)

dQ
|Q=Q0 =

dαpQCD
g1

(Q)

dQ
|Q=Q0 . (3.52)

Defined thus, the scale Q0 represents the interface between the nonperturbative and

perturbative domains, with, e.g., DGLAP and ERBL [337–339] evolution becoming valid

upon the latter. Clearly, validity conditions for the method are A) Λs ≪ Q0 and B)

small HT effect in the approximant of the observable that defines αg1 , viz Γp−n
1 , Eq. (4.2).

The smaller the HT, the less stringent condition A becomes. The smallness of HT for

11This statement applies to HLFQCD, a bottom-up approach. Ref. [335] provides a top-down
discussion, sketching how the QCD β-function might emerge from string theory’s worldsheet.
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Γp−n
1 is expected from various calculations and was verified experimentally [340–342].

The supposed existence of an overlap domain, whereupon both HLFQCD and pQCD

descriptions of the strong force are valid, is supported a posteriori by the availability of a

solution to Eqs. (3.52) and successful HLFQCD predictions of other nonperturbative ob-

servables using the same IR-UV matching as described here. The solution to Eqs. (3.52)

provides the value of Q0 and an algebraic relation between Λs and Mρ [114], e.g., at LO:

Λs =
Mρe

−a

√
a

, (3.53)

with a = 4
[
(ln2(2)+β0/4+1)1/2− ln(2)

]
/β0 ≃ 0.55 for nf = 3, yielding Λ

(3)
s ≈ 0.603 GeV

at LO. At 5-loop, Λs is RS-dependent and the evaluation of αpQCD
s is most readily

completed numerically. In the MS RS, this yields Λ
(3)HLF

MS
= 0.339 ± 0.019 GeV [330]

or αHLF
s (M2

z ) = 0.1190 ± 0.0006 (N3LO, MS). These values are consistent with world

averages [5, 21,229].

Conversely, one can use a given determination of ΛMS and the relations between

hadron masses obtained in HLFQCD [343] to analytically determine the hadron mass

spectrum, with Λs as the sole input [114].

Similar to the above method providing αHLF
s (M2

Z), HLFQCD has been used to com-

pute PDFs and GPDs characterizing the nonperturbative structure of hadrons in the

UV [344–347]. In this approach, the PDFs and GPDs are calculated at the IR-UV

interface and then DGLAP-evolved to a perturbative scale, typically Q2 = 5 GeV2,

whereat results from global fits to data are available. The HLFQCD predictions agree

well with the phenomenologically extracted PDFs and GPDs. It is unclear whether this

is a feature or flaw of HLFQCD, however, because those phenomenological fits are not

systematically consistent with QCD endpoint (x ≃ 0, 1) constraints, e.g., in the case of

the pion [344,347].

3.6.8 Future prospects in precision determination of αs(M
2
Z)

Our knowledge of αs(M
2
Z) will continue to improve as new data becomes available, from

existing and anticipated facilities, pQCD theory is developed further, and progress is

made with nonperturbative methods for strong QCD.

Collection of data on observables directly relevant to αs is continuing at LHC and

RHIC (both pp and heavy-ion colliders) and has started at the upgraded JLab (11 GeV

electron beam on fixed targets). New facilities relevant to αs(M
2
Z) extractions, and either
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approved for construction or anticipated, include:

EIC Variable e+ p center-of-mass energies from 20-100 GeV and high electron-nucleon

luminosity (L = 1033-1034 cm−2s−1) [348, 349]. For example, one expects that the

Bjorken sum Γp−n
1 (Q2) measured at the EIC will enable extraction of αs with a

precision better than 2% [350].

EicC Variable e+p center-of-mass energies from 15-20 GeV and L = 2−3×1033cm−2s−1

[148,351]

Improvements from experimental data will also come with upgrades at existing fa-

cilities, including the various proposals for LHC luminosity [352] and fixed target pro-

grams [353–357], and a possible 22 GeV upgrade of the accelerator at JLab [358]. A study

similar to that carried out for the EIC [350] shows that Γp−n
1 data from the upgraded

JLab and EIC can reach a precision ∆αs/αs ≃ 0.6% [358].

On the theory front, observables whose approximants are presently only known up

to NLO can be computed to higher orders. That will not only provide additional con-

straints but also further test the universality of αs, thereby constraining the search for

physics beyond the standard model. Methods are also becoming available or being re-

fined to minimize systematics, such as that associated with setting the renormalization

scale (e.g., the PMC – see Sec. 3.6), solving the FOPT/CIPT issue in τ -decay observ-

ables – Sec. 3.6.4, or understanding/computing/measuring power corrections and other

nonperturbative contributions. All this will allow for phenomenological determinations

of αs below the % level.

However, it may nevertheless be impossible to reach an accuracy on par with that

of the other fundamental couplings, such as ∆GN/GN ≃ 10−5, ∆GF/GF ≃ 10−8 and

∆α/α ≃10−10. That would demand knowledge of clean observables at least to N6LO

(and leading log equivalent, as necessary), including interference from electroweak effects;

and construction and operation of e+e− colliders – the reaction offering the cleanest

observables – with luminosities many orders-of-magnitude greater than achieved at LEP.

On the other hand, reaching the h level is a challenging but achievable goal. In order to

achieve such success, one may expect that, as with the current sub-% goal, continuum

and LGT Schwinger function methods and, possibly, other nonperturbative approaches

to QCD, such as AdS/QCD – Sec. 3.6.7, may need to play a leading role.
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Chapter 4

Long distance behaviour of αs

4.1 Importance of αs in the nonperturbative domain,

difficulties and progress

Perturbative methods have been central to establishing QCD as the primary candidate

for a (possibly effective) theory of strong nuclear interactions; and pQCD continues to

be actively studied and developed as increasingly accurate pQCD predictions are needed

for high-energy physics – see, e.g., Refs. [2,3]. Yet, Nature is largely dominated by low-

energy/IR aspects of QCD. For instance, the Higgs mechanism of mass generation is

directly responsible for only ≃ 1% of the visible mass in the Universe, with the remaining

99% emerging as a consequence of IR dynamics in QCD [6–11]. QCD’s emergent hadron

mass (EHM) is tightly linked with the infrared behavior of αs, as may be seen in a

variety of ways [35,38–40,114]. Another crucial phenomenon, critically connected to the

magnitude of αs in the IR, is dynamical chiral symmetry breaking (DCSB) [40]. This was

realized even before the advent of QCD, following studies based on a nonrenormalizable

four-fermion interaction [359], and translated into the QCD context following Refs. [360,

361]. Viewed from the continuum perspective, precise knowledge of αs at IR momenta

is a prerequisite for any reliable calculation of hadron properties. Illustrative examples

abound [6–12,362–364].

Evaluation of αs in the IR, which we will call αIR
s , requires a sound nonperturbative

treatment of QCD. This is evident, for instance, in Eq. (3.37), i.e., the pQCD prediction

that αpQCD
s (Q2) → ∞ as Q2 → Λ2

s – see Sec. 3.4.2. This is internally inconsistent

because αpQCD
s (Q2) ≫ 1 conflicts with the use of a perturbative expansion in αpQCD

s to

compute the β-series, Eq. (3.6). It is also unphysical because observables, like elastic and
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transition form factors and structure functions, have been measured on Q2 domains that

cover the pQCD Landau pole region: no divergences, discontinuities, or other unusual

behaviors have been found. Thus, the αpQCD
s (Q2) divergence is merely an artifact of

perturbation theory whose appearance signals that all perturbative approximants to

any given quantity become invalid at some Q2 > Λ2
s.

Naturally, the internal inconsistency of perturbation theory and, a fortiori, the un-

physical divergence in αpQCD
s (Q2) cannot be cured by computing the coupling to higher

orders. In fact, higher orders will eventually make the problems worse because pQCD

approximants are all examples of asymptotic series (Poincaré expansions) [365]. Writing

such an approximant for a measurable quantity in the form ON(αs) ∼
∑N

n=0 anα
n
s , then

the sequence of associated partial sums begins to depart from the true result for N > Nα,

where the value of Nα may be estimated from the condition αs aNα+1 = O(aNα). Adding

terms with N > Nα leads to partial sums that rapidly proceed to diverge. (Additional

discussion can be found elsewhere [366].) To illustrate, consider Q2 ≃ Q2
0 = 1 GeV2,

i.e., in a neighbourhood of the UV-IR transition; then, αpQCD,MS
s (Q2)/π ≃ 0.2 and the

asymptotic character of pQCD series begins to become apparent at order N∼4LO. Differ-

ent RSs can delay or hasten the onset of this problem, but it cannot be avoided because

one may always express a running coupling computed in one RS to that obtained us-

ing another via a power series in the latter coupling, as discussed in connection with

Eq. (2.3). On the other hand, if QCD is truly a theory with a connection to strong in-

teractions in Nature, then including nonperturbative effects must eliminate the Landau

pole [12, 35,367] because Nature does not exhibit such a defect.

As will be detailed below, studying αs is much more challenging in the IR than in the

UV. This is not because nonperturbative calculations are necessarily more difficult than

those using perturbation theory; the impediments are rather of a different character.

Namely, at this stage in the development of QCD theory, there is no single agreed

prescription for defining and calculating an IR completion of QCD’s running coupling.

Further, prima facie, it is possible that more than one coupling may be needed to

fully characterize strong QCD. Notwithstanding these issues, it is crucial to deliver a

nonperturbative solution of QCD, and calculating αIR
s is a key piece in that puzzle.

Indeed, with a single αs known at all spacelike momenta, one would have in hand that

quantity which describes the strength of QCD’s interaction at all momentum scales [368],

thereby completing a big step toward an economical and fundamental description of low-

energy hadronic phenomena.

There are many additional, complementary reasons for determining the IR behavior
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of αs. For instance, given that some definitions of αs involve ratios of field and vertex

renormalization constants – see, e.g., Eqs. (3.26), (3.27), then knowing αIR
s can deliver

insights into the long-wavelength properties of (dressed) gluons and quarks, and even

ghosts, if the formulation involves them. Of course, their UV properties are well known,

but emergent, nonperturbative phenomena are expected to vastly modify the nature of

QCD’s parton fields in the IR. Hence, any sound understanding of a nonperturbative

extension of αs into the IR will deliver information on the quasiparticle degrees-of-

freedom that replace partons in descriptions of low-energy phenomena.

In contrast to studies at UV momenta, no one approach to the calculation of αIR
s

has yet acquired the status of “preferred”. This is largely because a nonperturbative

solution of QCD is still being sought; and in this hunt, many complementary approaches

currently seem viable. Indeed, using an amalgam of methods might be the only way to

solve QCD. Hereafter, we will describe a number of widely used approaches to the study

of αIR
s .

As noted previously [12], there is currently no consensus on what might be called the

“correct” scheme for the calculation of αIR
s . Furthermore, some may not even consider

that αIR
s is universal because there are four individual UV-divergent interaction vertices

in the perturbative treatment of QCD. So, there could be up-to four distinct couplings

at infrared (IR) momenta; and when considering n ≥ 3 point functions, one has an

uncountable infinity of choices for the momentum with which the coupling runs. In

our view, such considerations are spurious because if QCD is a theory, then BRST

symmetry will be preserved nonperturbatively; hence, a unique IR completion of αs

exists. As we subsequently elucidate, this position is supported by developments in the

past quinquennium.

Today, definitions and determinations of αIR
s are available that ensure its universality

and deliver consistent results. A universal PI charge, α̂(Q2), has been defined [35] using

continuum Schwinger function methods (CSMs) [362–364] and recently computed using

a combination of continuum and LGT inputs [36]. For reasons that are understood both

mathematically and phenomenologically, the prediction for α̂(Q2) is pointwise almost

identical to αg1(Q
2), the experimental coupling [119,369, 370] derived from the Bjorken

sum rule [371,372] using the method of effective charges [331–333], and also practically

indistinguishable from the effective charge, αHLF
g1

(Q2), obtained using HLFQCD [373].

A characterizing feature of all three charges is that they “freeze” in the IR, saturating

to a value αs(Q
2 = 0) ≈ π, i.e., the couplings become Q2-independent at IR momenta

and express a Q2 = 0 fixed point, something which was long ago conjectured – see, e.g.,
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Refs. [84, 374, 375]. The Q2 = 0 value of the coupling now becomes “critical” in the

sense that it must be large enough to ensure DCSB. Allowing for self-reinforcement via

the gluon-quark vertex, αs(Q
2 = 0) ≈ π is sufficient [40].

The universal (PI) feature of α̂, the consistency between effective charge measure-

ments and CSM and HLFQCD predictions, and the fact that αg1 , α
HLF
g1

, α̂ have all been

used to make sensible predictions for key low-energy hadron observables1 form three pil-

lars in a compelling argument that supports the existence of a canonical QCD coupling.

This coupling not only describes the strength of QCD’s interaction at all momentum

scales but also serves as the basis for predictions of a prodigious array of hadronic phe-

nomena. The past few years have also seen important progress toward an understanding

of the physical mechanism which underlies the IR behavior (running) of QCD’s effective

charge, viz. a deep understanding of how a Schwinger mechanism [388,389] in QCD leads

to the emergence of a gluon mass-scale [7, 8, 390,391].

4.2 αs and emergent phenomena

As we saw at the beginning of Ch. 3, in the UV context, the dressing of classical tree-

diagrams by short-distance quantum loops leads to the running of αs. This is only one

part of the picture, however. Infrared completions of αs may include additional phe-

nomena, including those which cannot be captured by any summation of a finite number

of diagrams, such as confinement, DCSB, EHM, etc. These inherently nonperturbative

phenomena are likely connected; even, perhaps, essentially indistinguishable in origin. It

follows that any discussion of αIR
s will probe into the very core of the most fundamental

questions in the Standard Model.

We have explained why the Landau pole is artificial and unphysical. As a con-

sequence, any suggestion that confinement – a physical phenomenon – owes to an IR

slavery stemming from the Landau pole is erroneous. Notwithstanding this, it is widely

held that αIR
s (Q2 ≃ 0) should be large (exceeding unity) in order for confinement to be

realized. Yet confinement scenarios exist which do not require a large coupling, e.g., the

supercritical binding model discussed in Ref. [46], which realizes a form of confinement

with αIR
s (Q2 ≃ 0) ≈ 0.4. Some other small-coupling confinement models are described

1For instance: the QCD scale Λs – Secs. 3.6.6, 3.6.7; hadron wave functions and spectra [376–384];
elastic and transition form factors [384, 385], polarized and unpolarized quark and gluon PDFs and
GPDs for different hadrons [328, 344, 345, 347]; leptonic decay constants of Nambu-Goldstone bosons
[379–383,386]; dressed-quark mass functions [6, Fig. 2.5], [40]; and a unified picture of the soft and hard
pomeron [387].
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elsewhere [12].

Given the almost certain connection between αIR
s and Standard Model emergent

phenomena, the following discussion will range over a variety of approaches to low-

energy strong-interaction observables. Much work has focused on pure gauge QCD,

largely because this eliminates Nambu-Goldstone bosons from the analysis. However,

the attendant simplifications, while useful for some forms of analysis, probably come

at too high a price because light-quark physics is at the heart of Nature: the proton,

absolutely stable owing to real-world confinement, is defined by its valence light-quark

content; hence, no discussion of proton stability can be conclusive in pure gauge QCD. In

our view, despite the complications they bring, it is better to include light quarks from

the outset, especially if the method pretends to an explanation of hadron observables.

One may readily highlight the manifold character of the approaches being used in the

pursuit of αIR
s by listing just some of the scales employed to characterize nonperturbative

effects. For instance, as we have already often noted, Λs is a popular choice; it is also

reasonable, so long as proponents admit the caveat that, being RS-dependent, it is not an

objective quantity. Other examples include the mass of a given hadron, with the proton

being a good choice because, since its stable, the proton mass-squared is a real number;

QCD string tension, σ; AdS/QCD scale, κ; chiral condensate; gluon mass-scale; and

Gribov horizon parameter. If wielding a unifying tool, then some or all of these scales

can be related. For instance, Eq. (3.53) provides a link between ΛMS and κ; Eq. (4.12)

connects σ and κ; and Ref. [41] argues that the gluon mass scale and Gribov horizon

parameter are identical. Additional discussions can be found elsewhere [6–12].

4.3 Effective charge method

4.3.1 Generalities

The effective charge scheme described by Grunberg [331–333] associates a QCD cou-

pling with the expansion of any given observable restricted to first order of a pertur-

bative expansion in αpQCD
s . Such an effective charge implicitly incorporates terms of

arbitrarily high order, n > 1, in the perturbative coupling, [αpQCD
s ]n, expressed in gluon

bremsstrahlung and gluon vertex corrections at the probe–quark vertex and also pair

creations, viz. all the contributions that lead to DGLAP evolution at n > 1. A related

prescription – in spirit – is the ’t Hooft scheme [368,392], which defines the coupling from

the QCD β-function truncated at 2 loops, Eq. (3.38). Like the 1-loop form, the result is
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RS-independent. However, this scheme does not eliminate the Landau pole, and [368]:

“the fake infrared problem – obviously limits the use of αs so defined, to sufficiently large

momentum scales.” Herein, therefore, we focus on the Grunberg prescription, which,

being defined by an observable, has no such problem.

We illustrate the Grunberg scheme with an example based on the Bjorken sum

rule [371,372], which connects the nucleon axial charge, gA, to the integral of the isovector

part of the nucleon spin structure function g1(x,Q
2):

Γp−n
1 (Q2) :=

∫ 1

0

dx
[
gp1(x,Q2) − gn1 (x,Q2)

] Λ2
s/Q

2≃0
=

gA
6
. (4.1)

where we have highlighted that this simple form is valid on Λ2
s/Q

2 ≃ 0. At any value

of Q2 outside this neighborhood, there are corrections, which lead to the pQCD series

[163,393–395]:

Γp−n
1 (Q2) =

gA
6

[
1 − αpQCD

s (Q2)

π
− 3.58

(
αpQCD
s (Q2)

π

)2

− 20.21

(
αpQCD
s (Q2)

π

)3

− 175.7

(
αpQCD
s (Q2)

π

)4

+ ∼ −893.38

(
αpQCD
s (Q2)

π

)5

+ O
((
αpQCD
s

)6)]
+
∑
n>1

µ2n(Q2)

Q2n−2
. (4.2)

Here, the series coefficients are calculated in the MS RS. The expression in the V-scheme

is also available up to
(
αpQCD
V

)4
[396]. The generalization of the Bjorken sum is derived

in the DGLAP framework and is thus a solid prediction of pQCD. HT corrections are

provided by the coefficients {µ2n(Q2)}. The Q2-dependence of the {µ2n} also arises

from pQCD radiative corrections. While the µ2n can be phenomenologically determined

– see Refs. [340–342], pQCD radiative corrections also make them dependent on αpQCD
s .

Consequently, the extraction of αpQCD
s from Eq. (4.2) is difficult on domains where HT

contributions are not negligible. Finally, since HT contributions are nonperturbative,

their computations is challenging [397]; and for the Bjorken sum, they are currently

only estimated with models [398–402]. All such issues are circumvented via the effective

charge definition.
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Implementing the Grunberg scheme, Eq. (4.2) is written

Γp−n
1 (Q2) =:

gA
6

(
1 − αg1(Q

2)

π

)
, (4.3a)

or, equivalently, αg1(Q
2) = π

(
1 − 6

gA
Γp−n
1 (Q2)

)
, (4.3b)

where the g1 subscript indicates the observable chosen for the effective charge.

With this definition of the coupling, both the short distance pQCD effects – those

within the bracket in Eq. (4.2) and the Q2-dependence of the {µ2n} terms, and the long

distance effects – the {µ2n/Q
2n} terms – are incorporated into αg1 . This is analogous

to the procedure that transforms the coupling constant in a classical Lagrangian into

a running effective coupling during the renormalization process – see Sec. 2, with the

additional feature that long distance effects are also folded into αs. It is their inclusion,

as well as other non-perturbative mechanisms that may be omitted in Eq. (4.2), which

suppresses the Landau pole – see Sec. 3.4.2). One may therefore interpret the effective

charge approach as a renormalization prescription, wherewith αs becomes an observable,

with all attendant features.

Although Grunberg’s prescription was initially intended only for the pQCD domain,

effective charges, when evaluated from measurements, naturally extend to cover the

nonperturbative domain. This feature will be our primary focus herein. (For a recent

use of effective charges in the UV, see the discussion of LGT calculations of αs(M
2
Z) [21,

Eq. (335)].) In addition to being defined in the IR, effective charges also have other

merits, e.g.: they acquire the RS-independence of every first order pQCD approximant

– see the discussion of Eq. (2.3); on the perturbative domain, they nonperturbatively

complete the pQCD series; and in being defined by an observable, they do not exhibit a

Landau pole.

A seeming disadvantage of effective charges is a loss of predictability; namely, since

such a charge is defined via one particular observable, then there are as many distinct

effective charges as there are physical processes. However, owing to the strengths of CSRs

[334], predictive power is preserved on the perturbative domain, at least, because a choice

of process is not qualitatively different from a choice of RS. Extension of CSRs to the IR

is nontrivial. One attempt is described in Ref. [334]; and Refs. [114, 330, 336] describe

a nonperturbative method that relates, one to another, different effective charges or

RS-dependent couplings.
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4.3.2 The effective charge αg1(Q
2)

The generalized Bjorken sum rule, Eq. (4.3), is especially well suited to defining an

effective charge for several reasons:

(i) The pQCD series for Γp−n
1 has no x-dependence and, compared to many other

observables, is easier to compute. It is currently known up N3LO with a N4LO

estimate [403] – see also Ref. [404].

(ii) Γp−n
1 is an isovector quantity; so some potential contributions, the ∆-resonances

and, at amplitude level, disconnected diagrams, are eliminated. This facilitates

calculations of Γp−n
1 , e.g., those of chiral effective field Theory [405] and LGT.

Moreover, Γp−n
1 is an x0-moment (local operator); hence, directly computable us-

ing LGT, as opposed to the structure functions themselves (nonlocal quantities).

Contemporary LGT analyses of gA report results with sub-percent precision [21,

Sec. 10.3.1].

(iii) gA is precisely measured from neutron β decay: gA = 1.2762(5) [5].

(iv) Γp−n
1 is measured over a wide Q2 domain: Q2/GeV2 ∈ [0.02, 10] [341,406–430].

(v) Robust sum rules allow extractions of αg1(Q
2) on domains not covered by mea-

surements: on Q2 ≃ 0 and the pQCD domain, αg1(Q
2) can be computed from

Gerasimov-Drell-Hearn (GDH) [431,432] and Bjorken [371,372] sum rules, respec-

tively, see Eqs. (4.4), (4.5), (4.8).

(vi) αg1 appears to be interpretable as a standard coupling, even in the nonperturbative

domain [433]. Moreover, crucially, αg1(Q
2) connects to several calculations of αs

in the IR, including those from CSMs and AdS/QCD, see below.

Given both that cross-sections are finite quantities andQ2 → 0 ⇒ x = Q2/(2MNν) →
0, where MN is the nucleon mass and ν is the energy transferred to this target, then the

support of the integrand in Eq. (4.1) must also vanish in this limit; namely,

lim
Q2→0

Γ1(Q
2) = 0 and αg1(0) = π . (4.4)

Furthermore, the GDH sum rule can be written as follows [102,434,435]:

8

Q2

∫ 1−

0

g1
(
x,Q2

)
dx −−−→

Q2→0

−κ2N
M2

N

, (4.5)
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where κN is the nucleon anomalous magnetic moment and 1− indicates that the elastic

contribution (x = 1) to the integral is excluded. Hence, Eqs. (4.3b), (4.5) entail:

αg1

(
Q2
) Q2/M2

N≃0
≈ π +

3π

4gA

(
κ2p
M2

p

− κ2n
M2

n

)
Q2 . (4.6)

Finally, the empirical facts Mp ≈ Mn and κp + κn ≲ 0 entail that, with increasing Q2,

αg1 (Q2) falls slowly away from its maximum value at Q2 = 0:

β(Q2) ∝ dαg1

dQ2

Q2/M2
N≃0

≈ 3π

4gA

(
κ2p
M2

p

− κ2n
M2

n

)
≲ 0 . (4.7)

Evidently, therefore, the Bjorken sum rule effective charge has an IR stable fixed point.

It is also worth noting that, on any domain for which pQCD is valid, the generalized

Bjorken sum rule, Eq. (4.2), together with the pQCD determination of αpQCD
s (Q2) yield,

in MS:

αg1(Q
2) = αpQCD

s (Q2) + 3.58
(αpQCD

s (Q2))2

π
+ 20.21

(αpQCD
s (Q2))3

π2
+

175.7
(αpQCD

s (Q2))4

π3
∼ −893.38

(αpQCD
s (Q2))5

π4
+ O

(
(αpQCD

s )6
)
. (4.8)

One may alternatively use the PMC (Sec. 3.6) to express αg1(Q
2) as a conformal

series, where the argument at order n evolves with a calculable PMC scale Q2
n. The

series is nearly independent of the choice of renormalization scale. The PMC, a rigorous

procedure which generalizes the BLM method [126], eliminates the occurrences of the

βn-terms in the series coefficients, evident in Eq. (3.37). By definition, these terms are

non-conformal and the origin of the renormalon divergence problem. The PMC is the

non-Abelian generalization of the standard Gell-Mann-Low method used for fixing the

renormalization scale in QED. It is thus consistent with the grand unification of QCD

and electroweak theory. It also satisfies the analytic condition that pQCD and QED

must match in the limit NC → 0 [96,98] – see also the discussion on page 22.

Using the PMC, perturbative approximants are expressed with different scales, Q2
n,

at each order, in contrast to the standard scale-setting with a single scale, Q2, for any

order. When using conventional scale setting, the renormalization scale is heuristically

estimated as the momentum transfer characterizing the process, with an arbitrary uncer-

tainty 0.5Q2−2Q2 assigned. In contrast, the PMC scales, Q2
n, correspond to the effective

virtuality in the processes contributing at order n. As in QED, the PMC renormalization
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scales only depend on the choice of renormalization scheme by a single universal factor.

For αg1 [436],

αg1(Q
2) = αpQCD

s (Q2
1) + 1.146

(αpQCD
s (Q2

2))
2

π
+ 0.144

(αpQCD
s (Q2

3))
3

π2
+

0.763
(αpQCD

s (Q2
4))

4

π3
+ O

(
(αpQCD

s )5
)
, (4.9)

where the series coefficients and PMC scales are computed at NNLO, for nf = 3 using

MS as the intermediate RS for αpQCD
s . The scale values are Q2

1 = 0.338Q2, Q2
2 = 0.047Q2

and Q2
3 = 1600Q2. The last scale is undetermined: it can be set to Q2

4 = Q2 or Q2
4 = Q2

3

with negligible differences. Residual β-dependences of the series in Eq. (4.9) are discussed

in Refs. [436–438]. Nevertheless, comparing Eqs. (4.8) and (4.9) reveals that the PMC

series has significantly better convergence properties and exhibits no obvious sign of a

renormalon divergence.

On the other hand, the low PMC scales, notably Q2
2 = 0.047Q2, restrict applicability

of the PMC series to higher values of Q2 than the MS series: in practice, one must take

Q2 > 2.2 GeV2, at least [436]. To address this issue, αg1 has been expressed using

the PMC with a single scale Q2
∗ and the V -scheme as intermediate renormalization

prescription for αpQCD
s [439]:

αg1(Q
2) = αpQCD,V

s (Q2
∗) + 3.15

(αpQCD,V
s (Q2

∗))
2

π
+ 20.46

(αpQCD,V
s (Q2

∗))
3

π2
+

51.36
(αpQCD,V

s (Q2
∗))

4

π3
+ O

(
(αpQCD,V

s )5
)
, (4.10)

with Q2
∗ = Q2e0.58+2.06αpQCD,V

s (Q2)−7.41(αpQCD,V
s (Q2))2 ≃ 1.8Q2. The expression for αpQCD,V

s

can be found elsewhere [12, Eq. (3.42)]. Plainly, the convergence of the series in Eq. (4.10)

is not as good as that in Eq. (4.9), but it is improved compared to Eq. (4.8) and can be

applied over a similar Q2 range.

The advantages of notes (iv), (v) on page 59 make αg1 known at any Q2, and note (vi)

indicates that it may be interpreted in terms of calculations and comparable therewith.

The Bjorken sum rule effective charge, extracted [119, 369, 370] from measurements of

Γp−n
1 (Q2) at the world’s accelerator facilities [341,406–430], is shown in Fig. 4.1.

To understand the meaning of αg1 , one needs to recall the origin of each term in

Eq. (4.2). On Λ2
s/Q

2 ≃ 0, g1(x,Q
2) represents the net polarization2 of quarks with

2That is the net number density in light-front longitudinal momentum-space of quarks with spin
pointing along the nucleon spin minus the net density of quarks with spin pointing oppositely.
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Figure 4.1: Effective charge αg1(Q)/π. The most recent extractions from data [119] are shown
by the filled blue circles and red stars. Their inner error bars give the statistical uncertainties
and the outer ones represent the quadratic sum of the systematic and statistical uncertainties.
The open symbols show earlier extractions [369, 370], with the error bars being the quadratic
sum of the systematic and statistical uncertainties. Recent theoretical predictions are also
shown: CSM [35, 36] (magenta curve and shaded band); and HLFQCD [373] (red line, using
κ = 0.534 GeV). The cyan band and associated dashed curve are computed using the Bjorken
and GDH sum rules, respectively.

light-front momentum fraction x, making clear the reason for the presence of gA in

Eq.(4.1). The spin-dependent part of the scattering amplitude stems from the matrix

elements of the axial current ψ̄τ⃗γµγ5ψ, where ψ is the nucleon state and τ⃗ are the isospin

Pauli matrices. By Noether’s theorem, the conserved axial current is associated with the

chiral symmetry ψ → eiϕ⃗·τ⃗γ
5
ψ. In an elastic reaction, the axial current generates gA(Q2),

the nucleon axial form factor, just like the electromagnetic current ψ̄γµψ generates the

nucleon electromagnetic form factors GE(Q2) and GM(Q2). A Fourier transform of

GE(Q2) gives the electric charge spatial distribution and likewise a Fourier transform

of gA(Q2) represents the nucleon spin spatial distributions, viz. the evolution from the

nucleon center to its boundary of the net valence-quark polarization [440]. Thus, gA is

the net valence-quark polarization, without spatial resolution, i.e., the spatial average,

which directly connects to the average valence-quark polarization in momentum-space,
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∫
g1dx.

Using MS, the leading-twist αpQCD
s -dependence originates from gluon bremsstrahlung

and gluon vertex correction at the probe-photon+struck-quark interaction vertex. HT

terms comprise kinematical and dynamical corrections. The former arise from the

nonzero nucleon mass, which provides a scale violating the UV conformality of QCD,

i.e., Bjorken scaling. The latter represent interactions, via one or several hard gluons, of

the struck quark with the rest of the nucleon made of two valence-quarks, sea quarks and

gluons (nearly-spectator partons). This part of the nucleon is nonperturbative; hence,

the {µ2n} express nonperturbative distributions. In this picture, some HT contributions

may implicitly be related to confinement forces [441, 442]. However, HT terms do not

include 3-nucleon coherent reactions (resonances).

With the origin of the terms in the generalized Bjorken sum rule thus explicated,

αg1(Q) can be interpreted. Short-distance quantum effects, such as vertex correction

and vacuum polarization, cause the running of αpQCD
s . In addition, the αg1 effective

charge includes gluon bremsstrahlung; gluon exchange between the incoming and out-

going active quark; and, at low-Q2, HT terms and resonance effects, not formalized by

the OPE and therefore not written in Eq. (4.2).

On the nonperturbative domain, where pQCD radiative corrections and HT have

merged, possibly for Q2 ≲ 0.6 GeV2 [114], the meaning of αg1(Q) is more specula-

tive [433]. If the contribution to Γp−n
1 from nucleon resonances dominates, the connec-

tion between αg1(Q) and the QCD coupling becomes unclear at low Q2 since in the

former case at least three color sources are involved, whilst a coupling is defined from a

two-body interaction; but if the contribution to Γp−n
1 of incoherent reactions dominates,

like at large Q2, αg1(Q) may, at least approximately, still be interpreted as a coupling.

Note (ii) on page 59 makes this plausible because the contribution from ∆ resonances,

which dominates for Γp
1 and Γn

1 separately, vanishes in Γp−n
1 [405]. The issue is then

whether this ensures that incoherent reactions dominate over the remaining resonances

in Γp−n
1 .

That it may be the case can be seen by comparing Γp
1 and Γn

1 to Γp−n
1 – see Fig. 4.2.

With decreasing Q2, the incoherent reaction contributions (DIS and, at low Q2,

nonresonant background) drop, as predicted by pQCD (grey bands in Fig. 4.2). On the

pQCD domain, Γp−n
1 is large because the incoherent reactions contribute to the proton

and neutron with opposite sign, owing to isospin symmetry and the fact that up and

down quarks contribute to the nucleon spin with opposite sign (the up quarks tending

to (anti)align with the proton(neutron) spin, whilst down quarks have the opposite
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Figure 4.2: Experimental data (symbols) and pQCD prediction at leading twist (grey bands) for the
first moment Γ1(Q

2). Top left: proton Γp
1 , Top right: neutron Γn

1 . Bottom: isovector part Γp−n
1 .

tendency – see Ref. [440, Table I]). In fact, Γp
1 and Γn

1 display opposite signs.

On the nonperturbative domain, down to ∼ 0.6 GeV2, the nonresonant contributions
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to Γp
1, Γn

1 and Γp−n
1 are still relatively large, with no sign of structure that would signal a

change of the mechanism driving their Q2-evolution and the importance of the resonance

contribution. Such structure appears for Γp
1 and Γn

1 for 0 ≤ Q2 ≤ 0.5 GeV2, with a

negative peak for Γn
1 centered around Q2 ≃ 0.2 GeV2 and a Γp

1 that becomes negative

and then turns-over presumably owing to the same negative resonance contribution as

for the neutron. Yet, Γp−n
1 continues to decrease smoothly, with no sign of this structure.

These observations suggest that resonances have similar effects on the proton and the

neutron, but cancel in their difference, as expected if the ∆ resonance is the main

mechanism driving the low Q2-evolution of Γp
1 and Γn

1 [405].

Below Q2 = 0.2 GeV2, the resonance contribution dominates in the individual Γp
1

and Γn
1. They are both negative and therefore partly cancel in Γp−n

1 . Consequently, the

nonresonant reactions may be the dominant contribution to Γp−n
1 at any Q2, with the

residual resonance effects further suppressed by global quark-hadron duality [443].

Neglecting any residual coherent (resonance) effects, αg1 can be interpreted as in the

largeQ2 domain, i.e., the usual coupling of an interaction between two force sources [444].

The first source is the struck quark and the second source is either undefined (quasi-

real gluon bremsstrahlung) or the residual hadronic structure for high and low Q2,

respectively. These observations highlight that the interaction need not be carried by

a single gluon, e.g., H-graphs (Ref. [9, Fig. 4]) are permitted; and that this does not

forbid the definition of a coupling because there is no requirement that it be associated

with single boson exchange. An explicit example is provided in Refs. [35, 36, 38–40], in

which the PI running coupling, owing to its derivation using the PT-BFM, cannot be

associated with single gluon exchange, if that exchange is viewed in the textbook sense.

In contrast, effective charges drawn from a coupling to more than two resolved

sources, thereby allowing for several vertices, or that involve coherence effects, may not

easily be interpreted as a force coupling.

All in all, αg1 is defined to follow, on the perturbative domain, the Gell-Mann Low

coupling prescription [27]. In the IR, it may still be argued to represent a force cou-

pling. The latter is a crucial and nontrivial property, which may be peculiar to αg1

as it largely filters out coherent scattering effects. At high Q2, αg1 acquires its Q2-

dependence from small distance quantum loops (vacuum polarization; quark self-energy;

vertex corrections), just like αpQCD
s , to which are added multi-gluon quasi-real emissions

and photon-quark vertex corrections. At lower Q2, but still upon a domain for which

pQCD is applicable, HT terms contribute. At the lowest Q2 values, incoherent reac-

tions still appear to dominate, perhaps involving the full panoply of nonperturbative
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gauge sector interactions. In the past quinquennium, the viability of this picture of

αg1 has received material support from its agreement with theoretical calculations using

definitions consistent with αg1 – see Fig. 4.1 and Secs. 4.5, 4.6.4.

4.4 αs and a confining linear potential

The idea of strings to describe hadronic structure emerged in the 1960s [445–449], fol-

lowing a suggestion that hadron mass spectra can be organized as sets of Regge trajec-

tories [450], viz. that the masses-squared depend linearly on both the principal quantum

number n (which gives the number of nodes possessed by a hadron wavefunction) and the

internal orbital angular momentum, L. Plainly, given that neither of these quantities is

Poincaré invariant, some caution ought to be used in going forward from here [451]. Nev-

ertheless, it was subsequently suggested that, for mesons, such behavior might indicate

that these states are constituted from two “constituent-like” quarks (QCD connection

unknown) interacting via a potential that grows linearly with their separation, r. Further

phenomenology yielded a nonrelativistic, static potential of the form:

V (r) = −CFαV (r)

r
+ σr, (4.11)

known as the Cornell potential [452–454]. Here, CF = 4/3 is a QCD color factor, σ ≈
(0.42 GeV)2 is the string tension parameter and αV (r) is the three-dimensional Fourier

transform to coordinate space of αs(Q
2) in the V RS.

The first term in Eq. (4.11) dominates at short distances and is a Coulomb-like

static potential attributed to perturbative one-gluon exchange. It affects the hadronic

wavefunctions and the fine structure of the hadron mass spectrum. Refs. [292, 294]

provide the expression of the perturbative static source+sink potential up to O(α3
s),

including logarithmic corrections and αV to 4-loop. The second term in Eq. (4.11) acts

like a string potential between the static source+sink pair. The string was historically

interpreted as stemming from gluons being condensed into a flux tube, although other

pictures have emerged that also generate a linear static potential at long distance, e.g.,

the harmonic oscillator LF potential discussed in Sec. 4.5, and the center vortices and

instantons seen in LGT studies [455–461].

This second term serves to produce confinement for the nonrelativistic constituent-

like quarks: in practice, it provides the basis for a useful phenomenology of heavy

quarkonium systems, QQ̄, with mQ ≫ Λs. It also determines the slopes and intercepts
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of the Regge trajectories. These can then be straightforwardly interpreted within the

model: L expresses how fast the QQ̄ rotates around the hadron center of mass. The

faster it orbits, the larger are L and the tension in the string that balances the centrifugal

force. This produces a larger hadron binding energy, i.e., a mass increase. Whether the

trajectory is linear or not depends on model details [462–464]. Nevertheless, something

like the widely-used Cornell potential is a feature of strong interactions between static

source+sink pairs and should be reproduced in any nonperturbative approach that aims

to describe such systems. It is seen in LGT studies of static source+sink pairs [465,466] –

as, too, is string breaking when dynamical fermions are introduced [467,468]; and Regge

trajectories are found in anti-de Sitter/conformal field theory (AdS/CFT) models of

high-energy fixed-angle scattering of glueballs [469]. In HLFQCD – see Sec. 4.5, one

obtains a prediction for σ [470]:

σAdS = 2κ2/π = (0.42 GeV)2, (4.12)

matching phenomenology-based expectations.

Working within a framework defined by Eq. (4.11), one can reach the position that

the hadron spectrum is sensitive to the long distance behavior of αs when that spectrum

is interpreted in terms of an effective charge. It has been long recognized that this

indicates that αV , taken from a potential defined without the confinement term, σr,

freezes in the IR; albeit, there was no agreement on the value of the IR-fixed point – see

Ref. [12] for an overview of different, early works on the subject.

Following Refs. [278–280], the static quark-quark potential has been employed exten-

sively by LGT practitioners to determine αV in the UV [265,267,281–297] – see Sec. 3.6.5.

Recent LGT determinations of V (r) up to ∼ 1 fm are available in Refs. [292,294,471].

Alternatively, one may include σr in the coupling, so that the potential becomes:

V (r) = −4

3

αV (r)

r
+ σr =: −4

3

αRich (r)

r
(4.13)

or, in momentum space:

V (|Q⃗|) =
1

(2π)3

∫
d3re−ir.QV (r) = − 2

3π3

αV

(
|Q⃗|2

)
Q2

− σ

π3|Q⃗|4
=: − 2

3π3

αRich(|Q⃗|2)
|Q⃗|2

,

(4.14)

where the subscript refers to Richardson, who first proposed this type of definition [472].

In the IR, V ∝ 1/|Q⃗|4; so, αRich diverges as 1/|Q⃗|2. One can understand why αRich does
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not freeze, despite the general argument that confinement suppresses, at hadronic scales,

the quantum effects causing αs to run [37,41,473]: in connection with static potentials,

such as σr, there are no well-defined finite, nonzero wavelengths. The wavelengths of the

force carriers, whatever they are, tend to infinity and static sources have zero wavelength.

Therefore, the long wavelength suppression mechanism [37,41,473], whereby αs freezes,

is obscured by the loss of an explanation of the potential in terms of (even dressed)

quanta. Regular IR behaviour can be obtained by introducing a gluon mass scale as, e.g.,

in Ref. [474], but this does not typically lead to improved phenomenological outcomes.

Little progress has been made with an effective charge based on Richardson-like ideas

in the past quinquennium; so, we refer to Ref. [12] for a fair discussion of the status of

this scheme.

4.5 Holographic Light-Front QCD

4.5.1 Background sketch

Holographic Light-Front QCD (HLFQCD) [120] is a nonperturbative approach to QCD

phenomena based on AdS/CFT and light-front (LF) quantization. The latter means

that canonical quantization is performed using light-front time, x+ ≡ x0 + x3, rather

than ordinary time x0 [475]. A general introduction to LF Hamiltonian QCD is given

in Ref. [476] and the LF computational rules are given in Ref. [338]. LF quantization

offers many advantages, some of which we now list.

(a) It is effectively Poincaré invariant and therefore free of pseudo-dynamical effects,

akin to inertial forces, in contrast to the standard canonical quantization based on

x0 [451].

(b) It is generally considered to lead to a trivial vacuum structure [451].

(c) LF wavefunctions have a clear and straightforward interpretation, which provides

for a rigorous derivation and interpretation of the parton model [476].

(d) It offers a systematic method for solving nonperturbative bound-state problems

[476].

Regarding note (d), we remark that LF quantization provides a rigorous formula-

tion of QCD with hadron structure described by a relativistic Schrödinger equation.

In principle, the components of the equation can be derived directly from the QCD
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Lagrangian. However, in practice, the confining potential term, U(ζ2), where ζ is the

transverse parton separation in LF coordinates, has only been analytically computed in

(1+1) dimensions [477]. In (3+1) dimensions, a first-principles computation of U(ζ2) has

thus far proved too difficult. One method, currently being explored, aims to capitalize

on the strengths of LGT [478]. Another approach follows the path of gauge-gravity du-

ality [50, 376, 377], which has proven fruitful for delivering nonperturbative information

about the QCD coupling.

Gauge-gravity, or AdS/CFT, duality posits that a classical gravitational theory in a

(d+1) dimensional space-time, slightly curved (or, in interaction language, a weakly cou-

pled gravitational theory) projects, on the boundary of the (d+ 1) space, into a strongly

coupled CFT in d dimensional flat Minkowski spacetime. One crucial application of

AdS/CFT duality is that it provides a method for the nonperturbative solution of some

QFTs. Such programs are classified via two categories. The top-down approach starts

with a superstring theory, whose background is chosen so that the desired properties

of the CFT are reproduced, in our context, e.g., some form of confinement for QCD.

The bottom-up approach starts with the CFT and determines the gravitational theory.

Once the dual theories are matched, weakly coupled gravitational calculations can be

performed to obtain strongly coupled gauge CFT results.

Herein, we will be concerned with the bottom-up method. Applied to QCD, it

yields an AdS/QCD correspondence, which stems from the duality between the group of

isometries of a 5-dimensional AdS spacetime and the SO(4, 2) conformal group that ap-

proximately describes QCD. In fact, the Lagrangian in Eq. (3.1), indicates that classical

chromodynamics is a CFT in the chiral (mq = 0) limit. Observation, however, reveals

that a ∼ 1 GeV scale emerges in QCD, which breaks the classical conformal invariance

and chiral symmetry. This scale can be expressed as, inter alia, the confinement scale,

Λs, a hadron (proton or ρ) mass, the chiral symmetry breaking scale, χB, the HLFQCD

scale κ, or the string tension σ.

In contrast, away from this emergent scale, the CFT character of QCD holds ap-

proximately. On M2
N/Q

2 ≃ 0, where short-distance quantum fluctuations and nonzero

hadron mass effects are immaterial, it manifests as Bjorken scaling [127, 128]. Within

the complementary domain, Q2/M2
N ≲ 1, the experimental or calculated behavior of αs

suggests that it freezes, asymptotically approaching an IR-fixed point at Q2 = 0. This,

together with AdS/CFT duality, offers a nonperturbative method for QCD calculations.

Classical gravitational calculations in 5-dimensional AdS-space, projected onto the

4-dimensional AdS-space boundary, which is identified with physical Minkowski space-
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time, may be linked with solutions of QCD equations in which quantum (and quark

mass) effects are absent. From this perspective, AdS/QCD provides a semiclassical ap-

proximation to QCD that incorporates many key aspects, among them the conformal

invariance of the chromodynamics Lagrangian. If QCD is quantized on the LF, then

AdS/QCD yields the HLFQCD approach [376,377].

Numerous methods for determining U(ζ2) in the LF QCD Schrödinger-like equation

all yield the same potential, e.g., the following schemes have been considered.

(A) Require the approximate conformal symmetry of QCD [120].

(B) Impose the approximate chiral symmetry of QCD, in practice requiring that U(ζ2)

yields massless pions [479].

(C) Require that U(ζ2), after transformation to a framework based on instant-time x0

quantization, yields the Cornell potential for static quark-quark systems [470].

(D) Apply the de Alfaro-Fubini-Furlan procedure (dAFF) [480–482], which allows for a

scale in a Lagrangian while its corresponding Action remains conformally invariant.

(E) Use the RGE flow equation [483].

Note (C) can intuitively be understood from the fact that the ζ2-dependence of U(ζ2)

is independent of the space dimension. In the classical picture, applicable to HLFQCD,

the force from a static source is given by the field flux crossing a small boundary element,

e.g., a surface in 3-dimensional space. That the ζ2-dependence of U(ζ2) is independent

of the space dimension implies that the flux must be that of a field propagating freely

in the minimal number of dimensions, i.e., one dimension. Otherwise, if the flux were

that of a field propagating freely in n-dimensions, then one could have the same flux

arrangement, i.e., the same ζ2-dependence in d > n dimensions, but not for d < n. Since,

a force propagating in one dimension is constant – the flux has nowhere to spread, the

instant-time potential is linear.

All methods indicated above lead to the result that U(ζ2) has the form of a harmonic

oscillator [484]:

U(ζ2) = κ4ζ2 + b, (4.15)

where κ depends only on AdS space dimension and b is determined by the spin J

representations in AdS space. For a 2-body system in AdS5, b = 2κ(J − 1). With

mq = 0 and Eq. (4.15), a wide range of phenomena are reproduced and predicted,

including the following.
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(i) Nonperturbative running of αs(Q
2) with the prediction of freezing in the IR.

(ii) Regge trajectory descriptions of hadron spectra [343,485]. (Within HLFQCD, this

property might be linked with the IR-freezing of αs(Q
2) [483].)

(iii) A connection between the soft and hard pomerons [387].

(iv) Prediction of a symmetry between the masses of baryons, mesons, and tetraquarks

with universal Regge trajectories [343,485].

(v) Predictions for hadron form factors [120,385], PDFs [344,345,347], and GPDs [346].

In regard to prediction (i), one may ask how freezing happens since a classical instanta-

neous potential is employed, as for αRich in Sec. 4.4. The answer may simply be that, like

αRich, the maximum wavelength argument [37,41,473] does not apply; but this does not

preclude a freezing of αs. In fact, the reason for the coupling’s freezing in HLFQCD is

plain: it is a conformal theory except in the vicinity of its scale κ and, as a semi-classical

theory, other scales cannot be generated by quantum anomalies. Conformality manifests

itself for the Q2 ≪ κ2 (and Q2 ≫ κ2) as the freezing of coupling. So, one may argue that

although maximum wavelength argument does not apply explicitly, HLFQCD expresses

enough of QCD to ensure that αHLF
s freezes, effectively realizing the wavelength cutoff.

The manner by which this is physically realized is a complex question that involves

multi-gluon dynamics. There is a priori no contradiction with the fact that, in the non-

relativistic case, HLFQCD reproduces the linear potential included in αRich, because this

necessitates the introduction of massive quarks that break the conformality of QCD and

therefore directly void the cause of αHLF
s freezing. If so, such violation of the freezing

would be a quark mass effect, which can be excluded in the definition of the running

coupling in order to preserve a universal behavior independent of a quark specific mass.

Some of the other predictions above require several parameters in addition to κ,3

introduced to: describe higher Fock states in the LF wavefunction solutions of the

Schrödinger-like equation; parameterize SU(3)-flavor symmetry breaking; and charac-

terize a universal function [344, 345, 347] from which the PDFs and GPDs are derived.

Yet, HLFQCD describes a great deal of strong force phenomenology with remarkably

few parameters. In fact, only κ is needed to predict αs(Q
2), as will be shown next.

3In the natural unit system ℏ = c = 1, one free parameter is the minimum required for a model
or theory to describe the strong force since absolute measurements are expressed in the conventional,
human-chosen, unit, e.g., GeV. For pQCD, that parameter is Λs, while it is κ for HLFQCD. The relation
between Λs and κ [114] is given in Sec. 3.6.7.
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4.5.2 HLFQCD computation of αg1(Q
2)

The measured αg1 – Fig. 4.1 – is nearly constant in the deep IR, i.e., QCD is approxi-

mately conformal on Q2/M2
N ≃ 0. This can also be deduced by using the relation be-

tween the Bjorken sum Γp−n
1 (Q2) and the generalized GDH sum rule, as detailed below

Eq. (4.6). Such near conformality encourages the use of HLFQCD to derive αg1(Q
2) [373].

The five dimensional AdS5 Action has the same form as that of general relativity:

SAdS5 = −1

4

∫
√
g

1

â25
F 2 d5x. (4.16)

Here, F is the gauge field, â5 its self-coupling, and g = det(gµν), with gµν , the AdS space

metric, yielding the invariant interval:

ds2 =
R2

z2
(
ηµνdx

µdxν − dz2
)
, (4.17)

where R is the AdS radius and ηµν is the Minkowski metric. The fifth (holographic) di-

mension, z, is associated with the scale at which the hadron is probed, i.e., it corresponds

to 1/Q.

SAdS5 generates a CFT, devoid of any scale. To introduce a characterizing scale, a

factor e+κ2z2 can be used to distort the geometry of AdS space, thereby breaking the

conformal invariance of the theory so that Eq. (4.17) becomes

ds2 =
R2

z2
eκ

2z2
(
ηµνdx

µdxν − dz2
)
. (4.18)

Now κ provides the theory’s scale, like Λs does for QCD. It is worth remarking here

that only an exponential term e±κ2z2 can yield the harmonic oscillator LF potential

in Eq. (4.15) [376, 377]. The positive exponent is selected by requiring a consistent

AdS-LFQCD mapping [120]. Indeed, the derivation of the spin term in the LF potential

depends directly upon the positive sign of the profile. Moreover, as will become apparent

in connection with Eq. (4.20), the positive sign is also necessary to ensure the expected

decrease of αs with Q2: whilst one should not be prejudiced about the behavior of αs(Q
2)

at low Q2, consistency between pQCD and HLFQCD on the intermediate Q2 domain

requires that αHLF
s (Q2) decrease with Q2.

In short, e+κ2z2 is the potential dual in Minkowski space, retains the conformal

symmetry of the action, and yields the uniquely suited harmonic oscillator LF potential.
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The action in the distorted AdS geometry becomes:

SHLF = −1

4

∫
√
g

1

â25
F 2 eκ

2z2d5x. (4.19)

In the chiral limit theory discussed here, κ is universal and can thus be extracted from

hadron masses, e.g. [120], κ = Mp/2 or κ = Mρ/
√

2, where Mρ is the ρ-meson mass; or

connected with Λs [330]; or from some dimension associated with hadron form factors

[120, 385], etc. The κ values determined by these means are consistent and combining

them yields κ = 0.523 ± 0.024 GeV [486].

Recall now that effective charges generalize the concept of running coupling by in-

cluding, in addition to the short distance quantum loops, short distance gluon radiative

effects (higher order DGLAP corrections), long distance parton distribution correla-

tions (HT corrections), and EHM contributions. Analogously, in the AdS coupling of

Eq. (4.19), one can incorporate the e+κ2z2 term that is dual to the HLFQCD confine-

ment potential: a5(z
2) ≡ â5e

−κ2z2/2. Transforming a5(z
2) to Minkowski 4-momentum

space yields αHLF
s (Q2) = αHLF

s (0)e−
Q2

4κ2 , with αHLF
s (0) an undetermined parameter. It

may be fixed by a scheme choice, e.g., requiring agreement with Eq.(4.4) imposes the g1

scheme [334], in which case

αHLF
g1

(Q2) = πe−Q2/[4κ2]. (4.20)

The value of αHLF
s (0) encompasses the observable-dependence of an effective charge –

see Sec. 4.3, analogous to the RS-dependence of αpQCD
s . The pointwise behavior of the

prediction in Eq. (4.20) agrees well with low Q2 data, see Fig. 4.1, despite having no

adjustable parameters after the scheme choice is imposed.

4.6 Continuum Schwinger Function Methods

Implicit in many aspects of the preceding discussion of effective charges and running cou-

plings is an appreciation of the role that can be played by calculating and understanding

QCD’s Schwinger functions – loosely, Euclidean-space Green functions [487,488]. These

are the primary quantities computed in LGT; and, of course, results and insights have

also long been forthcoming from an array of continuum methods. The key point is that

in any rigorously well-defined Poincaré-invariant quantum theory, knowledge of all its

Schwinger functions is necessary and sufficient to complete a solution of the theory. Nat-

urally, this does not mean it is the only way to solve the problem, but it is one rigorous
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approach. As discussed above, LF QCD offers another.

One of the merits of CSMs is that some of the simpler Schwinger functions calcu-

lated are also accessible to LGT, e.g., two-point functions (propagators) are generally

accessible and so are certain projections of three-point functions. This opens the door to

useful synergies, with combined results from both approaches leading to greater insights

than are achievable with either alone.

4.6.1 Defining αs via three-point functions

One of the most direct routes to αs using CSMs is paved by identities such as that in

Eq. (3.27). An example of their use is provided by the ghost-gluon vertex, which has

long been a focus because, when evaluated in Landau gauge at zero incoming ghost

momentum, the renormalization constant of the gluon-ghost vertex is unity [101]: Z̃1 ≡
1. Capitalizing on this, then one can define a strong running coupling from the ghost-

gluon vertex as follows:

αgh
s

(
Q2
)

= αgh
s (µ)G2

(
Q2, µ

)
Z
(
Q2, µ

)
, (4.21)

where µ is the renormalization scale. Here, G(Q2, µ) and Z(Q2, µ) are the ghost and

(transverse) gluon propagator dressing functions, respectively, which are obtained from

calculated ghost and gluon two-point functions:

δbcG(Q2, µ) = Q2DG
bc(Q

2, µ), δbcZ(Q2, µ) := −1
3
Q2[δµν−QµQν/Q

2]Dbc
µν(Q2, µ), (4.22)

where b and c are color indices. The effective charge in Eq. (4.21) is known as the Taylor

coupling [489, 490]; and, as discussed in Sec. 3.6.6, it has been used to obtain a precise

value of αs(M
2
Z).

Other vertices, combined with a choice of kinematics, may also be used to define a

strong running coupling, viz. the 3-gluon vertex – α3g
s , 4-gluon vertex – α4g

s , and gluon-

quark vertex – αgq
s . There also exist 2-ghost–2-gluon and 4-ghost vertices; but they

cannot be used to define a strong coupling because there are no graphs involving solely

a bare vertex – see, e.g., Ref. [490]). This exhausts the set of vertex-based definitions

of αs.

A natural extension of the Gell-Mann–Low effective charge to QCD would work with

the gluon vacuum polarization. However, it is not possible to do this directly owing to the

non-Abelian character of QCD, expressed in the STIs. Notwithstanding that, a simple
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attempt is discussed in connection with Eq. (4.29) below. Furthermore, as explained

in Sec. 4.6.4, one can improve upon that by combining the pinch technique [28–32] and

background field method [33,34] to arrive at a unique QCD analogue of the QED running

coupling, which is drawn in Fig. 4.1.

Regarding definition via the 3-gluon vertex, a symmetric kinematic configuration is

often chosen [491]; namely, with each momentum, k1,2,3, understood to be entering the

vertex, then k21,2,3 = −Q2, 2ki · kj = Q2, i, j = 1, 2, 3. In this case,

α3g
s

(
Q2
)

= α3g
s (µ)

Γ3g(Q2, µ)2Z3(Q2, µ)

Γ3g(µ2, µ)2Z3(µ2, µ)
, (4.23)

where Γ3g is the function that dresses the leading term in the 3-gluon vertex, i.e., the

term which exists even at tree-level. In many renormalization schemes, the denominator

in Eq. (4.23) is unity.

If the 4-gluon vertex is chosen, then there are many possible choices of kinematics.

With choice “C” in Ref. [492],

α4g
s

(
Q2
)

= α4g
s (µ)

Γ4g(Q2, µ)Z2(Q2, µ)

Γ4g(µ2, µ)Z2(µ2, µ)
, (4.24)

where Γ4g is the analogue of Γ3g in Eq. (4.23).

Using the gluon-quark vertex, working with the so-called “1-2-3” or “totally asym-

metric” kinematic configuration Q2 = k21 = k22/2 = k23/3 [493], one has

αgq
s

(
Q2
)

= αgq
s (µ)

Z(Q2, µ)[Γgq (Q2, µ)Zf (Q2, µ)]2

Z(µ2, µ)[Γgq (µ2, µ)Zf (µ2, µ)]2
(4.25)

where Γgq, Zf are, respectively, the analogues of Γ3g, Z for the gluon-quark vertex and

quark two-point function.

At UV momenta and using any RS that is independent of current-quark mass, all

vertex choices yield the same running coupling owing to STIs like those in Eq. (3.26).

Specifically, the STIs ensure that the couplings calculated using different vertex choices

are equal at the renormalization point. Then, since pQCD evolution is characterized

by a single scale, Λs, the running of those couplings also coincides. On the other hand,

progressing into the IR, distinct vertices are solutions of different integral equations with

vertex-specific integrands, and each offers an infinite variety of possible momentum-flow

assignments. So, in concrete CSM calculations, which typically employ MOM-like RSs,

practitioner-dependent choices obscure the effect of STIs and yield inequivalent vertex
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couplings. Furthermore, the value of αgq
s can explicitly depend on the current-quark

mass, e.g., Ref. [494] produced results for αgq
s that are strongly dependent on quark

current-mass – see Fig. 11 therein, and Ref. [495, Fig. 17] displays values of αqg
s that are

smaller for the s quark than for the lighter quarks. The dependence on quark current-

mass diminishes with increasing Q2.

Comparing Eq. (4.21) with Eqs. (4.23) – (4.25), it becomes clear that the Taylor

coupling presents the simplest choice if one elects to define a running coupling from a

vertex. The simplicity is, in fact, even greater because the number of diagrams that

must be computed is also smallest in this case.

Color-carrying correlation (Schwinger) functions are not directly observable. Fur-

ther, they need not individually be renormalization group invariant or independent of

the gauge parameter. In most CSM analyses, the (Poincaré-covariant) Landau gauge is

used because it is itself a fixed point of the renormalization group and its transverse-

projector character assists in reducing the number of independent tensor structures that

contribute to a given result.

For instance, in general, the 3-gluon vertex involves 14 independent tensors, but

10 of them are purely longitudinal; so, in Landau gauge, it is sufficient to retain only

the 4 remaining (transverse) structures [494]. Moreover, the longitudinal component of

the gluon 2-point function is not dynamical and decouples from the transverse piece.

Finally, Z̃1 ≡ 1 in Landau gauge [101], in consequence of which αgh
s in Eq. (4.21) only

involves two-point functions. Others choices have also been explored, including axial,

Coulomb, Feynman, light-cone, maximal Abelian, and general linear covariant gauges.

Some analyses of the gauge-dependence of αgh
s claim a weak sensitivity for gauges inter-

polating between the Landau and Coulomb gauges, with a variation of less than 30%

of the IR-fixed point around the Landau gauge result [12, 496]. However, the quantita-

tive reliability of such estimates is difficult to judge because the results can depend on

practitioner-dependent choices, made in formulating the Schwinger function computa-

tions, whose magnitude cannot readily be determined.

4.6.2 Complementary continuum formulations

There are two commonly used approaches to the continuum calculation of Schwinger

functions: Dyson-Schwinger equations (DSEs) and the functional renormalization group

(FRG). Hereafter we provide a brief sketch of both schemes.
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Dyson-Schwinger equations

The DSEs can be interpreted as the quantum equations-of-motion for the theory under

consideration [497–503]. Typically formulated in Euclidean metric – for reasons ex-

plained elsewhere [9, Sec. 1], their solutions are the theory’s Schwinger functions: with

all such Schwinger functions known, then the theory itself is solved. A Poincaré-covariant

formulation is always possible in a Poincaré-invariant quantum gauge field theory.

The DSEs form an infinite tower of coupled nonlinear integral equations, with the

equation for a given n-point Schwinger function coupled to kindred equations for higher-

n-point functions: in QCD, this coupling can reach to n + 2. The DSE tower includes,

inter alia, the gap equations for gluons and quarks (and ghosts), the Bethe-Salpeter

equations for meson bound states, and Faddeev-like equations for baryon bound states.

The basic strength of this continuum approach is that it allows for an essentially

nonperturbative treatment of the theory. No diagrammatic expansion of the Schwinger

functions need be assumed to exist because the DSEs can be derived directly from the

theory’s generating functional. In principle, the DSEs and their solutions deliver an exact

representation of the complete information content of the QFT under consideration.

In practice, of course, the complexity of quantum gauge field theory requires that

“sacrifices” be made in order to define a tractable problem: the tower is truncated. A

carelessly implemented truncation will typically lead to violations of the theory’s prin-

cipal symmetries. This was a problem in the last millennium. However, during the

past vicennium, material progress has been made with the development of systematic,

symmetry-preserving truncation schemes [38–40,378,504–510]. Thus, today, in an array

of cases, it is even possible to identify and estimate truncation-dependent uncertainties;

then, the choice of truncation specifies a level of approximation. The resulting inte-

gral equations are typically solved numerically, something which is straightforward with

contemporaneous computer resources.

A typical, viable truncation scheme will ensure, amongst other things, unitarity;

multiplicative renormalizability; the Euclidean space equivalent of Poincaré-covariance;

preservation of Ward-Green-Takahashi identities; and that perturbative results are pre-

served – especially, so far as we are concerned herein, the UV behavior of the running

coupling. Exploiting these features, one ensures that the basic qualities of the under-

lying theory are preserved, e.g., the number and properties of dressing functions (form

factors) for each n-point function. In QCD, this latter means that for quarks, there are

two dynamical form factors; gluons, one, viz. the vacuum polarization; ghost fields, one;

and a limited, specified number of dynamical form factors for each vertex. These dress-
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ing functions are the outputs of the DSE solution procedure; and, as stressed above, the

inputs to any DSE calculation of a running coupling.

Another merit of the DSEs is that since they deliver QCD Schwinger functions,

which are also the subject of LGT computations, then synergies between these two

nonperturbative approaches can be identified and exploited. Insofar as αs is concerned,

relevant examples are provided by the following Schwinger functions [391,511–513]: ghost

and gluon propagators; and ghost-gluon and 3-gluon vertices. DSE solutions for these

Schwinger functions can be used to isolate and understand the body of artefacts deriving

from lattice regularization in LGT analyses and, vice versa, LGT results can be used to

expose and reduce the effects of DSE truncations.

Functional Renormalisation Group

Complementing the DSE approach, the FRG provides another in-principle exact scheme

for computing a theory’s Schwinger functions. Its origins may be traced to the momen-

tum shell renormalization group method developed in Refs. [514–516]. By progressively

integrating the fast (large momentum) components of a field, the method sums the

field’s quantum fluctuations into high-momentum Wilson shells – see Ref. [517] for an

elucidation of the momentum shell renormalization group and Refs. [518–522] for the

FRG.

The FRG begins by setting an IR cutoff, k, at a boundary above which the theory

is truly perturbative. The value of k is then progressively lowered toward and into

the nonperturbative domain. Thus, k serves as a regulator term, added to the classical

action, which effectively generates a momentum-dependent mass for the associated field.

That mass vanishes in the UV.4 The effect of the running mass is to decouple the slow/IR

components of the field – those of momenta lower than k, thereby suppressing quantum

fluctuations below the scale k.

Working with the thus regularized generating functional for one-particle irreducible

Schwinger functions, Γk[ϕ], where ϕ is here some generic field, and differentiating with-

4That the quantum field (the gluon field in the context of this discussion) becomes effectively massive
is not surprising. Indeed, the purpose of some of the counter terms that are added to the classical bare
action during the renormalization procedure is to ensure that the symmetries characterizing the classical
action are not broken, e.g., by a momentum cut-off. Consequently, a mass term may be necessary to
counter the artifacts associated with such a renormalization procedure.
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respect-to k, one arrives at the basic flow equation [518–522]:

∂

∂k
Γk[ϕ] = 1

2
Tr

∂
∂k
Rk

Γ
(2)
k [ϕ] +Rk

, (4.26)

where Rk is the regulator function used to suppress the (IR) modes below k, and Γ
(2)
k is

the functional second derivative of the action, i.e., the inverse of the ϕ-propagator after

its modification by Rk. The trace, Tr, sums over internal indices, momenta and fields.

Eq. (4.26) describes the k-dependence of the theory, viz, of all the theory’s Schwinger

functions. It provides an exact flow equation for Γk[ϕ] with a one-loop structure, in con-

trast to the multi-loop structure of generic perturbation theory. A system of flow equa-

tions for n-point Schwinger functions is then constructed by successively differentiating

Eq. (4.26) with respect to the field or source terms in the action.

Taking the k → 0 limit makes the cut-off disappear into the far IR, integrating

out the slow modes, viz. the QFT’s IR quantum fluctuations. It results in an analytic,

nonperturbative method that allows one to study QFTs in a strong-coupling regime. In

particular, running couplings can be studied because they may be defined via correlation

functions – see Sec. 4.6.1. By construction, the FRG ensures the RG evolution expected

from the QFT. This was verified for αs(Q
2) in the pure Yang–Mills case in the UV

regime [523]. In practice, the infinite system of flow equations must be truncated.

As with the DSEs, this introduces uncertainties whose magnitude can be difficult to

assess. Additionally, the choice of regulator is not unique and may be an extra source

of arbitrariness.

Similarities between the DSE and FRG schemes are now plain. Their principal foci

are a theory’s Schwinger functions: the DSEs obtain them from a theory’s quantum

equations-of-motion, whereas the FRG works with the flow equation for the effective

action. Each scheme is identified with an infinite tower of coupled equations; and sup-

posing a sound approach is employed to make the problem tractable, they deliver the

complete solution of the QFT. In principle, the DSE and FRG approaches must yield

the same results for each Schwinger function. In practice, different truncation schemes

can lead to mismatches that are artifacts of the choices made. Nevertheless, adding the

FRG to the DSE+LGT mix, then one has three distinct nonperturbative tools whose

results can be used to mutually check and improve the results of any one.
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4.6.3 CSM results for vertex-based couplings.

Once results for the relevant Schwinger functions are in hand, then the couplings de-

scribed in Sec. 4.6.1 can be computed. This is an active field and numerous studies

exist [6–11, 490]. Herein, we exploit those related to vertex-based running couplings

from the past quinquennium. Earlier contributions are discussed elsewhere [12].

IR behavior of Schwinger functions

Following Refs. [501,524–530], it was considered plausible by some groups that the ghost

dressing function diverged as an irrational power of Q2 at IR momenta, viz. G(Q2, µ) ∝
1/Q2κ, 0 < κ ∈ P; the gluon dressing function vanished as Q4κ; and the leading dressing

function of the 3-gluon vertex diverged as 1/Q6κ. This position came to be called the

“scaling scenario” and is discussed at length in Ref. [12].

Considering existing contrary evidence from both continuum and LGT analyses

[28, 531], subsequent studies, involving distinct collaborations from diverse locations,

carefully reexamined the scaling possibility – see, e.g., Refs. [489,532–538]. Those con-

tinuum and LGT analyses arrived at a different set of conclusions, viz. the ghost dressing

function is IR finite and, qualitatively matching the original work [28,531], the transverse

gluon propagator function is nonzero at Q2 = 0, increases a little to a maximum in the

far infrared, then decreases monotonically toward zero with increasing Q2. (See, e.g.,

Ref. [11, Secs. 7, 9].) This is the “decoupling scenario”, so named because IR massive

gluons decouple from interactions on Q2 ≲ Λ2
s. These conclusions have been confirmed

in more recent analyses [47, 48, 507, 539–541]. Furthermore, the leading 3-gluon ver-

tex dressing function has been found to exhibit a zero crossing to negative values at

Q2 ≈ 1 GeV2 and to diverge logarithmically on Q2 ≃ 0 [542–545].

Evidently, there is tension between these two representations of gauge sector dynam-

ics. It is therefore worth sketching recent developments in understanding QCD’s gauge

sector made using the the pinch-technique + background field method (PTBFM) [28–34].

The PTBFM provides a continuum approach to the analysis of QCD that manifestly en-

sures the preservation of key symmetries. For instance, it provides for analyses of QCD’s

gauge sector that are entirely free of quadratic divergences, which spoil renormalizability,

by virtue of the “seagull cancellation”.5 This crucial cancellation hinges on the use of a

symmetry-preserving regularization scheme in which, inter alia, translational invariance

5In this context, seagull diagrams are all those contributions to a given Schwinger function that are
either explicitly or effectively quadratically divergent and the seagull cancellation is that sequence of
operations which guarantees that such divergences have no impact on the final result.
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is preserved. The precise combination of integrals, which conspires to secure the seagull

cancellation, is achieved by ensuring that the theory’s fully-dressed vertices satisfy the

STIs. Importantly, the seagull identity guarantees that, in the absence of a Schwinger

mechanism [388,389], the gluon propagator remains strictly massless [546], i.e., no gluon

mass can be generated.

It is worth highlighting that although the PTBFM makes the action of the seagull

cancellation manifest, the identity also operates in other approaches to analyzing QCD,

albeit in a less transparent manner. To capitalize on the seagull cancellation in such other

approaches, one must simply ensure that the chosen scheme preserves key symmetries.

The Schwinger mechanism is unambiguously identified with the appearance of a sim-

ple pole at Q2 = 0 in the vacuum polarization scalar of a theory’s gauge boson(s). (For

this discussion, consider the gluon propagator to be written in terms of a denominator

with the form Q2[1 + Π(Q2)], where Π(Q2) is the polarization.) The connection between

the emergence of a (Schwinger mechanism) simple pole in Π(Q2) and the seagull can-

cellation is direct. In fact, as established in Ref. [390], the emergence of a Schwinger

mechanism leads to a displacement (modification) of the relevant STI, in which case the

seagull cancellation can be evaded and the generation of a running gluon mass becomes

possible.

Pursuing these features further, Ref. [391] used results for elementary Schwinger

functions obtained via the numerical simulation of lattice-regularized QCD to demon-

strate that a dynamically-generated, massless, colour-carrying, scalar gluon + gluon

correlation emerges as a feature of the dressed three-gluon vertex. This is a necessary

and sufficient condition for the existence of a Schwinger mechanism in QCD; and the

consequent emergent gluon mass scale is finite because the function that characterizes

the STI displacement falls sufficiently rapidly with increasing momentum, i.e., in the

UV. This outcome expresses a unique decoupling solution to the problem of QCD gauge

sector dynamics.

Notably, the displacement function is an identifying feature of QCD. It is known

quantitatively – see Fig. 8 in Ref. [391]. However, it is not recovered in approaches

associated with the scaling solution.

Notwithstanding these developments, hereafter we will typically include both decou-

pling and scaling scenario results for the purpose of illustrating the sensitivity of vertex

couplings to the character of Schwinger functions.
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Discussion of vertex-based couplings

It has been known for fifty years that the Landau gauge ghost-gluon vertex function is

finite [101]. Hence, whether an IR extension of the QCD running coupling can meaning-

fully be defined via Eq. (4.21) depends on the IR behavior of the gluon 2-point function.

This question is settled in the affirmative by the modern studies which have demon-

strated that Z(Q2, µ)/Q2 is nonzero at Q2 = 0 and decreases monotonically with in-

creasing Q2 from a maximum value at far IR momenta.6

As first argued in Ref. [28], the underlying cause of the decoupling behavior of

Z(Q2, µ) and, therefore, the nonzero IR-finite value of αgh
s , is dynamical generation of

a running gluon mass, mg(Q
2), which regularizes the gluon propagator at IR momenta

whilst preserving the STIs. This mass function eliminates the Landau pole and forces

gluons to decouple from all interaction processes at length-scales greater than 1/mg(0).

As explained in a more general context elsewhere [37], the coupling therefore loses its

Q2-dependence, i.e., it “freezes”. A running gluon mass is also expressed in other anal-

ysis methods, as discussed below; albeit, the interpretation of the gluon mass-scale is

sometimes different.

The source of the gluon running-mass has long been debated. Naturally, it may

depend on the framework used to analyze strong-field QCD. It was originally supposed

[28] to connect with formation of a gluon condensate, and that possibility is still explored

[547]. However, given the elusiveness of the gluon condensate [548, Sec. 4.5], it is more

likely to be the result of another, better established phenomenon, viz. the Schwinger

mechanism of gauge boson mass generation [388,389]. As remarked above, recent efforts

[390, 391], combining continuum and LGT results, have provided strong support for

this position by demonstrating with confidence that a dynamically-generated, massless,

colour-carrying, scalar gluon+gluon correlation emerges as a feature of the dressed 3-

gluon vertex. This massless pole triggers the Schwinger mechanism in QCD. Alternative

explanations typically rely on a realization of the scaling scenario. In any event, should

a source for the gluon mass scale be proposed that is unconnected with the Schwinger

mechanism, then, without artifice, that scheme must also simultaneously explain and

reproduce the appearance of the massless pole in the 3-gluon vertex, which, as shown in

Ref. [391], is a feature of QCD.

In Ref. [28], Feynman diagrams are resummed using the pinch technique, which

was actually developed for this calculation in order to ensure that a gauge-independent

6The effect of light quarks is not completely settled, but existing analyses indicate that they do not
alter this result [39].
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result was obtained for the gluon dressing function. It was then found that the numerical

solution of the gap equation is well described by the following simple analytic form, which

preserves QCD’s one-loop renormalization group behavior:

αs(µ
2)
Z(Q2, µ)

Q2
=

4π

β0 ln

[(
Q2 + 4m2

g(Q
2)
)
/Λ2

s

] 1

Q2 +mg(Q2)
, (4.27)

where the gauge-independent running gluon mass is

m2
g

(
Q2
)

=
m2

0[
ln
(

Q2+4m2
0

Λ2
s

)
/ln
(

4m2
0

Λ2
s

)]12/11 , (4.28)

with m0 = 0.5 ± 0.2 GeV. It is worth recalling that whilst adding a mass term directly

to the QCD Lagrangian would violate gauge invariance, this mass contributes only to

the transverse part of the gluon 2-point function; hence, is consistent with the STIs and

therefore, gauge invariance.

The running mass in Eq. (4.28) vanishes on Λ2
s/Q

2 ≃ 0, ensuring compatibility with

pQCD. Moreover, Eq. (4.27) suggests a straightforward continuation of the one-loop

running coupling into the IR:

αΠ
s (Q2) =

4π

β0 ln

[(
Q2 + 4m2

g(Q
2)/Λ2

s

)] , (4.29)

where the superscript Π indicates that the coupling behavior stems from the gluon

vacuum polarization. This coupling freezes at a maximum value in the IR and decreases

monotonically with increasing Q2.

The result in Eq. (4.29) is gauge-independent, having been obtained using the PT;

but details depend on the 1-loop analysis used in Ref. [28] and the form chosen in

Eq. (4.29). Different values of m0 may be obtained if the pinch technique is not used

and a different gauge is chosen and/or another RS, going beyond 1-loop, were to be

employed. Nevertheless, using the quoted central value of m0 and Λs = 0.63 GeV, so that

αΠ
s matches αpQCD

s in the UV, one finds αΠ
s (Q2 = 0)/π ≈ 0.4. This is compatible with

the value of the IR fixed point from HLFQCD (Sec. 4.5) expressed in MS: αHLF
MS

(0)/π =

0.388 ± 0.047 [336].

Eqs. (4.27)-(4.28) have been much discussed in the literature – see, e.g., Ref. [12]

for a review of the many studies; developments or alterations of their forms; and also
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Figure 4.3: Representative DSE results for vertex-based couplings. αgh
s : blue curve from

Ref. [492] and red curve from Ref. [553]). αqg
s : cyan curves – Ref. [494], decoupling solution;

Ref. [493], scaling. (Quark degrees-of-freedom are only included in this coupling. Ref. [494] –
mq = 30MeV, with results also provided up to mq = 3.6GeV; and Ref. [493] – chiral limit.)

α3g
s : magenta curves [492]. α4g

s : black curves [492]; and green curve (right panel) [553]).
Calculations are performed in Landau gauge and using the MOM RS. The decoupling scenario
– left panel – is consistent with the emergence of a gluon mass via the Schwinger mechanism [47,
48,489,507,532–541]. The Q2-location of the maxima of the various running couplings depends
on the particular value G(0, µ2) at which the ghost dressing function saturates. The vanishing
of α3g

s at a nonzero Q2 value owes to the IR zero-crossing of Γ3g(Q2), the 3-gluon vertex
dressing function [542–545, 554, 555]. This is an unavoidable consequence of the emergence of
a gluon mass, which entails that IR gluon modes are screened and ghost fields dominate gauge
sector dynamics at IR momenta: finiteness of the gluon DSE requires a zero-crossing in some
of the dressing functions. IR fixed points in vertex-based couplings are characteristic of the
scaling scenario.

the generic constraints on mg(Q
2), its proposed values, and Q2-dependences. Typically,

determinations agree with the picture drawn in Ref. [28].

Although Refs. [28, 549–552] laid a foundation for discussions of mg(Q
2) and αIR

s ,

delivering predictions that have subsequently been refined but not truly replaced [6–11],

they are peculiar in relying entirely on 1-loop expressions for the gluon 2-point function

and running coupling, and using a ghost-free gauge. As noted above, many studies have

instead focused on vertex-based definitions of αIR
s ; and, generally, the couplings thus

defined are inequivalent: on Q2 ≲ m2
N , αΠ

s ̸= αgh
s ̸= αqg

s ̸= α3g
s ̸= α4g

s .

As displayed in Fig. 4.3, DSE results for the ghost–gluon coupling express αgh
s (0) = 0
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in the decoupling scenario. On the other hand, αgh
s (0) ̸= 0 in the scaling case. Several

calculations of the quark–gluon coupling αqg
s are also depicted: qualitatively, the results

are similar to those for αgh
s . Notably, αqg

s > α3g
s on the entire IR domain. A more recent

calculation, building upon LGT results for the gluon propagator (nf = 2 + 1, one-loop,

Landau gauge, MOM RS), yields a similar coupling [556]. Owing to DCSB, the impact

of dynamical quark loops is small, so long as the number of light quarks does not exceed

some critical value [39,557–559].

Calculations of α3g
s (Q2) and α4g

s (Q2) are also drawn in Fig. 4.3. At far IR momenta,

these couplings are markedly suppressed when compared with αgh,qg
s . On the other hand,

with increasing Q2, they reach a maximum value α3g,4g
s ∼ 1 [12, 492, 507, 539, 542, 543,

554,555,560–566] before falling away to reproduce pQCD behavior.

Actually, it is evident in Fig. 4.3 that all vertex-based couplings exhibit a (local)

maximum at some nonzero value of Q2. In order for CSM and HLFQCD to be consistent,

we judge that, in all cases, the locations of these maxima must lie below the perturbative-

nonperturbative transition scale determined using HLFQCD, viz. Q2
0 = 1.32 GeV2 in the

MOM RS and using Landau gauge [336]. This condition is satisfied (albeit, only just for

α3g
s ), irrespective of the particular CSM calculation considered [492, 507, 513, 539, 542,

543,554,555,560,562,563,565].

The IR suppression of α3g
s (Q2) and α4g

s (Q2) in MOM-like RSs occurs because, unlike

gluons, no dynamical mass emerges for ghost fields. Consequently, in the calculation of

these couplings, ghost loop contributions dominate in the IR, delivering logarithmic IR

divergences. These ghost contributions to the leading three- and four-gluon Schwinger

functions are negative, whereas the UV dominant gluon contributions are positive. Thus,

a clear signal for entry into a ghost dominance domain is a sign-change of the gluon

vertex functions. This sign-change has been verified explicitly in Landau gauge studies

of QCD’s pure-gauge sector [492, 507, 539, 542, 543, 554, 555, 560–565, 567, 568]: Γ3g(Q2)

crosses zero around Q2 ∼ 0.05 GeV2. It leads to α3g
s = 0 at that point, as can be seen

from Fig. 4.3.

As also found for αqg
s , light quark loops do not seem to qualitatively alter this picture,

only modifying the location of the zero-crossing. Those analyses that have provided

information on this issue indicate that the zero survives, but is shifted somewhat lower

in Q2 [507, 566, 569]. Efforts to elucidate the full impact of dynamical quark loops are

continuing [39,495,556,570,571].

In Landau gauge, with two flavors (nf = 2) of physical-mass light quarks, the FRG

has also been used [572] to compute the Schwinger functions needed to arrive at results
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for αgh
s , αqg

s , α3g
s and α4g

s , Eqs. (4.21)–(4.24). The couplings were subsequently calculated,

albeit, assuming α3g
s = α4g

s . In this analysis, the input ghost and gluon propagators were

taken from earlier pure-gauge DSE/FRG calculations and the transition from parton to

hadron degrees-of-freedom was modeled using a dynamical hadronization technique that

involves the addition of a scale-dependent effective potential to the effective action [573].

The study delivers IR-vanishing couplings, with αgh
s > αqg

s ≫ α3g
s in the deep IR,

but αqg
s > αgh

s > α3g
s on the higher momentum part of the IR domain, in agreement

with DSE, LGT and Curci-Ferrari results. The couplings vanish in the IR owing to

the generation of a gluon mass scale, which leads to increasing IR suppression as the

number of gluon legs grows. However, the result αqg
s > αgh

s at moderate IR momenta

was identified as a truncation artefact [572], in the absence of which one might expect

αgh
s > αqg

s everywhere.

An expanded body of FRG analyses may be found in Refs. [539,565,570]: the former

does not involve dynamical quarks and the latter works with nf = 2. Once again, all

vertex-based couplings are computed: αgh
s , α3g

s , α4g
s and αqg

s . The results generally agree

qualitatively and (semi-)quantitatively with those obtained using the DSEs, drawn in

Fig. 4.3, except that these FRG studies do not find a zero in Γ3g(Q2). The results for the

ghost and gluon propagators from Ref. [565] are used in the FRG study of Ref. [547] in

an attempt to develop an interpretation of the gluon mass scale as the result of gluon

condensation via a Higgs-like mechanism. The calculation of the gluon effective mass,

performed using the MOM RS, agrees with LGT results.

With all vertex-based couplings vanishing in the far IR, one arrives at a picture of

long-wavelength QCD as a noninteracting theory. Were this behavior really a statement

about a running coupling that describes QCD’s effective charge at all accessible momen-

tum scales [368], then one would be faced with many conundrums. For instance, DCSB

– the origin of constituent-like quark masses – may even be absent, because that phe-

nomenon requires a sufficiently large integrated interaction strength on Q2 ≲M2
N [359].

A resolution of these puzzles is discussed in Sec. 4.6.4, where a connection between

αgh
s and QCD’s Gell-Mann–Low effective charge is explained. The result is a freez-

ing coupling whose behavior is (practically) indistinguishable from that obtained using

HLFQCD.

4.6.4 Process-independent, effective charge

It will readily be recalled that the archetypal running coupling is that computed in

quantum electrodynamics (QED) [27]. It is now known with great accuracy [5] and the
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running has directly been observed [574, 575]. Significantly, this Gell-Mann–Low effec-

tive charge is a renormalization group invariant and process-independent (PI) running

coupling. It is obtained simply by computing the photon vacuum polarization. Such

a definition is straightforward because ghost fields decouple in Abelian theories; hence,

one has the Ward identity [43, 576], in consequence of which the electric-charge renor-

malization constant is equivalent to that of the photon field. Physically, this means

that the impact of dressing the interaction vertices is entirely absorbed into the vacuum

polarization.

In QCD, that is not usually true because ghost fields do not generally decouple from

interactions, so the renormalization constants associated with the running coupling and

the gluon vacuum polarization are different.7 This fact underlies the introduction and

analysis of the vertex-based definitions of αs described above. The problems with such

definitions are now plain, however. Whilst they are equivalent in the UV, there is a

huge array of distinct vertex-based couplings whose IR momentum-dependence depends

on the choices of vertex and kinematic configuration. This presents the fundamental

question: With αgh
s ̸= αqg

s ̸= α3g
s ̸= α4g

s and the behavior of any such coupling potentially

depending on the arrangement of momenta flowing into the vertex, can any coupling of

this type be identified as the single αs that describes QCD’s interaction strength at all

momentum scales [368]? Furthermore, there are also issues with the IR suppression

(zero crossing) exhibited by these couplings, which makes DCSB problematic, and the

probable dependence on gauge choice. These problems are resolved by a notable advance

that begins with ideas developed using QCD’s DSEs and then exploits results from LGT.

The key point is that there is an approach to analyzing QCD’s Schwinger functions

that preserves some of QED’s simplicity; namely, the combination of BFM [33, 34] and

PT [28–31]. This approach acts to make QCD “look” somewhat Abelian by enabling

a systematic rearrangement of classes of diagrams and their sums in order to arrive at

modified Schwinger functions that satisfy linear STIs [100,101].

In the gauge sector, working with Landau gauge, this BFM+PT approach yields a

modified gluon dressing function, from which one can compute a unique QCD running

coupling [35,36], denoted α̂s herein, i.e., the associated polarization captures all required

features of the renormalization group – just as is the case in QED [27]. One may express

7It is worth recalling that QCD can be formulated in one of the few ghost-free gauges [577]. In that
case, however, the number of independent tensors required to fully express any given n-point function
is considerably multiplied; so, in practice, one arrives at a problem of at least equal complexity.
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the result concretely as follows:

α̂s(Q
2)D(Q2) = α0

[
G(Q2;µ2)/G(0;µ2)

1 − L(Q2;µ2)G(Q2;µ2)

]2
D(Q2) , (4.30)

where the hitherto undefined quantities are the RGI product D(Q2) = [Z(Q2, µ)/Q2]×
m2

g(Q
2, µ)/m2

0, with mg(Q
2, µ) the running gluon mass, m0 a RGI gluon mass scale, and

D(0) = 1/m2
0; D(Q2) is a RGI function, which behaves as the free propagator for a boson

with mass m0 in both the far-IR and -UV and satisfies D(Q2) = D(Q2) on Q2 ≲ µ2; and

L(Q2;µ2) is that longitudinal part of the gluon-ghost vacuum polarization which vanishes

at Q2 = 0 [325]. Evidently, α0 = α̂s(0) is RGI. Thus defined, α̂s is process independent;

namely, the same result is obtained independent of the scattering process considered,

whether gluon+gluon→ gluon+gluon, quark+quark→ quark+quark, etc. Furthermore,

and importantly, it depends only on the momentum flowing through the vacuum polar-

ization; so, is free of the kinematic momentum-flow ambiguities attached to vertex-based

definitions of a running coupling – see the discussion of αgh
s , α3g

s , α4g
s , or αgq

s in Sec. 4.6.1.

The clean connection between coupling and gluon vacuum polarization is facili-

tated by another particular feature of QCD, already mentioned often above, viz. in

Landau gauge the renormalization constant of the gluon-ghost vertex is unity [101],

Consequently, the effective charge obtained from the modified gluon vacuum polariza-

tion is directly connected with αgh
s , the coupling deduced from the gluon-ghost ver-

tex [64,310,325], and usually called the “Taylor coupling,” αT [314,315].

Studying Eq. (4.30) and reviewing the character of L, G, one recognizes that it is

the inclusion of an infinite series of ghost-gluon scattering contributions which trans-

mogrifies the standard gluon vacuum polarization into a form suitable for defining a

Gell-Mann–Low-like effective charge for QCD. Importantly, each of the Schwinger func-

tions in Eq. (4.30) can be computed using both continuum and LGT methods.

It is worth remarking here that α̂s is PI and RGI in any gauge; but it is suffi-

cient to know the result in Landau gauge, which is a convenient calculational choice for

both continuum and LGT studies. This is because α̂s is form invariant under gauge

transformations [35,36] and gauge covariance ensures that any such transformations can

be absorbed into the Schwinger functions of the quasiparticles whose interactions are

described by α̂s [578].

To date, the most refined calculation of α̂s is described in Ref. [36], which combined

contemporary results from continuum analyses of QCD’s gauge sector and LGT config-

urations generated with three domain-wall fermions at the physical pion mass [579–581]
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to obtain a parameter-free prediction of α̂s(k
2), characterized by

α0/π = 0.97(4) , m0 = 0.43(1) GeV. (4.31)

It is now plain that this coupling saturates to a large, nonzero, finite value at Q2 = 0,

with the dynamical generation of a running gluon mass having eliminated the Landau

pole. Notably, the gluon mass scale falls within the window estimated in Ref. [28] – see

the discussion of Eq. (4.27). The resulting charge is drawn as the magenta curve and

associated uncertainty band in Fig. 4.1. It has been shown to deliver a unified description

of many observables [6, 9].

The results drawn in Fig. 4.1 reveal a remarkable fact:

α̂s(Q
2) ≈ αHLF

g1
(Q2) ≈ αg1(Q

2) . (4.32)

There are small quantitative differences between these charges; but to all practical intents

and purposes, they are equivalent. Crucially, within mutual uncertainties, they all freeze

to the same IR value. These effectively identical couplings therefore provide the best

available candidate for that running coupling/effective charge which describes QCD’s

interaction strength at all momentum scales [368].

One recognizes in Eq. (4.30) the expression of a force, F=(coupling×propagator).

This strengthens the correspondence between α̂(Q2), αg1(Q
2) and αHLF

g1
(Q2) because the

last two are defined in just this way. Moreover, it highlights that EHM effects, such as

confinement, are included in all three couplings.

4.7 Lattice Gauge Theory

As a nonperturbative method, in which the computation of Schwinger functions is con-

ceptually straightforward, LGT is another approach to studying the behavior of αs in

the IR. Unsurprisingly, therefore, many LGT calculations of αs use the same formulae

and definitions as those employed in CSMs; namely, Eqs. (4.21)-(4.24), defining αgh
s , αqg

s ,

α3g
s , α4g

s . Nevertheless, there are other possibilities. For instance, the strong running

coupling is accessible via Wilson loops, which provide the long distance static quark-

quark potential; hence, in turn αV , with recent results available elsewhere [292, 294].

Wilson-loop calculations of αs are gauge invariant.

The basics of LGT are summarized in Sec. 3.6.5. Since fermion fields are difficult to
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handle using a lattice regularization,8 we will ignore them for now and first discuss αs

calculated in the pure gauge sector. Just as with CSMs (unless the pinch-technique is

used), gauge-dependence affects LGT results if the studies make use of n-point Schwinger

functions. Such calculations are typically performed in the Landau gauge and one of the

MOM-type RSs.

For the computation of αs using dressing functions, discretized fields must be defined.

Such definitions, while not unique, are equivalent up to a proportionality factor [582,583].

On a lattice, the discretized gluon field, A, is given at the lattice site, x, by the difference

between a link U−→µ and its adjoint:

Ac−→µ (x) ≡ 1

2i

(
U−→µ (x) − U †

−→µ (x)
)
−−→
a→0

2a
√
παbare

s Ac
µ(x), (4.33)

where c is the color index, −→µ the link direction, a the lattice spacing and Ac
µ the physical

gluon field.

The gluon propagator in the functional-integral formalism is the 2-point Schwinger

function

Dbc
µν(x− y) =

∫
dµ(A, ψ̄, ψ)Ab

µ(x)Ac
ν(y)e−S ≡

〈
Ab

µ(x)Ac
ν(y)

〉
, (4.34)

where dµ(A, ψ̄, ψ) is the integration measure and S is the Euclidean-space QCD action.

On a lattice, Eq. (4.34) becomes

Dbc−→µ−→ν (x− y) =
〈
Ab−→µ (x)Ac−→ν (y)

〉
. (4.35)

Its Fourier transform yields the discretized gluon propagator dressing function, Z(Q2) ≡
δbcδµνDbc

µν(Q2)Q2. The inverse of the Faddeev–Popov operator (−∂ + A)∂ defines the

ghost propagator, DG
bc, which, after discretization and Fourier-transformation to mo-

mentum space, yields the ghost propagator dressing function: G = δbcQ2DG
bc (Q2). Dis-

cretized dressing functions for vertices are obtained from the 3- and 4-point correlation

functions. With these dressing functions, the couplings αgh
s , α3g

s and α4g
s are obtained

from Eqs. (4.21)–(4.24).

As with other methods, LGT calculations are verified by comparing the UV running

8How to include dynamical quarks in LGT calculations is well studied. Today, they are included
in many LGT studies. However, it prohibitively increases the CPU costs of calculations in which large
lattices are necessary, as is the case for any study of αs in the IR. Therefore, when quarks are not crucial,
e.g., to compute αgh

s , α3g, 4g
s – in contrast to αqg

s , dynamical quark fields are often quenched out of the
computation. It is expected that, generally, qualitative features revealed by pure gauge studies should
hold if quarks were present, but this is not guaranteed [571].
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of the obtained αs(Q
2), regardless of its definition, with the RGE expectation. For LGT

however, the discretization limits the UV reach and computation accuracy. Likewise,

finite size effects limit the IR reach. This latter issue makes it difficult to verify phenom-

ena expected in the deep-IR, such as the zero-crossing of the 3-gluon dressing function

responsible for the minima of α3g
s around Q = 0.1 GeV; nevertheless, as described below,

recent analyses point toward confirmation [512, 543, 555]. Typical lattice physical size

used by current LGT studies range from 2-20 fm, with spacing from 0.05-0.2 fm. As

noted above, modern LGT calculations of αs from n-point correlation functions deliver

results that confirm the decoupling scenario.

Herein, we sketch only those LGT results pertaining to αs that were obtained in

the past quinquennium. Earlier analyses may be traced from Ref. [12]. Beside the

results themselves, LGT outputs also play a crucial role in checking and improving

the Schwinger functions obtained using other methods, such as CSMs. Thus, much of

LGT’s impact is already discussed in those sections, with the references provided therein.

There is also a large body of LGT analyses that compute the Schwinger functions alone,

without making the step to a result for one of the vertex-based couplings. This body

includes work on the center vortex approach to confinement, which involves simulations

of the gluon propagator and/or the long-distance static quark-quark potential [455–461,

571,584–586]. These topics are omitted from our discussion.

As already discussed, LGT results for Schwinger functions are a crucial component

in the parameter-free prediction of the PI charge – see Sec. 4.6.4. Likewise, in Ref.

[555], both LGT and DSEs are used to determine the behavior of the 3-gluon vertex.

Specifically, Refs. [543,555] study SU(3)-color in Landau gauge with the aim of locating

a zero-crossing in the 3-gluon vertex, using a realistic (but pure gauge sector) high-

statistics LGT simulation, wherein LGT artifacts are well controlled. The zero-crossing

is expected to occur at a scale of ∼ 0.01 GeV2, which is difficult to reach for LGT

simulations. Nevertheless, a zero-crossing is found at Q2/GeV2 = 0.026 ± 0.08(stat).

The Q2 dependence of α3g
s and the related vertex dressing function support the DSE

conclusion on the origin of the zero-crossing. Namely, the crossing marks entry into the

domain whereupon loop diagrams from massless ghosts, which contribute negatively to

the gluon vacuum polarization, come to dominate over the positively contributing gluon

loops – recall that the effective masses of the latter suppress their contribution in the

IR. The consistency between LGT and DSE for the 3-gluon vertex is also checked in

Ref. [512].

Another calculation of (inter alia) α3g
s [587] has been used to test the effect of the
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“Wilson flow” smoothing technique. That Landau gauge calculation, using the MOM

scheme, with both quenched and nf = (2+1+1)-unquenched field configurations, agrees

well with the older LGT calculations of α3g
s . An interpretation of the IR behavior of α3g

s

in term of quasi-classical instantons is offered therein. This has some similarity in spirit

to the semi-classical analysis that drives the derivation of αAdS
g1

– see Sec. 4.5.

Possible biases arising from finite volume and finite lattice spacing were studied

in Refs. [588–590] for ghost and gluon propagators and for αgh
s (Landau gauge, MOM

RS, pure gauge sector). Finite lattice spacing effects were found to be small in the

UV (Q2 > 1 GeV2), and finite volume effects to be small everywhere, at least for the

lattice sizes used in current calculations. For instance, a three-fold increase in the lattice

spacing (a/fm = 0.06 → 0.18) increased αgh
s by about 10% at its maximum, located on

Q2 ≃ 1 GeV2 (Fig. 4.3), leaving the IR values unchanged; and decreased the Q2 = 0

value of the gluon propagator by roughly 10%.

The origins of the effects seem to be different for the gluon and ghost propagators

[511]. The issue with the gluon propagator appears to arise from a non-optimal lattice

spacing calibration and can thus be fixed by a careful scale-setting procedure. That

with ghost propagator, on the other hand, seems to follow from the breaking of the O(4)

symmetry (the group of rotations in 4 dimensions). Extrapolation methods exist to avoid

the artifacts arising from such breaking. Applying both scale-setting and extrapolation

procedures should thus yield an αgh
s largely free of the lattice discretization artifacts [511].

This approach was applied to the gluon propagator in Ref. [513], which then used

it as an input, along with a LGT determination of the 3-gluon vertex, to solve the DSE

for the ghost-gluon vertex and obtain the ghost propagator, αgh
s and α3g

s , all essentially

free of DSE truncation and LGT artifacts. Both couplings vanish in the IR, as expected

for LGT results on αgh
s since LGT realizes solely the decoupling scenario. At any Q2

value, αgh
s > α3g

s . The difference vanishes in the UV. These results were obtained in the

Landau gauge, MOM RS and pure gauge sector.

4.8 Refined Gribov–Zwanziger formalism

A somewhat different approach to strong-coupling QCD may be traced to Ref. [591] and

its focus on the manner by which one might properly fix the gauge in QCD. The issue

identified therein relates to the question of how one can nonperturbatively ensure that

the gauge fixing procedure selects only unique gauge-inequivalent field configurations

from the function space of gauge fields. (No gauge transformation can connect two
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gauge inequivalent configurations.) It is possible, even probable, that standard schemes

– implemented by introducing Faddeev-Popov ghost fields [95] – fail in this regard by

admitting (perhaps infinitely) many equivalent gauge fields that satisfy the gauge fixing

constraint; and this happens for every gauge-inequivalent trajectory in the space of

gauge fields. Along any one trajectory, each of these fields is a member of the set of

“Gribov copies” of the desired field configuration. All members of this set are related,

one to another, by a gauge transformation; so, the action has the same value for each

and they all contribute the same amount to the functional integral. Moreover, such

a set is attached to each inequivalent gauge field trajectory, further compounding the

problem. Proper gauge fixing would select only one member from each such set to be

used in computing the QCD functional integral. Plainly, the possibility of infinitely many

gauge-equivalent, hence, action equivalent, Gribov copies remaining after gauge fixing,

and infinitely many sets of such copies, forces one to question whether the functional

integral has any meaning at all [592].

Such gauge copies may contaminate and destabilize the formulation of a wide range

of gauges in which ghosts fields play a dynamical role, e.g., linear covariant gauges

and Coulomb gauge. They do not affect ghost-free formulations, like Laplacian gauge

[593], which was introduced for that very purpose, the axial and LC gauges, see below

Eq. (3.10), or the Weyl gauge, in which the Coulomb potential is set to zero.

Following Ref. [591], the issue of Gribov copies and potential solutions were further

explored in Refs. [594–598]. The problems were partially solved. An overview of the

program is provided in Ref. [599] and subsequent developments sketched in Ref. [12].

Such analyses are usually performed in Landau gauge, because, e.g., it is a RGI linear

covariant gauge and readily implemented in LGT. Prominent amongst the schemes is

modification of the QCD action, including a “horizon term”:∫
d4x γ g2fabcAb

µ(x)[M −1]ad(x, x)fdecAe
µ(x) , (4.36)

where

M ab(x, y) = [−∂2δab + ∂µf
abcAc

µ(x)]δ4(x− y) (4.37)

is the Landau gauge Faddeev-Popov operator. The scale γ controls the strength of the

horizon constraint and is fixed by the spacetime dimension and number of gluon fields.

(Issues concerning BRST (a-)symmetry, renormalisability, etc., of such an action are

discussed in Refs. [599,600].)

The original program [591, 594] relies on an IR divergent ghost dressing function
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and a gluon propagator that vanishes as Q2 → 0. As discussed above, such behavior is

not realized in QCD: the QCD ghost propagator remains that of a standard massless

excitation and the gluon is characterised by a dynamically-generated IR mass-scale,

ensuring that the gluon propagator is nonzero at Q2 = 0 [7, 8, 11]. Thus, the original

scheme is not viable.

A modification of the approach in Refs. [591, 594–598] is canvassed in Refs. [601–

606], delivering a framework in harmony with modern continuum and LGT Schwinger

function results. (Other procedures are described elsewhere [607–611].) It admits the

possibility that the ghost fields used to fully fix the gauge develop a nonzero dimension-

two condensate, whose presence yields a Landau-gauge 2-point Schwinger function for

the gluon with the following form [601,602]:

Dab
µν(Q) = δbc

[
δµν −

QµQν

Q2

]
Q2 +M2

Q4 +Q2m2 + λ4
, (4.38)

where λ4 = 6γg2−a2M2, with m4
γ = γg2 expressing the Gribov horizon scale; m2 = M2−

a2, with a2 ∝ ⟨Aa
µA

a
µ⟩, a dimension-two gluon condensate, and M2 related to the ghost-

field condensate, both computed within a hadronic medium [473]. Using this scheme,

which supports a nonzero value for the gluon propagator in the far-IR, one can obtain fair

agreement with LGT results for the gluon two-point function [603,604,612,613]. In fact,

at IR momenta (Q2 ≲ 1 GeV2), a good fit to high-statistics LGT results can be obtained

using Eq. (4.38). The refined Gribov-Zwanziger approach has been employed [614] to

study, at one-loop, the ghost-gluon interaction vertex using a fixed perturbative αs value

(chosen to lie between 0.15 and 0.42).

Consistency between Eq. (4.38) and robust LGT results [538, 615] for the Landau-

gauge gluon two-point Schwinger function is also explored in Ref. [41]. That analysis

introduced a novel constraint, insisting that the values obtained for the parameters

in Eq. (4.38) should ensure that Dab
µν(Q) expresses a minimal level of consistency with

parton-like behaviour on the UV domain. This condition leads to a constraint relation

between the two principal mass scales in Eq. (4.38): mγ, the Gribov horizon scale; and

mg = λ2/M , the IR gluon mass.

In general, there are three possible outcomes, which were all canvassed in Ref. [41].

(i) If fitting LGT results using Eq. (4.38), subject to UV partonic constraints, were to

yield mγ ≫ mg, then the Gribov gauge-fixing horizon is affecting UV modes of the

gluon. However, the validity of standard perturbation theory shows this is not the

case. Consequently, mγ ≫ mg is unrealistic: had it been favoured by LGT results,
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then it would have been necessary to discard either or both those results and the

Gribov gauge-field horizon condition.

(ii) The converse, mγ ≪ mg, would indicate that the gluon mass alone is sufficient

to screen IR gluon modes, in which case the Gribov gauge-fixing ambiguity could

have no physical impact and any horizon term is redundant.

(iii) The detailed numerical analysis in Ref. [41] indicates that QCD occupies a middle

ground: mγ ≈ mg, with each of a size (∼ 0.5 GeV) that one associates with

EHM in the gauge-sector. In this scenario, the gluon mass and horizon scale

play a practically identical role in screening long-wavelength gluon modes, thereby

dynamically eliminating all gauge-fixing ambiguities. It was further found that,

together, they set a confinement scale of roughly 1 fm. In consequence of these

findings, it was conjectured that the gluon mass and Gribov gauge-field horizon

are equivalent emergent phenomena.

A stronger conclusion requires unquenched LGT results with better sensitivity to

IR momenta. Meanwhile, Ref. [41] worked with the quenched LGT results [538] and

found that a high-quality fit is achievable with mγ = mg. In this realization of Scenario

(iii), the horizon scale, a2 and ghost-field condensate can all be absorbed into a single

running gluon mass, mg(k
2), whose dynamical appearance alone is sufficient to eliminate

gauge-fixing ambiguities and complete the definition of QCD. This leads one back to the

PI charge discussed in Sec. 4.6.4.

4.9 Curci-Ferrari model

The Curci–Ferrari model [616] is a massive Yang-Mills theory in which the mass force

carrier (here the gluon) is an additional parameter of the theory. A mass term
m2

g

2
Aa

µA
µ
a

is added to the QCD Lagrangian after gauge fixing, viz. its Faddeev-Popov expression,

Eq. (3.21). This yields a model that contains longitudinal gluon modes, which persist

in the UV. It has been argued that the model is renormalizable but not unitary [617,

618]. The model can be made to recover a Landau-gauge Yang-Mills theory when an

appropriate zero mass gluon limit is engineered.

The rationale for employing the model to explore the IR-behavior of αs and associ-

ated Schwinger functions [619], is the hypothesis that the Faddeev-Popov quantization

method becomes inapplicable in the IR and should be modified to account for the pres-

ence of Gribov copies. The gluon mass is then interpreted as an effective mass arising
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from the breaking of BRST symmetry owing to the Gribov ambiguity [591]. In fact,

the gluon propagator obtained in the model is the same as that arising in Landau-

gauge pQCD, but for a mass term that suppresses the Landau pole thereby, potentially,

allowing the use of perturbation theory. Ref. [620] reviews the application of the Curci–

Ferrari model to QCD and Yang-Mills theories. (The motivations for this approach are

potentially undermined by the existence of a Schwinger mechanism in QCD [390, 391]

and the conclusions suggested in Ref. [41], viz. that the emergence of a gluon mass scale

makes moot the issue of Gribov ambiguities.)

The scheme has been used to model gluon, quark and ghost propagators, as well as

the quark–gluon vertex. A one-loop perturbative treatment without dynamical quarks

results in a ghost-gluon coupling, αgh
s , that vanishes in the IR and remains small enough

to validate a posteriori the use of perturbation theory – see Ref. [12, Sec. 4.15]. Although

the formalism is perturbative, nonperturbative phenomena are nevertheless modelled by

inclusion of the gluon mass parameter. Generally, the Schwinger functions obtained

agree with CSM and LGT predictions in the decoupling scenario, although a scaling

scenario can be engineered [621].

Calculations of αqg
s , α3g

s and α4g
s have been carried out in the Curci-Ferrari model

[569, 622–626]. The results agree with those obtained using continuum and lattice

Schwinger function methods – see Fig. 4.3 (left panel). However, the agreement is weak-

ened by the inclusion of dynamical quarks. This might be explained by the observation

that although αgh
s , α3g

s and α4g
s remain small (in Landau gauge) at all Q2 – see Fig. 4.3,

the quark-gluon coupling αqg
s is found to be two- or even three-times larger in the higher

energy part of the IR-domain when compared with αgh
s , α3g

s , respectively. A 1/Nc ex-

pansion has been used to address this issue. Two-loop results are also available for

propagators, and for αqg
s and α3g

s [623–626].

There is an appealing simplicity in the fact that fair agreement with the results of

continuum and lattice Schwinger function methods in QCD is obtained at 1-loop in the

Curci-Ferrari model. This is largely a consequence of αgh
s , α3g

s and α4g
s remaining small in

the model. Notably, although somewhat better grounded in the Curci-Ferrari model, 1-

loop agreement is not entirely new. Early DSE calculations, featuring an effective gluon

mass, used a 1-loop expression of αs and the propagators – see, e.g., the discussion of

Eq. (4.29) – to obtain results that were qualitatively and semi-quantitatively confirmed

by later LGT calculations. We observe, too, that the effective charge approach (Sec. 4.3)

defines the nonperturbative coupling using the leading order expression for one or an-

other given observable. This indicates that for some quantities, at least, nonperturbative
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effects can be encapsulated in just a few well-chosen parameters, e.g., the effective gluon

mass for αs or the gluon propagator.

4.10 Analytic coupling

As discussed in connection with the effective charge approach, Sec. 4.3, defining αs so

that it remains an observable is advantageous in both the UV and IR domains. A

different method to preserve this “observability” attribute of αs is to demand its an-

alyticity in the complex Q2-plane,9 that is, physically speaking, for αs to be causal.

Such a requirement removes the Landau pole that appears at Q ≃ Λs in the perturba-

tive treatment: the pole violates causality because it would represent the production of

causality-violating tachyons – see the last four paragraphs of Sec. 2.

This approach to solving the Landau pole problem has a long history. It was intro-

duced in 1955 [627], applied soon thereafter to study the QED Landau pole [628–630],

and then applied to QCD [631]. Since then, the approach has been pursued in various

guises by several authors – See Refs. [12,17] for overviews.

The procedure may be formulated [631] using a spectral density, ρ, whose form is

usually taken as that expected from standard pQCD. Then, the theory of dispersion

relations is employed to mold an analytical coupling, αan, free of the Landau pole. This

method is also, therefore, called the dispersive approach.

Specifically, the Källén–Lehman spectral relation [632,633] is employed:

αan(Q2) =
1

π

∫ ∞

0

dν
ρ (ν)

ν +Q2
, (4.39)

with ν the integration variable. Here, ρ(ν) is the density in momentum space of a nonin-

teracting gluon propagator, with effective mass
√
ν, that mediates the interaction. Note

that the original Källén–Lehman identity relates the full, viz. interacting, propagator,

rather than αan, to the weighted sum of massive free-propagators. The integration over

ν means that αan is explicitly independent of the mass term appearing in the propaga-

tor. Further, ν identifies as Q2, rather than a squared mass, in the spectral function

– see Eq. (4.40) below. (A variation that explicitly includes a gluon mass has been de-

veloped [12, 634].) The form of ρ(ν) is chosen so that αan has the desired UV and IR

properties.

9Except on the real timelike axis where singularities may exist, corresponding to the production of
on-shell particles.
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To find that ρ(ν) which would yield αan from Eq. (4.39), the Schwarz reflection

principle [635] is used. This entails that ρ (ν) = Im
(
αan(−ν + iϵ)

)
[636]. The standard

choice is [631]:

ρ (ν) = Im
(
αs(−ν + iϵ)

)
, (4.40)

with αs the usual pQCD coupling. Inserting Eq. (4.40) into Eq. (4.39) yields a Kramers–

Krönig type of relation [637,638] for αan, which ensures that it is analytical and causal.

The procedure described above is applicable at any order in the β series, with the

same features as the standard perturbative solutions for α
(l)
s at l+ 1-loop – see Secs. 3.2-

3.3); namely, that analytical solutions exist for the 1-loop β0 and 2-loop β1, but the

higher order solutions are either numerical or approximately analytic. At β0-level, the

procedure gives:

ρ0 (ν) =
π

β0[ln
2(ν/Λ2

s) + π2]
, (4.41a)

α(0)
an

(
Q2
)

=
4π

β0

(
1

ln(Q2/Λ2
s)

+
Λ2

s

Λ2
s −Q2

)
. (4.41b)

This coupling agrees with the UV expectation of pQCD and is free of the Landau pole in

the IR. In fact, its value at the would-have-been Landau pole is α
(0)
an (Λ2

s)/π = 2/β0 ≈ 0.2.

As Q2 → 0, all dependence on Λs disappears and αan(0)/π = 4/β0 ≃ 0.41, a result

holding at all orders [636]. Albeit finite, αan(Q2) does not freeze in the IR, but increases

monotonically until reaching the 4π/β0 value.

The last term in Eq. (4.41b) does not depend on the higher-order terms in the β series

and does not involve any ln(Q2/Λ2
s) term. Thus, it is a nonperturbative contribution,

which expands at high Q2 as (Λs/Q)2n, i.e., may be identified with the nonperturbative

higher-twist terms of the OPE formalism.

The couplings calculated at l-loop order, α
(l)
an(Q2), are numerically close to each

other, viz. their values do not much depend on the loop order. This was to be expected

because all α
(l)
an share the same IR and UV limits.

The small UV and IR values of α
(0)
an , and the fact that α

(l)
an ≃ α

(0)
an suggests that the

perturbative series associated with a quantity expanded in α
(l)
an should be valid on both

the UV and IR domains, providing that all nonperturbative effects are encompassed

by αan. To consistently include the α
(l)
an at each order n in the pQCD series, an n-th

order spectral function is defined as ρn(ν) = Im
(
αn
s (−ν)

)
. This provides the n-th order
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coupling,

α
(l)
an,(n) =

1

π

∫ ∞

0

dν
ρn (ν)

ν +Q2
, (4.42)

and a standard pQCD series, 1+Σnan
[
α
(l)
s (Q2)

]n
, is re-expressed as 1+Σnanα

(l)
an,(n)(Q

2).

Notice that the series is unusual because it lacks a unique expansion parameter αs.

Instead, it uses parameters αan,(n) in which the power of n is implicit rather than explicit.

As a consequence, αan,(m+n) ̸= αn
an,(m) ̸= αan,(m)αan,(n); and, in particular, αan,(n) ̸= αn

an.

This approach is called analytical perturbation theory (APT) [631]. Its extension to

non-integer values of n is known as fractional APT (FAPT) [639], and is motivated by

the presence in QCD of operators with nonzero anomalous dimensions.

In the past quinquennium, several authors have pursued the analytical/dispersive

approach. A method to extend the FAPT perturbative series to higher orders using

an 1/ ln(Q2/Λs) expansion is proposed in Ref. [640] and tested on the Bjorken sum rule,

Eq. (4.2). The FAPT approach is used elsewhere [641–643] to compute αgh
s for Nf = 3

in the MiniMOM RS and Landau gauge on both the IR and UV domains. The aim

was to provide an analytical form for αgh
s that qualitatively reproduces the decoupling

solution found numerically using LGT. To that end, ρ was modeled, with ultimately

two free parameters adjusted so that the correct τ -decay phenomenology, at the edge

of the pQCD domain, is recovered and that the maximum of αgh
s in the IR matches

LGT findings. In Ref. [644], a SU(3), pure-gauge, β-function, inspired by the Novikov-

Shifman-Vainshtein-Zakharov β-function of supersymmetric gauge theories [645–647],

is treated with the analytic procedure to eliminate the Landau pole. The resulting

analytically-improved β-function provides an IR-safe αs that freezes to the IR-fixed

point αs = 0.31. Finally, in Ref. [648], αan is studied at the 2-loop level, with an exact

analytical solution provided, albeit in an integral form that must be either numerically

estimated or approximated.

4.11 Screened massive expansion

The final approach to determining αs in the IR that has seen developments in the past

quinquennium is the screened massive expansion method. Its rationale is the smallness

of vertex-based αs(Q
2) forms in the decoupling scenario – Fig. 4.3 (left panel), where

αs(Q
2) −−−→

Q2→0
0, irrespective of which vertex coupling is considered. This intimates

that QCD in the IR might be treatable perturbatively, with nonperturbative effects

possibly encapsulated in effective mass parameters [649–653]. Working from this posi-
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tion, Refs. [649–653] propose a double perturbative expansion for chiral QCD (massless

current quarks) in the IR which, in particular, enables computation of the ghost–gluon

vertex coupling αgh
s (Q2), Eq. (4.21), as well as propagators. The coupling is first assumed

to be small enough to permit the double perturbative expansion and then calculated.

The result is a numerically small coupling, consistent with the initial assumption.

The method is discussed generally for a SU(N) Yang-Mills theory with massless

fermions in Refs. [650, 651]. Starting from the Faddeev–Popov Lagrangian of that the-

ory, trial massive propagators are used for the internal gluon lines of the Feynman

diagrams. While the mass parameter assigned to the propagators eventually cancels

in the renormalization process, distinct dynamical effective masses for gluons and con-

stituent quarks emerge from the loop diagrams. The disappearance of the initial mass

parameters makes the method compatible with BRST symmetry, in contrast to other

massive extensions of SU(N).10 The coupling and propagators are obtained in Landau

gauge using the MS RS. They are consistent with other nonperturbative methods, in-

cluding LGT; and the smallness of αgh
s (Q2) in the deep-IR means αgh

s is dominated by

its 1-loop solution. In particular, it consistently displays the expected decoupling solu-

tion. αgh
s (Q2) peaks at Q2 ≃ 0.4 GeV2, with values of 1.2–1.5, but this is a priori not

inconsistent with a perturbative expansion since pQCD series are developed in the ratio

αs/π.

The screened massive expansion can also be engineered [654] to produce αgh
s in line

with a scaling scenario – Fig. 4.3 (right panel). To achieve such an outcome, one is

required to employ a “screened MOM” RS, i.e., force the renormalized gluon 2-point

function to match a massive free-propagator instead of the standard massless propa-

gator at the momentum subtraction point. The usual MOM RS always generates the

decoupling scenario.

4.12 Other approaches

Other methods that have been used to model αs include the Stochastic Quantization

formalism, where the role of ghosts is played by longitudinal gluons; the background

field method; the Banks-Zaks approach; and instanton vacuum models. However, so far

as we are aware, no new developments that are pertinent to this review have been made

with these methods during the past quinquennium. Their current status, therefore,

10Methods displaying emerging dynamical masses, e.g., DSE studies, also respect the BRST symme-
try, as noted above.
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remains as described elsewhere [12]. Additionally, the Bern-Kosower formalism [655]

has recently been used to compute SU(3) vertex functions, but without yet providing

the corresponding couplings [656].
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Chapter 5

Summary and Perspective

The coupling αs(Q
2) is central to QCD and to the Standard Model of particle physics.

Ever since the dawn of the QCD era, vigorous efforts have been underway to understand

it. As we have described herein, they can be classified into two categories.

The first category we considered is that body which aims at a precise determination

of αs at high energy, with the reference point set to MZ, the Z0 mass. There, the

theoretical framework defining αs(Q
2) is well understood and is based on the RGE

[27, 58, 59] and perturbation theory. The leading behavior of αs(Q
2) is a logarithmic

decrease with Q2 [82, 83]. Accordingly, both αs and its Q2-dependence vanish as Q2 →
∞, which explains Bjorken scaling [371] and enables the use of QCD perturbation theory

for the prediction of high-energy phenomena – arguably the keystone in establishing

QCD as the best existing candidate for a theory of the strong force.

Today, the main goal of high-energy studies of αs is to determine this coupling

with an accuracy ∆αs/αs ≪ 1% [22], the current global assessment being αs(Mz) =

0.1176(10) without LGT (∆αs/αs = 0.85%) and αs(Mz) = 0.1179(09) with LGT

(∆αs/αs = 0.76%) [5].

High accuracy is evidently necessary for the understanding of QCD, but also for

Standard Model studies and searches for physics beyond the Standard Model. For the

former, it is because QCD corrections to Standard Model reactions often dominate the

uncertainties, since αs is much larger than α and GF and known with several orders-of-

magnitude less accuracy. An example of the latter is testing the universality of αs(Mz)

by measuring it at a scale Q2 ̸= M2
Z and evolving it to M2

Z.

Reaching ∆αs/αs ≪ 1% requires combining many determinations of αs(MZ) ob-

tained from distinct observables whose approximant is well controlled. It also demands

using either techniques minimizing renormalization scale ambiguities [121, 126] or pro-
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viding calculations of pQCD approximants to at least past NLO. Several are currently

known to N3LO, while the β-series of QCD has been computed to five-loops (β4) [106].

Nevertheless, when the common scheme of varying the renormalization scale is em-

ployed [52] the uncertainty coming from the truncation of pQCD series is generally a lim-

iting factor in the extraction of αs(Mz) from measurement or LGT. In fact, LGT seems

to be emerging as a leading method for high precision determinations of αs(Mz) [21]; con-

sequently, scrutinizing the systematics associated with LGT has become crucial. Even

so, experimental efforts on αs(Mz) remain imperative because LGT calculations do not

include physics beyond the Standard Model; thus, LGT can only contribute to searches

for such physics by providing a pure-QCD baseline.

The second category we discussed is the class of studies whose goal is to understand

αs in the strong QCD regime. Like the precision efforts, this is also challenging, albeit

for different reasons. A first stumbling block is placed by the many possible “obvious”

definitions one can choose for αs in the IR: at first glance, no one choice is plainly

superior to another. In fact, it might be that several couplings with different values and

Q2-dependence are necessary to characterize QCD: quark-gluon, ghost-gluon, 3-gluon

and 4-gluon vertices may couple distinctly. Whilst the Slavnov-Taylor identities – the

QCD equivalent of the Ward-Green-Takahashi identities in QED – ensure that couplings

derived from all these vertices must be equivalent in perturbation theory, practitioner-

dependent choices of, e.g., gauge, RS, and momentum flow, can obscure connections

between them at IR momenta.

Compounding the number of distinct αs behaviors is the enhancement of the RS-

dependence in the IR allied with the fact that the relation between couplings calculated

in different RSs is usually known only in the pQCD framework. (See, however, the

HLFQCD approach, Sec. 4.5 and Ref. [336], for an exception.)

Finally, and not least amongst the reasons, nonperturbative calculations are complex

and difficult. This may lead to erroneous αs behaviors owing to artifacts from approx-

imations, such as finite size effects in LGT or truncation prescriptions for continuum

Schwinger function methods.

Many prescriptions for αs in IR have been studied, resulting in αs(Q
2 → 0) values

ranging from 0 to ∞ [12]. While it rapidly became clear that the Landau pole at Q2 ≃ Λ2
s

was a perturbative artifact and therefore could not represent the behavior of αs nor be

the cause of color confinement, there was no consensus on how αs ought to behave in

the IR.

A prominent proposal was that the coupling should possess an IR fixed point, i.e.,
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that it displays a plateau for Q2 ≪ Λ2
s, a behavior called the (IR) freezing of αs. This

was posited soon after the advent of QCD [28,84,374,375,452,657]. Other proposals were

that αs should vanish as Q2 → 0 [658, 659], or diverge as 1/Q2 [472] or that it should

increase monotonically as 1/Q2, but without diverging [631]. As explained above, many

causes lie behind these widely differing expectations.

For further progress to be made in this area, a unifying definition of αs(Q
2 ≥ 0)

must be identified and widely appreciated. In this connection, it is worth recalling

that the effective charge prescription was long ago adopted in QED [27]. This choice is

“optimal” because it provides an unambiguous, readily interpretable, and widely appli-

cable definition. Something equivalent has long been sought in QCD. Namely, a single

coupling, which has minimal sensitivity to choices of gauge or RS, whose origin and

momentum-argument are unambiguous, whose value is both an expression of the inter-

particle interaction strength at the listed scale and directly comparable with data, and

which is useful, in the sense that the definition should be capable of delivering predictions

for measurable nonperturbative quantities.

We have highlighted steps made in this direction during the past quinquennium. In

particular, data and distinct non-perturbative methods have converged to a concordant

global picture of αs defined, like in QED, as an effective charge. This presents the

possibility of implementing a running coupling that is both consistent and fruitful.

Consistent, because of agreement between the experimental measurement of the

effective charge αg1 [119, 369, 370] and parameter-free predictions from HLFQCD [373],

DSE and LGT [35,36]. In all cases, the results are gauge independent: self-evidently for

the experimental data; and by virtue of the nonperturbative approach for HLFQCD [373]

or thanks to the pinch technique for DSE and LGT [28, 31]. This coupling also agrees

with an earlier determination [28] after allowance is made for the different RS [336].

Fruitful, because many hadronic quantities are calculable with such a coupling and

within the theoretical framework in which it is derived. These quantities include hadron

masses [114,378], hadron polarized and unpolarized PDFs and GPDs [344,345,379–383,

660], elastic and transition form factors [385,661–663], meson decay constants [510], the

scale of QCD, Λs [330], and the connection between the soft and hard pomerons [387].

Thus, the availability of αg1 at all scales (Fig. 4.1), combined with the elimination

of scale and scheme ambiguities using PMC scale setting [52], has opened a new range

of predictions for physics phenomena in both the perturbative and nonperturbative

domains. The mechanism causing the IR freezing of the coupling remains a subject of

research, although progress has also been made there.

104



Regardless of its origin, one now has in hand a coupling that can universally charac-

terize QCD interactions, that has the merit of being independent of the choice of gauge,

vertex, and process, and that can predict observables in the strong QCD domain. This

argues strongly for its interpretation as a canonical QCD coupling, not only in the UV

region – where it agrees with the perturbative coupling – but in the IR as well. As we

have stressed, this effective charge fulfills basic criteria expected of a canonical coupling.

Other candidates for αs that meet these criteria may exist, but none are presently known.

If one were found, it would provide for a valuable comparison, which could potentially

deliver additional advances in our understanding of QCD and the standard model.
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Abbreviations

The following abbreviations are used in this manuscript:

AdS/CFT anti-de Sitter/conformal field theory

AdS/QCD anti-de Sitter/QCD

ALEPH Apparatus for LEP PHysics

APT analytical perturbation theory

ATLAS A Toroidal LHC Apparatus

BLM Brodsky-Lepage-Mackenzie

BRST Becchi-Rouet-Stora-Tyutin

CEBAF Continuous Electron Beam Accelerator Facility

CERN European Organization for Nuclear Research

CIPT contour-improved perturbation theory

CLAS CEBAF Large Acceptance spectrometer

CMS Compact Muon Solenoid (experiment)

CSR commensurate scale relations

CSMs continuum Schwinger function methods

dAFF de Alfaro-Fubini-Furlan

DCSB dynamical chiral symmetry breaking

DELPHI DEtector with Lepton, Photon and Hadron Identification

DESY Deutsches Elektronen-Synchrotron

DGLAP Dokshitzer–Gribov–Lipatov–Altarelli–Parisi

DIS deep inelastic scattering

DSE Dyson-Schwinger equation

EIC electron ion collider (at Brookhaven National Laboratory)

EicC electron ion collider in China

EHM emergent hadron mass

ERBL Efremov-Radyushkin-Brodsky-Lepage

fAPT fractional APT

FF (parton) fragmentation function

FLAG flavor lattice averaging group

FOPT fixed order perturbation theory

FRG functional renormalisation group
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GPD generalized parton distribution

HERA Hadron-Electron Ring Accelerator

HLFQCD holographic light-front QCD

HRS High Resolution Spectrometer (experiment at PEP, or detector system

at JLab)

HT higher-twist

IR infrared (physics/phenomena)

JLab Thomas Jefferson National Accelerator Facility

JADE JApan, Deutschland and England (experiment at PETRA)

L3 Third LEP experiment

LC Light Cone

LEP Large Electron-Positron collider

LF Light Front

LL leading logarithm

LGT lattice gauge theory

LHC large hadron collider (at CERN)

LO leading order

MS (and MS) Minimal Subtraction

NLL (and NiLL) next to ... leading logarithm

NLO (and NiLO) next to ... leading order

OPAL Omni-Purpose Apparatus for LEP

(P)DF (parton) distribution function

PDG Particle Data Group and associated publications

PEP Positron-Electron Project (facility at SLAC)

PETRA Positron-Electron Tandem Ring Accelerator

PI (charge) process-independent (charge)

PMC principle of maximum conformality

pQCD perturbative QCD

QCD quantum chromodynamics

QED quantum electrodynamics

QFT quantum field theory

RGE renormalization group equation

RGI renormalisation group invariant

RHIC relativistic heavy ion collider

RS Renormalization Scheme
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SLAC Stanford Linear Accelerator Center

SLC Stanford Linear Collider

SLD SLAC Large Detector

SU(N) special unitary (group of degree n)

TASSO Two Arm Spectrometer SOlenoid

UV ultraviolet (physics/phenomena)
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[345] G. F. de Téramond et al., Phys. Rev. D 104, 114005 (2021).

126



[346] T. Liu et al., Phys. Rev. Lett. 124, 082003 (2020).

[347] L. Chang, K. Raya and X. Wang, Chin. Phys. C 44, 114105 (2020).

[348] J. Arrington et al., J. Phys. G 48, 075106 (2021).

[349] R. Abdul Khalek et al., Nucl. Phys. A 1026, 122447 (2022).

[350] EIC ECCE consortium, To be published in Nucl. Instrum. Methods, special EIC

issue, 2023.

[351] X. Chen, F.-K. Guo, C. D. Roberts and R. Wang, Few Body Syst. 61, 43 (2020).

[352] R. K. Ellis et al., (2019), Physics Briefing Book: Input for the European Strategy

for Particle Physics Update 2020 – arXiv:1910.11775 [hep-ex].

[353] S. J. Brodsky, F. Fleuret, C. Hadjidakis and J. P. Lansberg, Phys. Rept. 522, 239

(2013).

[354] J.-P. Lansberg et al., PoS PSTP2015, 042 (2016).

[355] D. Kiko la et al., Few Body Syst. 58, 139 (2017).

[356] C. Hadjidakis et al., Phys. Rept. 911, 1 (2021).

[357] C. A. Aidala et al., arXiv:01.08002.

[358] A. Accardi et al., 2306.09360.

[359] Y. Nambu and G. Jona-Lasinio, Phys. Rev. 122, 345 (1961).

[360] K. D. Lane, Phys. Rev. D 10, 2605 (1974).

[361] H. D. Politzer, Nucl. Phys. B 117, 397 (1976).

[362] G. Eichmann, H. Sanchis-Alepuz, R. Williams, R. Alkofer and C. S. Fischer, Prog.

Part. Nucl. Phys. 91, 1 (2016).

[363] C. S. Fischer, Prog. Part. Nucl. Phys. 105, 1 (2019).

[364] S.-X. Qin and C. D. Roberts, Chin. Phys. Lett. 37, 121201 (2020).

[365] F. J. Dyson, Phys. Rev. 85, 631 (1952).

127



[366] F. E. Harris, Chapter 2 - infinite series, in Mathematics for Physical Science and

Engineering, edited by F. E. Harris, pp. 43–86, Academic Press, Boston, 2014.

[367] V. D. Burkert and C. D. Roberts, Rev. Mod. Phys. 91, 011003 (2019).

[368] Y. L. Dokshitzer, Perturbative QCD theory (includes our knowledge of α(s)) - hep-

ph/9812252, in High-energy physics. Proceedings, 29th International Conference,

ICHEP’98, Vancouver, Canada, July 23-29, 1998. Vol. 1, 2, pp. 305–324, 1998.

[369] A. Deur, V. Burkert, J.-P. Chen and W. Korsch, Phys. Lett. B 650, 244 (2007).

[370] A. Deur, V. Burkert, J. P. Chen and W. Korsch, Phys. Lett. B 665, 349 (2008).

[371] J. D. Bjorken, Phys. Rev. 148, 1467 (1966).

[372] J. D. Bjorken, Phys. Rev. D 1, 1376 (1970).

[373] S. J. Brodsky, G. F. de Teramond and A. Deur, Phys. Rev. D 81, 096010 (2010).

[374] A. I. Sanda, Phys. Rev. Lett. 42, 1658 (1979).

[375] T. Banks and A. Zaks, Nucl. Phys. B 196, 189 (1982).

[376] S. J. Brodsky and G. F. de Teramond, Phys. Rev. Lett. 96, 201601 (2006).

[377] G. F. de Teramond and S. J. Brodsky, Phys. Rev. Lett. 102, 081601 (2009).

[378] L. Chang and C. D. Roberts, Phys. Rev. C 85, 052201 (2012).

[379] L. Chang et al., Phys. Rev. Lett. 110, 132001 (2013).

[380] C. Shi et al., Phys. Rev. D 92, 014035 (2015).

[381] M. Ding, F. Gao, L. Chang, Y.-X. Liu and C. D. Roberts, Phys. Lett. B 753, 330

(2016).

[382] M. Ding et al., Chin. Phys. C 44, 031002 (2020).

[383] M. Ding et al., Phys. Rev. D 101, 054014 (2020).

[384] M. Ding et al., Phys. Rev. D 99, 014014 (2019).
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A 31, 1630029 (2016).
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[555] P. Boucaud, F. De Soto, J. Rodŕıguez-Quintero and S. Zafeiropoulos, Phys. Rev.

D 95, 114503 (2017).

[556] F. Gao, J. Papavassiliou and J. M. Pawlowski, Phys. Rev. D 103, 094013 (2021).

[557] C. S. Fischer and R. Alkofer, Phys. Rev. D 67, 094020 (2003).

[558] C. S. Fischer, P. Watson and W. Cassing, Phys. Rev. D 72, 094025 (2005).

[559] C. S. Fischer, D. Nickel and J. Wambach, Phys. Rev. D 76, 094009 (2007).

[560] D. R. Campagnari and H. Reinhardt, Phys. Rev. D 82, 105021 (2010).
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[622] M. Peláez, U. Reinosa, J. Serreau, M. Tissier and N. Wschebor, Phys. Rev. D 96,

114011 (2017).
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