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We report new precision measurements of the elastic electron-proton scattering cross section for momentum
transfer squared (Q2) up to 15.75 (GeV/c)2. These data allow for improved extraction of the proton magnetic
form factor at high Q2 and nearly double the Q2 range of direct longitudinal/transverse separated cross sections.
A comparison of our results to polarization measurements establishes the presence of hard two-photon exchange
in the e-p elastic scattering cross section at greater than 95% confidence level for Q2 up to 8 (GeV/c)2.

PACS numbers: 25.30.Bf, 13.40.Gp, 14.20.Dh

Elastic electron scattering is a key process used in studies of
matter across a wide range of energy scales and in many sub-
fields of physics. In the one-photon exchange approximation
(OPE), first calculated in Ref. [1], the differential electron-
nucleon elastic scattering cross section, dσ(θe)/dΩe, is the
product of the cross section for a structureless object and a
structure-dependent term that depends on the Sachs magnetic
and electric form factors [2], GM (Q

2) and GE (Q
2), which en-

code the spatial distributions of magnetization and charge in
the proton:

dσ(θe)

dΩe
=

dσMott

dΩe
·

τ G2
M
(Q2)+ ε G2

E
(Q2)

ε(1+ τ)
. (1)

In Eq. (1), θe is the scattering angle of the electron,
dσMott/dΩe is the cross section for scattering of an electron
with incident (scattered) energy Ee (E ′e) from a structureless
target, Q2 = 4EeE ′e sin2(θe/2) is the negative four-momentum
transfer squared, ε ≡

[
1+2(1+ τ) tan2(θe/2)

]−1 is the vir-
tual photon polarization parameter, and τ ≡ Q2/4M2

p. The
structure-dependent term is isolated in the reduced cross sec-
tion,

σR = τ G2
M
(Q2)+ ε G2

E
(Q2) = σT + ε σL

= G2
M
(Q2)(τ + ε RS(Q2)/µ

2
p), (2)

where σL and σT are the longitudinal and transverse contribu-
tions to the cross section, respectively, RS = (µpGE /GM )2 is
the normalized Rosenbluth slope, and µp is the proton mag-
netic moment. The form factors can be extracted using mea-
surements at fixed Q2 but different values of ε , corresponding

to different electron scattering angles. A linear fit to measure-
ments of σR(ε) yields an intercept of σR(ε = 0) = τ G2

M
, and

a slope of dσR/dε = G2
E

. This method is commonly known as
Rosenbluth or Longitudinal/Transverse (L/T) separation.

Pioneering measurements of elastic electron-proton scatter-
ing by R. Hofstadter [3] confirmed the theoretical expectation
of linear dependence of σR as a function of ε , which supported
the use of the OPE approximation. Additional measurements,
including one in Ref. [4], extended linearity tests up to Q2=
3 (GeV/c)2 and demonstrated that GE and GM both approx-
imately follow the dipole form GD ≡

(
1+Q2/Λ2

)−2
, with

Λ2 = 0.71 GeV2, yielding form factor scaling: µpGE /GM≈
1. At larger Q2 values, τ enhances the contribution from
GM , making it difficult to extract GE using the Rosenbluth
method. Elastic cross section analyses at higher Q2 val-
ues [5, 6] extracted GM under the assumption that RS = 1.
These data showed that Q4 GM (Q2) was Q2-independent above
10 (GeV/c)2, consistent with the pQCD prediction [7].

The reduced sensitivity to G2
E

at high Q2 in the Rosen-
bluth method motivated the use of double polarization ob-
servables [8], for which the OPE formalism was developed
in Refs. [8–11]. Polarization measurements are directly sensi-
tive to the ratio GE /GM , but not to the individual form factors.
About 20 years ago the first precision measurements were per-
formed [12] and a novel effect was discovered: the form factor
ratio (FFR) extracted from polarization data decreased dra-
matically with Q2, see Refs. [12–14].

The decrease of the FFR with increasing Q2 revealed unex-
pected new physics, with proposed explanations ranging from
the role of quark orbital momentum [15] to the effect of the di-
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quark correlation in the nucleon ground state [16]. In addition,
the discrepancy between the FFR extracted from polarization
measurements and from cross sections was surprising, and re-
quires deeper understanding. This discrepancy is referred to
henceforth as the form factor ratio puzzle (FFRP).

Soon after the FFRP was discovered, two experiments were
proposed involving detection of the struck proton [17, 18],
whose constant momentum at a given Q2 allows reduction
of instrumentation systematics. A reanalysis of the world
data [19], and new measurements of RS values with both scat-
tered electron detection [20] and recoil proton detection [21],
confirmed with improved precision the original experimental
results from the Rosenbluth method of an approximately con-
stant value of RS at Q2 up to 5.5 (GeV/c)2.

The leading explanation of the FFRP is the contribution
from hard two-photon exchange (TPE) to the e-p elastic scat-
tering cross section [22, 23]. TPE effects can change the slope
of σR vs. ε and introduce non-linear contributions in the re-
duced cross section. At large Q2 values, where the slope aris-
ing from GE is extremely small, even a small change in the
slope can lead to a large fractional change in the RS. A non-
linearity of the reduced cross section as a function of ε was
explored for a TPE signature in precision elastic and inelas-
tic electron scattering experiments and found to be extremely
small [24], although the lack of non-linear contributions does
not rule out a change to the slope that could explain the FFRP.
The contribution of TPE to polarization transfer observables
was also found to be small [25], as predicted by calcula-
tions [26, 27].

The TPE contribution to the cross section has the opposite
sign for electron and positron scattering, making a compar-
ison of positron-proton and electron-proton scattering one of
the most direct tests for TPE. A global re-examination of e+-p
and e−-p comparisons in 2003 showed evidence for TPE [28]
at low Q2 values. After 2010, new experiments were per-
formed to improve the precision and extend the kinematic
range of these comparisons [29–31], finding evidence of a
hard TPE effect in the ratio of e+-p and e−-p elastic scattering
cross sections up to Q2 ≈ 2 (GeV/c)2.

While most proposed explanations of the FFRP focus on
TPE, any ε-dependent correction could contribute to that dis-
crepancy, leading to updated examinations of the full radia-
tive correction (RC) procedures, not just the TPE terms [32–
34]. The most recent and complete update to the RC proce-
dures [34] was applied to SLAC data from Refs. [4, 35]. The
new RC procedures reduced the RS, but nonetheless provided
a clear confirmation of the FFRP for Q2 from 4-7 (GeV/c)2.
At higher Q2 the RS in elastic e-p scattering has not pre-
viously been measured, because the previous data were col-
lected only for forward angles, with insufficient range in ε to
constrain the RS.

Notwithstanding these experimental and theoretical efforts,
the role of the TPE contribution is still not well understood
(see reviews [36–38]). This work addresses the significance of
the FFRP at much higher values of Q2 than previously investi-
gated, and improves the precision of experimental constraints

on TPE effects in elastic e-p scattering.
The experiment reported in the present work was conducted

to obtain high-precision cross section measurements at large
Q2 and relatively low values of ε . These low-ε data, combined
with existing high-ε measurements [5, 6, 35, 39], were used
to extend Rosenbluth separations above 7 (GeV/c)2, and im-
prove the precision of GM . Finally, these measurements pro-
vide an important baseline for high-Q2 measurements enabled
by the 12 GeV upgrade at Jefferson Lab, where the measured
cross sections are important for experimental normalization
and cross checks, and for the broader program of high-Q2 pro-
ton and neutron structure measurements.

This experiment, referred to hereafter as GMp12, was per-
formed in Hall A of Jefferson Lab using the basic suite of
experimental instrumentation [40]. A 100% duty-factor elec-
tron beam with current up to 68 µA and energy from 2.2 to
11 GeV was incident on a 15-cm long liquid hydrogen tar-
get. The target operated at a temperature of 19 K, a pressure
of 25 psia, and a density of 0.0732 g/cm3. The hydrogen tar-
get was complemented by a “dummy” cell consisting of two
aluminum foils, used to measure the backgrounds originating
from the entrance and exit windows of the hydrogen cell. The
target density reduction with increasing beam intensity, due
to localized boiling of the cryogen, was found to be 2.7% per
100 µA, [41], with an estimated uncertainty of 0.35% in the
variation of the correction across the current range of the ex-
periment.

The energy of incident electrons was determined using the
Hall A ARC energy measurement system, [42], which mea-
sures the field integral of the dipoles which bend the beam
through 34.257 degrees from the accelerator into Hall A.
These results were cross checked with spin precession stud-
ies and beam energy measurements in Hall C. The uncertainty
in the beam energy was found to be less than 0.1% for all
kinematics [43].

The beam current was measured by beam charge mon-
itors (BCMs) [44], which were calibrated against a well-
understood Unser monitor [45]. The uncertainty on the beam
current and accumulated charge was defined by the accuracy
of the BCM calibration. An absolute uncertainty of 0.06 µA
stems from the current source utilized to calibrate the Unser
monitor. The latter results in an uncertainty of 0.1% at a cur-
rent of 65 µA, utilized for most of the GMp12 kinematics, and
up to a maximum of 0.6% for the lowest current of 10 µA.

The scattered electrons were detected in the left and right
Hall A High Resolution Spectrometers (HRSs), hereafter re-
ferred to as LHRS and RHRS, respectively. The HRSs have a
solid angle acceptance of 6.0 msr, momentum acceptance of
±4.5%, intrinsic momentum resolution of 2.5×10−4, and an-
gular resolution of 0.6 mrad. The primary trigger was formed
as a coincidence of signals in the front and back scintilla-
tor planes (separated by two meters) and the gas Cherenkov
counter. The trigger efficiency was monitored using a sam-
ple of triggers that required only two of these three signals.
For this experiment, the tracking system in each HRS was up-
graded by adding a three-layer straw tube drift chamber to



4

allow accurate determination of the track reconstruction effi-
ciency [46]. The particle identification detectors included a
two-layer shower detector and a gas Cherenkov counter with
enhanced light collection efficiency by means of a wavelength
shifter [47]. Dead times of the trigger counters, front-end elec-
tronics, and DAQ were constantly measured using pulser gen-
erated events [41, 48].

The central momenta of the spectrometers were set to detect
elastically scattered electrons. For calibration of the magnetic
optics, data were collected from a target with 9 carbon foils
separated by 3 cm along the beam line to define the scattering
vertex position. To define the scattering angles, a 1 inch thick
tungsten sieve slit with a 9 (vertical)× 7 (horizontal) hole pat-
tern covering the angular acceptance was positioned in front
of the first quadrupole magnet of each spectrometer [46, 48].
The direction of the electron beam and the spectrometer cen-
tral angles were determined to 0.3 mrad precision by a series
of geodesic surveys.

Several measurements were taken with the central spec-
trometer momentum above 3.1 GeV/c, where the magnetic
flux in the first quadrupole magnet (Q1) begins to show sat-
uration effects. Corrections to the nominal optics were deter-
mined for cases with saturated Q1, utilizing a model of the
magnetic elements in COSY INFINITY [49] with a small ad-
ditional uncertainty assigned to these cross sections of 0.5%
in the worst case [44].

The cross section uncertainty due to the spectrometer ac-
ceptance was determined from detailed simulation studies in
which the magnetic field integrals of each magnet, as well as
the placement of each acceptance limiting aperture, were var-
ied within their respective uncertainties. It was found [44]
that the field and aperture uncertainties yield similar impact
on the acceptance. Furthermore, high statistics runs in the
LHRS at low Q2 were used for additional studies of the spec-
trometer acceptances, dead time of the data acquisition sys-
tem, and event reconstruction efficiency [44, 46]. Based on
these studies, we assign an acceptance uncertainty of 0.7% to
each measurement and an overall cross section scale uncer-
tainty of 0.8% for the LHRS data [44]. Because fewer studies
were possible for the RHRS, an additional 1% scale uncer-
tainty was assigned to these measurements.

Full simulations of the incident electron-target interaction
and the electron trajectory through the HRS magnets and de-
tectors were performed for each kinematic setting using an
updated version of the magnetic optics Monte Carlo code [50]
incorporating the HRSs. The event distributions in the detec-
tor package were compared with the simulated data and used
to fine-tune the model of the HRS optical transport. All radia-
tive processes were included in the Monte Carlo simulation
using the procedure described in Ref. [51] based on an up-
dated implementation [4] of the RC formalism of Ref. [52].
The uncorrelated systematic uncertainty of the GMp12 cross
section data is 1.2-1.3%, while the overall scale uncertainty is
1.6% (2.0%) for the LHRS (RHRS) data.

The RC calculation of Refs. [32, 33] has the most accurate
evaluation of the internal and external radiation, which is es-

sential for the analysis in the present work. The cross section
measurements from GMp12 were adjusted accordingly (see
Ref. [34] for details). The kinematics and reduced cross sec-
tion results from the GMp12 experiment are shown in Table I.

TABLE I. Kinematics and reduced cross section values for the
GMp12 measurements, with statistical and point-to-point systematic
uncertainties added in quadrature. Points labeled with an asterisk (*)
were taken with the RHRS. There is an additional 1.6% (2.0%) scale
uncertainty for the LHRS (RHRS) data, that is not included in the
quoted uncertainties.

Ee θe Q2 ε σR

(GeV) (deg) (GeV/c)2

2.222 42.001 1.577 0.701 (4.273±0.040)×10−2

2.222∗ 48.666 1.858 0.615 (2.983±0.057)×10−2

6.427 24.250 4.543 0.826 (3.813±0.057)×10−3

6.427 30.909 5.947 0.709 (1.805±0.025)×10−3

6.427 37.008 6.993 0.599 (1.113±0.016)×10−3

6.427 44.500 7.992 0.478 (7.289±0.109)×10−4

8.518 30.909 9.002 0.648 (5.163±0.078)×10−4

6.427∗ 55.900 9.053 0.332 (4.859±0.107)×10−4

8.518 34.400 9.807 0.580 (3.923±0.589)×10−4

8.518∗ 42.001 11.19 0.448 (2.565±0.041)×10−4

8.518∗ 48.666 12.07 0.356 (1.933±0.043)×10−4

8.518∗ 53.501 12.57 0.301 (1.664±0.053)×10−4

10.587 48.666 15.76 0.309 (8.405±0.227)×10−5

We combine our results with cross sections from several
JLab and SLAC experiments [4–6, 20, 35, 39] spanning a
Q2 range of 0.4-31 (GeV/c)2 in a global fit of the Q2 and ε

dependence of the e-p elastic scattering cross section using
Eq. 2. Following Ref. [19], we exclude the forward angle data
from Walker [4] and split the Andivahis [35] data set into two
subsets, one for each spectrometer, and updated the cross sec-
tion scale uncertainties of the data from the 1.6 GeV spectrom-
eter. The experimental data included in the database, com-
prising 121 kinematic points, were chosen because the publi-
cations provide sufficient information on their RC procedures
and cutoffs to allow us to self-consistently implement the RC
modification [34]. The cross section database can be found in
Ref. [53]. The normalizations of the data for the individual
experiments were allowed to vary based on their quoted cross
section scale uncertainties, except for the data of Ref. [20],
which cover a wide range of Q2 with the best accuracy. The
cross sections were fit in terms of GM and RS with the follow-
ing simple parametrizations, which provide sufficient flexibil-
ity at high Q2:

GM = µp (1 + a1τ)/(1 + b1τ + b2τ
2 + b3τ

3),

RS = 1 + c1τ + c2τ
2. (3)

The optimal values of the parameters and uncertainties are
given in Tab. II.

Figure 1 shows the global fit to GM along with the GM val-
ues extracted from the individual cross section measurements,
using the global fit to RS(Q2) to extrapolate to ε = 0 and iso-
late GM . In the global fit, the inclusion of our new data de-
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TABLE II. Global fit results for the parameters describing the proton
magnetic form factor GM and the Rosenbluth slope RS.

a1 b1 b2 b3 c1 c2
0.072(22) 10.73(11) 19.81(17) 4.75(65) −0.46(12) 0.12(10)
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FIG. 1. (Top) Kinematics of elastic e-p cross section data used in
the global fit and Rosenbluth separations; the boxes (1-7) indicate
the groupings of points for the Rosenbluth separations. (Bottom)
The effective proton magnetic form factor, normalized by the stan-
dard dipole µpGD , obtained from the cross section measurements of
GMp12 and Refs. [4–6, 20, 35, 39], with symbols as indicated in the
plot’s legend. The curve shows the result of our global fit, with the
gray shaded area indicating the 68% confidence interval.

creases the uncertainties in the extraction of GM by 30% or
more for Q2 > 6 (GeV/c)2.

A model-independent determination of the Rosenbluth
slope requires at least two measurements at identical Q2 val-
ues. In practice, even closely located measurements have
some differences in Q2, requiring interpolation. In our anal-
ysis, data with similar Q2 values were grouped as indicated
by the boxes in the top panel of Fig. 1. The normalization re-
sulting from the global fit was applied to each data set, mod-
ifying the cross sections from Table I. The individual data
points were then interpolated to a central Q2 value, Q2

c ; the de-
tailed extraction procedure including treatment of the relative
normalization between different experiments is described in
Ref. [53]. The interpolated data points were then used in lin-

ear fits to the ε dependence of σR(Q
2
c ,ε) to determine GM and

RS at seven Q2 values, as given in Table III. Figure 2 shows√
RS (yielding µpGE /GM in the OPE) from our global analy-

sis, along with a fit to the polarization data. The L/T results
are consistent with approximate form factor scaling.

TABLE III. Rosenbluth separation results for the data groupings
shown in the top panel of Fig. 1, after centering to the average Q2

c .
The quoted values of σL and σT as defined in Eq. 2, and GM/(µpGD)
and µpGE /GM are obtained assuming validity of the one-photon-
exchange approximation. For the largest Q2 value, where σL is neg-
ative, we quote −

√
|RS| .

Q2
c σT ×105 σL ×105 GM /(µp GD ) µpGE /GM

(GeV/c)2 (OPE) (OPE)
5.994 167±4 7.1±4.6 1.000±0.011 0.75 ± 0.25
7.020 104±3 9.3±5.3 0.967±0.015 1.18 ± 0.35
7.943 71.0±2.7 4.1±3.9 0.943±0.018 1.0 ± 0.5
8.994 49.8±1.7 0.7±3.0 0.934±0.016 0.5 ± 1.2
9.840 36.9±2.4 1.9±3.5 0.909±0.029 1.1 ± 1.0
12.249 18.0±0.8 1.2±1.8 0.858±0.019 1.3 ± 1.1
15.721 8.6±0.5 −0.2±1.2 0.840±0.025 (-0.9 ± 2.8)

While it is conventional to compare Rosenbluth and polar-
ization data by showing µpGE /GM , it is more correct to com-
pare the results in terms of the quantities most directly mea-
sured in the experiment. Thus, to extract the impact of TPE
we make a direct comparison of the extracted RS to the value
expected from the polarization fit to µpGE /GM , as detailed in
the supplemental material [53].

Based on our global fit, we find that the TPE null hypoth-
esis has a discrepancy with the experimental data above 2σ

up to 8 GeV2 and above 1σ up to 14 GeV2, compared to
6 GeV2 and 8 GeV2 without our new data. Because this is a
fit-dependent statement, we also examine the direct L/T sep-
arations which are essentially independent of the global fit.
We take the measured RS value minus the value predicted by
the fit to PT data, and find that the excess in RS associated
with TPE is 2σ from zero when taken as a constant shift in
RS as a function in Q2. We also obtain a 2σ deviation from
the polarization result if we assume that the change in RS is
proportional to τ , as expected if the observed slope is dom-
inated by TPE rather than the GE contribution and the TPE
contributions are nearly constant at large Q2.

In summary, the e-p elastic scattering cross section was
measured for beam energies in the range of 2.2 - 11 GeV and
Q2 up to 15.75 (GeV/c)2. Data from this experiment were
combined with other cross section measurements [4–6, 35, 39]
to perform Rosenbluth separations in a new Q2 regime. The
observed difference between the measured Rosenbluth slope
and the OPE expectation, with GE /GM from polarization trans-
fer, unambiguously shows significant TPE contributions to the
e-p elastic scattering cross section. These new, precise cross
section data provide an important baseline for the future pro-
ton and neutron structure investigations in the Jefferson Lab
12 GeV program.
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