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Abstract

We consider the two-nucleon system at next-to-next-to-next-to-leading order (N3LO) in chiral
effective field theory. The two-nucleon potential at N3LO consists of one-, two- and three-pion e
changes and a set of contact interactions with zero, two and four derivatives. In addition, one
take into account various isospin-breaking and relativistic corrections. We employ spectral fu
regularization for the multi-pion exchanges. Within this framework, it is shown that the three
exchange contribution is negligibly small. The low-energy constants (LECs) related to pion–n
vertices are taken consistently from studies of pion–nucleon scattering in chiral perturbation
The total of 26 four-nucleon LECs has been determined by a combined fit to somenp andpp phase
shifts from the Nijmegen analysis together with thenn scattering length. The description of nucleo
nucleon scattering and the deuteron observables at N3LO is improved compared to the one at NL
and NNLO. The theoretical uncertainties in observables are estimated based on the variatio
cut-offs in the spectral function representation of the potential and in the regulator utilized
Lippmann–Schwinger equation.
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1. Introduction

Since the seminal work of Weinberg [1] to derive the forces between two, three,. . . nu-
cleons from chiral effective field theory, there has been a flurry of activities to work ou
consequences of such an approach, to improve that scheme or to construct alternat
reviews see [2,3]. Here, we will be dealing with a modified Weinberg scheme, in whic
ons are treated nonperturbatively and the power counting is applied to the nucleon–n
potential. The potential consists of one-, two-,. . . pion-exchanges (1PE, 2PE,. . .) and a
string of contact interactions with an increasing number of derivatives (zero, two, four,. . .)
that parameterize the shorter ranged components of the nuclear force (the precise fram
work is specified in more detail below). Suchan approach has a variety of advanta
over more conventional schemes or phenomenological models. First, it offers a syst
method to improve calculations by going to ever increasing orders in the power co
and it allows to give theoretical uncertainties. Second, one can consistently deriv
and three-nucleon forces (see, e.g., [4]), which has never been achieved before an
e.g., the way for a new look at the problem of nuclear matter. Third, nucleon an
clear properties can be calculated from one effective Lagrangian, which is of particula
importance if one intends to extract neutron properties from (electromagnetically ind
measurements on light nuclei in a controlled theoretical way. In this paper, we p
the nucleon–nucleon potential at next-to-next-to-next-to-leading order (N3LO) in the chi-
ral expansion, extending our earlier work, and we apply this potential to observab
two-nucleon systems. Our work differs from the one of Entem and Machleidt (EM),
first presented an N3LO potential in Ref. [5], in various ways. First, they use the two-p
exchange contributions based on dimensional regularization, which have a very s
short-range behavior. We employ spectral function regularization, which allows for a
separation between the long- and short-distance contributions. Second, EM presen
only for one choice of the cut-off necessary to regulate the high-momentum compo
in the Lippmann–Schwinger equation to generate the scattering and the bound s1

We perform systematic variations of this cut-off and other parameters which allows
give not only central values but also theoretical uncertainties. Third, our treatment
isospin breaking effects differs from the one of EM (which is based on our earlier
[7]). Fourth, we employ a relativistic version of the Schrödinger equation, which allow
calculate consistently relativistic corrections also in three and four nucleon systems
less significant differences will be discussed in due course. We believe that with the
ial presented here an important step has been made to put precision calculations in
physics on a firm theoretical basis, which not only allows to readdress many issue
have already been investigated in quite a detail but will also open new areas of testing ch
ral dynamics in few-nucleon systems or shed more light on the issue of the nuclear
in the limit of vanishing quark masses (see [8–11] for earlier work on that topic).

Our manuscript is organized as follows. In Section 2, we explicitly give the potent
N3LO. The contributions up to NNLO have already been extensively discussed in [12
The N3LO corrections due to two- and three-pion exchange have been derived rece
1 The results for two different choices of the cut-offin the Lippmann–Schwinger equation are shown in [6].
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[18–20] using dimensional regularization to regularize divergent loop integrals. Thro
out this work, we use a different regularization scheme for the potential, namely the sp
function regularization (SFR). This approach has been recently proposed and success
applied at NLO and NNLO [17,21]. As demonstrated in these references, the SFR sche
allows to significantly improve the convergenceof chiral effective field theory (EFT) fo
the two-nucleon system. We also give an overview of various isospin-breaking intera
including electromagnetic forces and discuss the regularization procedure necessary to r
der the (iterated) potential finite. In Section 3 we deal with the scattering equation. In
to account for the relativistic corrections to the nucleon kinetic energy, we have deci
use the Lippmann–Schwinger equation with the relativistic expression for the kinet
ergy. Such an approach can naturally be extended to few-nucleon systems and to pr
with external probes. We also discuss how to cast the relativistic Lippmann–Schw
equation into a nonrelativistic form, which might be useful in certain applications. Va
deuteron properties are considered in Section 4 using both relativistic and nonre
tic Schrödinger equations. The fitting procedure to determine the low-energy con
(LECs) and the accuracy of the fits are detailed in Section 5. Results for phase shifts a
the deuteron (bound state) properties are displayed and discussed in Section 6. Our
are summarized in Section 7. The appendices contain details on the kinematics, the part
wave decomposition, the momentum space treatment of the Coulomb interaction a
effective range expansion.

2. The two-nucleon potential at N3LO

2.1. General remarks

Before going into details of calculations, we would like to make certain general rem
As already pointed out in the introduction, we strictly follow the scheme suggeste
Weinberg [1]. In this approach one uses the EFT technique to derive nuclear force
the most general (approximately) chiral invariant effective Lagrangian. TheNN S-matrix
is obtained via (nonperturbative) solution of the Lippmann–Schwinger (LS) equatio
most practical calculations (including the present one), the later step can only be perform
numerically.

Starting from the most general chiral invariant effective Hamiltonian density for p
and nucleons one can derive energy-independent and hermitian nuclear forces by a
of methods including the method of unitary transformation, see, e.g., [10]. The resu
nucleonic forces are ordered by the powerof the generic low-momentum scaleQ related to
the three-momenta of nucleons, the pion mass and typical four-momenta of virtual p

V ∼O
[

1

F 2
π

(
Q

Λχ

)ν]
, (2.1)
whereFπ is the pion decay constant andΛχ is the chiral symmetry breaking scale or, more
generally, the smaller of the chiral symmetry breaking scale and the scaleΛLEC associated
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with the LECs accompanying four-nucleon contact interactions (as discussed below). T
powerν for a given diagram can be calculated using the rules of dimensional analys

ν = −2+ 2En + 2(L − C) +
∑

i

Vi∆i, (2.2)

whereEn, L, C andVi are the numbers of nucleons, loops, separately connected piec
and vertices of typei, respectively. Further, the quantity∆i , which defines the dimensio
of a vertex of typei, is given by

∆i = di + 1

2
ni − 2, (2.3)

with di the number of derivatives orMπ insertions andni the number of nucleon lines a
the vertexi. One has∆i � 0 as a consequence of chiral invariance. This leads toν � 0
for connected diagrams with two and more nucleons. One also recognizes that the
with loops are suppressed and that(n + 1)-nucleon forces appear at higher orders than
n-nucleon ones. We note, however, that the formula (2.2) does not apply to a speci
of diagrams, sometimes referred to as reducible, whose contributions are enhanced due
the presence of anomalously small energy denominators resulting from purely nuc
intermediate states. Such reducible diagrams are responsible for the nonperturba
pect in the few-nucleon problem and must be summed up to infinite order. They, ho
do not contribute to the nuclear potential and result from iteration of the potential i
Lippmann–Schwinger equation.

It remains to specify our way of counting the nucleon mass. In the single-nucleon
it appears to be natural to treat the nucleon massm in the same way as the chiral symm
try breaking scaleΛχ ∼ 1 GeV. As argued in [1], in the few-nucleon sector consiste
requires that the nucleon mass is consideredas a much larger scale compared to the c
ral symmetry breaking scale. If one adopts the counting rulem ∼ Λχ , no nonperturbative
resummation of the amplitude is required from the point of view of the chiral power c
ing. In this work we adopt the counting rulem/Q ∼ (Λχ/Q)2, which has also been use
in [12].

In the following sections we will discuss various contributions to the NN potentia
to N3LO including isospin-breaking corrections.

2.2. Contact terms

We consider first the contact terms of thetwo-nucleon potential. To the accuracy w
are working, the potential in the center-of-mass system (cms) for initial and final nu
momenta�p and �p′, respectively, takes the form:2

Vcont= V
(0)
cont+ V

(2)
cont+ V

(4)
cont,

V
(0)
cont= CS + CT �σ1 · �σ2,
2 We use the notation of Ref. [16] (Ref. [6]) forV (0) andV (2) (V (4)).
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V
(2)
cont= C1�q2 + C2�k2 + (C3�q2 + C4�k2)(�σ1 · �σ2) + iC5

1

2
(�σ1 + �σ2) · (�q × �k)

+ C6(�q · �σ1)(�q · �σ2) + C7(�k · �σ1)(�k · �σ2),

V
(4)
cont= D1�q4 + D2�k4 + D3�q2�k2 + D4(�q × �k)2

+ (D5�q4 + D6�k4 + D7�q2�k2 + D8(�q × �k)2)(�σ1 · �σ2)

+ i
(
D9�q2 + D10�k2) �σ1 + �σ2

2
· (�q × �k)

+ (D11�q2 + D12�k2)(�σ1 · �q)(�σ2 · �q) + (D13�q2 + D14�k2)(�σ1 · �k)(�σ2 · �k)

+ D15
(�σ1 · (�q × �k)�σ2 · (�q × �k)

)
(2.4)

with �q = �p′ − �p and �k = ( �p + �p′)/2. The superscripts denote the corresponding ch
order as defined in Eq. (2.2). Notice that the contact operator basis in Eq. (2.4)
sents just one particular choice among manyothers. One could equally well use anoth
set of 24 independent contact operators including for instance terms which conta
product of isospin matrices�τ1 · �τ2. A one-to-one correspondence between different se
contact operators can be established upon performing antisymmetrization of the po
see Ref. [22] for more details. Notice that we have only shown isospin-invariant ter
Eq. (2.4). Isospin-breaking short-range corrections will be specified below.

The terms in Eq. (2.4) feed intothe matrix-elements of the twoS-waves (1S0, 3S1), the
four P -waves (1P1, 3P1, 3P2, 3P0), the fourD-waves (1D2, 3D2, 3D3, 3D1) and the two
lowest transition potentials (3D1–3S1, 3F2–3P2) in the following way:〈 1S0

∣∣Vcont
∣∣ 1S0

〉= C̃1S0
+ C1S0

(
p2 + p′2)+ D1

1S0
p2p′2 + D2

1S0

(
p4 + p′4),〈 3S1

∣∣Vcont
∣∣ 3S1

〉= C̃3S1
+ C3S1

(
p2 + p′2)+ D1

3S1
p2p′2 + D2

3S1

(
p4 + p′4),〈 1P1

∣∣Vcont
∣∣ 1P1

〉= C1P1
pp′ + D1P1

pp′(p2 + p′2),〈 3P1
∣∣Vcont

∣∣ 3P1
〉= C3P1

pp′ + D3P1
pp′(p2 + p′2),〈 3P0

∣∣Vcont
∣∣ 3P0

〉= C3P0
pp′ + D3P0

pp′(p2 + p′2),〈 3P2
∣∣Vcont

∣∣ 3P2
〉= C3P2

pp′ + D3P2
pp′(p2 + p′2),〈 1D2

∣∣Vcont
∣∣ 1D2

〉= D1D2
p2p′2,〈 3D2

∣∣Vcont
∣∣ 3D2

〉= D3D2
p2p′2,〈 3D1

∣∣Vcont
∣∣ 3D1

〉= D3D1
p2p′2,〈 3D3

∣∣Vcont
∣∣ 3D3

〉= D3D3
p2p′2,〈 3S1

∣∣Vcont
∣∣ 3D1

〉= C3D1–3S1
p2 + D1

3D1–3S1
p2p′2 + D2

3D1–3S1
p4,〈 3D1

∣∣Vcont
∣∣ 3S1

〉= C3D1–3S1
p′2 + D1

3D1–3S1
p2p′2 + D2

3D1–3S1
p′4,〈 3P2

∣∣Vcont
∣∣ 3F2

〉= D3F2–3P2
p3p′,〈 3F2

∣∣Vcont
∣∣ 3P2

〉= D3F2–3P2
pp′3, (2.5)
with p = | �p| andp′ = | �p′|. The spectroscopic LECs are related to the ones in Eq. (2.4)
according to the following relations:
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C̃1S0
= 4π(CS − 3CT ),

C̃3S1
= 4π(CS + CT ),

C1S0
= π(4C1 + C2 − 12C3 − 3C4 − 4C6 − C7),

C3S1
= π

3
(12C1 + 3C2 + 12C3 + 3C4 + 4C6 + C7),

C1P1
= 2π

3
(−4C1 + C2 + 12C3 − 3C4 + 4C6 − C7),

C3P1
= 2π

3
(−4C1 + C2 − 4C3 + C4 + 2C5 − 8C6 + 2C7)

C3P2
= 2π

3
(−4C1 + C2 − 4C3 + C4 − 2C5),

C3P0
= 2π

3
(−4C1 + C2 − 4C3 + C4 + 4C5 + 12C6 − 3C7),

C3D1–3S1
= Cε1 = 2

√
2π

3
(4C6 + C7),

D1
1S0

= π

6
(80D1 + 5D2 + 4D3 + 16D4 − 240D5 − 15D6 − 12D7 − 48D8

− 80D11 − 4D12 − 4D13 − 5D14 − 16D15),

D2
1S0

= π

4
(16D1 + D2 + 4D3 − 48D5 − 3D6 − 12D7 − 16D11 − 4D12

− 4D13 − D14),

D1
3S1

= π

18
(240D1 + 15D2 + 12D3 + 48D4 + 240D5 + 15D6 + 12D7 + 48D8

+ 80D11 + 4D12 + 4D13 + 5D14 + 16D15),

D2
3S1

= π

12
(48D1 + 3D2 + 12D3 + 48D5 + 3D6 + 12D7 + 16D11 + 4D12

+ 4D13 + D14),

D1P1
= −π

3
(16D1 − D2 − 48D5 + 3D6 − 16D11 + D14),

D3P1
= −π

6
(32D1 − 2D2 + 32D5 − 2D6 − 8D9 − 2D10 + 48D11 + 4D12

− 4D13 − 3D14),

D3P2
= − π

30
(160D1 − 10D2 + 160D5 − 10D6 + 40D9 + 10D10 + 16D11

− 4D12 + 4D13 − D14),

D3P0
= −π

3
(16D1 − D2 + 16D5 − D6 − 8D9 − 2D10 − 32D11 − 4D12

+ 4D13 + 2D14),

D1D2
= 2π

15
(16D1 + D2 − 4D3 − 4D4 − 48D5 − 3D6 + 12D7 + 12D8

− 16D11 + 4D12 + 4D13 − D14 + 4D15),

D3 = π
(32D1 + 2D2 − 8D3 − 8D4 + 32D5 + 2D6 − 8D7 − 8D8 − 8D9
D2 15

+ 2D10 + 48D11 − 12D12 − 12D13 + 3D14 + 16D15),
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D3D1
= π

45
(96D1 + 6D2 − 24D3 − 24D4 + 96D5 + 6D6 − 24D7 − 24D8

− 72D9 + 18D10 − 80D11 + 20D12 + 20D13 − 5D14 − 64D15),

D3D3
= 2π

15
(16D1 + D2 − 4D3 − 4D4 + 16D5 + D6 − 4D7 − 4D8 + 8D9

− 2D10 − 4D15),

D1
3D1–3S1

= D1
ε1 =

√
2π

18
(112D11 − 4D12 − 4D13 + 7D14 − 16D15),

D2
3D1–3S1

= D2
ε1 =

√
2π

6
(16D11 + 4D12 + 4D13 + D14),

D3F2–3P2
= Dε2 = −

√
6π

15
(16D11 − 4D12 + 4D13 − D14). (2.6)

These 24 constants are not fixed by chiral symmetry and have to be determined by
data or phase shifts and mixing parameters in the corresponding channels. From each of
two S-waves, we can determine four parameters, whereas each of the fourP -waves and the
mixing parameterε1 contain two free parameters. Further, one free parameter contribut
to each of the fourD-waves and to the mixing parameterε2. Of course, we have to accou
for the channel coupling in the mixed spin-triplet partial waves. Once the spectros
LECs have been determined, the originalCS,CT ,C1, . . . ,C7 andD1, . . . ,D15 are fixed
uniquely.

2.3. One-, two- and three-pion exchange

Consider now one-, two- and three-pion exchange (3PE) contributionsV1π , V2π and
V3π , respectively. At N3LO (Q4) in the low-momentum expansionQ they can be written
as

V1π = V
(0)
1π + V

(2)
1π + V

(3)
1π + V

(4)
1π + · · · ,

V2π = V
(2)
2π + V

(3)
2π + V

(4)
2π + · · · ,

V3π = V
(4)
3π + · · · . (2.7)

Here the superscripts denote the corresponding chiral order and the ellipses refer toQ5

and higher order terms which are not considered in the present work. Contributions
exchange of four and more pions are further suppressed:n-pion exchange diagrams sta
to contribute at the orderQ2n−2, see, e.g., [1].

In the following we will give explicit expressions for the individual contributions
Eq. (2.7). The pion-exchangeNN potential in the two-nucleon center-of-mass syst
(c.m.s) takes the form:

V = VC + τ1 · τ2WC + [VS + τ1 · τ2WS]�σ1 · �σ2 + [VT + τ1 · τ2WT ]�σ1 · �q �σ2 · �q
+ [V + τ · τ W ]i(�σ + �σ ) · (�q × �k)
LS 1 2 LS 1 2

+ [VσL + τ1 · τ2WσL]�σ1 · (�q × �k)�σ2 · (�q × �k), (2.8)
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where the superscriptsC, S, T , LS andσL of the scalar functionsVC , . . . , WσL refer to
central, spin–spin, tensor, spin–orbit and quadratic spin–orbit components, respecti

The leading order 1PE potential is given by

W
(0)
T (q) = −

(
gA

2Fπ

)2 �σ1 · �q �σ2 · �q
q2 + M2

π

. (2.9)

At NLO one has to take into account various corrections which result from one
diagrams with the leading vertices and tree graphs with one insertion of thed16- and
d̃28-vertices (in the notation of Ref. [23]) from the dimension three LagrangianLπN

and l3,4-vertices from the dimension four LagrangianLπ . All these graphs lead just t
renormalization of the LECsgA, Fπ and the pion massMπ , see [10] for more details. I
addition, one has a contribution from the 1PE graphs with onegA-vertex replaced by th
d18-vertex from the dimension threeπN Lagrangian. This correction leads to the so-ca
Goldberger–Treiman discrepancy and can be accounted for by the replacement

gA → gA − 2d18M
2
π (2.10)

in Eq. (2.9). The corrections at NNLO arise from one-loop diagrams with one suble
πNN vertex and lead to renormalization of the LECgA [14]. The corrections to 1PE
at N3LO are due to two-loop diagrams with all vertices of the lowest chiral dimens
one-loop graphs with one subleading vertex fromLπN or Lπ and tree graphs with tw
subleading vertices or one sub-subleading vertex. After performing renormalization
LECs, one finds the N3LO contribution to the 1PE potential to be proportional to [24]

W
(4)
T (q) ∝ 1

q2 + M2
π

F
(
q2), (2.11)

where the functionF(q2) = α1M
4
π + α2M

2
πq2 + α3q

4 can be viewed as the pion–nucle
form-factor. The latter does not represent an observable quantity. Expressing the fu
F(q) as

F
(
q2)= (α1 − α2 + α3)M

4
π + (q2 + M2

π

)(
α2M

2
π + α3

(
q2 − M2

π

))
(2.12)

the N3LO contribution reduces to a renormalization of the 1PE potential (2.9) and co
interactions. Notice that one also encounters an additional correction to the Goldberge
Treiman discrepancy. In addition, one has to take into account relativistic(1/m2)-
corrections to the static 1PE potential, which depend on a particular choice of the u
transformation in the NN system and the form of the scattering (or bound state) equ
see Ref. [25] for details. The final expression for the 1PE potential adopted in the p
work takes the form

V1π(q) = −
(

gA

2Fπ

)2(
1− p2 + p′2

2m2

)
�τ1 · �τ2

�σ1 · �q �σ2 · �q
q2 + M2

π

, (2.13)

where, as in our previous work [21], we take the larger valuegA = 1.29 instead ofgA =
1.26 in order to account for the Goldberger–Treiman discrepancy. This corresponds
pion–nucleon coupling constantgπN = 13.1.

We now turn to the 2PE contributions. The 2PE potentialV
(2)
2π + V

(3)
2π is discussed in
[13–16] and in [12] using an energy-dependent formalism. While dimensional regulariza-
tion or equivalent schemes have been used in [13,14,16] to calculate matrix elements of
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the potential, a finite momentum cut-off approach has been applied in [12]. The N3LO
corrections have been recently obtained by Kaiser using dimensional regularization [18].
In the following, we will adopt the SFR method to obtain the nonpolynomial contribut
to the 2PE potential with the short-range components being explicitly excluded, see [1
for more details. The expressions for the 2PE potential in the SFR scheme up to
have already been given in [21]. To keep the presentation self-contained, we give
the corresponding (nonpolynomial) terms at NLO

W
(2)
C (q) = − 1

384π2F 4
π

LΛ̃(q)

×
{

4M2
π

(
5g4

A − 4g2
A − 1

)+ q2(23g4
A − 10g2

A − 1
)+ 48g4

AM4
π

4M2
π + q2

}
,

V
(2)
T (q) = − 1

q2V
(2)
S (q) = − 3g4

A

64π2F 4
π

LΛ̃(q) (2.14)

and at NNLO

V
(3)
C (q) = − 3g2

A

16πF 4
π

{
2M2

π(2c1 − c3) − c3q
2}(2M2

π + q2)AΛ̃(q),

W
(3)
T (q) = − 1

q2W
(3)
S (q) = − g2

A

32πF 4
π

c4
(
4M2

π + q2)AΛ̃(q), (2.15)

where the NLO and NNLO loop functionsLΛ̃(q) andAΛ̃(q) are given by

LΛ̃(q) = θ(Λ̃ − 2Mπ)
ω

2q
ln

Λ̃2ω2 + q2s2 + 2Λ̃qωs

4M2
π(Λ̃2 + q2)

,

ω =
√

q2 + 4M2
π , s =

√
Λ̃2 − 4M2

π (2.16)

and

AΛ̃(q) = θ(Λ̃ − 2Mπ)
1

2q
arctan

q(Λ̃ − 2Mπ)

q2 + 2Λ̃Mπ

. (2.17)

The N3LO corrections to the 2PE potentialV
(4)
2π have been recently calculated by Kais

[18]. They arise from the one-loop “bubble” diagrams with both dimension twoππNN

vertices of thec1,...,4-type and from the diagrams which contain the third order pi
nucleon amplitude and lead to one-loop and two-loop graphs. We begin with the first
of corrections, for which one finds:

V
(4)
C (q) = 3

16π2F 4
π

LΛ̃(q)

{[
c2

6
ω2 + c3

(
2M2

π + q2)− 4c1M
2
π

]2

+ c2
2

45
ω4
}
,

W
(4)
T (q) = − 1

q2W
(4)
S (q) = c2

4

96π2F 4
π

ω2LΛ̃(q). (2.18)
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No closed expressions can be given for some of the corrections from the second g3

It appears to be convenient to give the contributions to the potential using the (subtr
spectral function representation:

VC,S(q) = −2q6

π

∞∫
2Mπ

dµ
ρC,S(µ)

µ5(µ2 + q2)
,

VT (q) = 2q4

π

∞∫
2Mπ

dµ
ρT (µ)

µ3(µ2 + q2)
,

WC,S(q) = −2q6

π

∞∫
2Mπ

dµ
ηC,S(µ)

µ5(µ2 + q2)
,

WT (q) = 2q4

π

∞∫
2Mπ

dµ
ηT (µ)

µ3(µ2 + q2)
. (2.19)

For the spectral functionsρi(µ) (ηi(µ)) one finds [18]

ρ
(4)
C (µ) = −3g4

A(µ2 − 2M2
π)

πµ(4Fπ)6
θ(Λ̃ − µ)

×
{(

M2
π − 2µ2)[2Mπ + 2M2

π − µ2

2µ
ln

µ + 2Mπ

µ − 2Mπ

]

+ 4g2
AMπ

(
2M2

π − µ2)},

η
(4)
S (µ) = µ2η

(4)
T (µ)

= −g4
A(µ2 − 4M2

π)

π(4Fπ)6 θ(Λ̃ − µ)

×
{(

M2
π − µ2

4

)
ln

µ + 2Mπ

µ − 2Mπ

+ (1+ 2g2
A

)
µMπ

}
,

ρ
(4)
S (µ) = µ2ρ

(4)
T (µ)

= −θ(Λ̃ − µ)

{
g2

Ar3µ

8F 4
ππ

(d̄14 − d̄15) − 2g6
Aµr3

(8πF 2
π)3

[
1

9
− J1 + J2

]}
,

η
(4)
C (µ) = θ(Λ̃ − µ)

{
rt2

24F 4
πµπ

[
2
(
g2

A − 1
)
r2 − 3g2

At2](d̄1 + d̄2)

+ r3

60F 4
πµπ

[
6
(
g2

A − 1
)
r2 − 5g2

At2]d̄3
3 Entem and Machleidt were able to calculate most of the integrals in Eqs. (2.20) analytically (forΛ̃ = ∞) and
to express the corresponding contributions tothe potential in terms of the loop functionsL∞(q) andA∞(q) [26].



,
l:
372 E. Epelbaum et al. / Nuclear Physics A 747 (2005) 362–424

− rM2
π

6F 4
πµπ

[
2
(
g2

A − 1
)
r2 − 3g2

At2]d̄5

− 1

92160F 6
πµ2π3

[−320
(
1+ 2g2

A

)2
M6

π + 240
(
1+ 6g2

A + 8g4
A

)
M4

πµ2

− 60g2
A

(
8+ 15g2

A

)
M2

πµ4

+ (−4+ 29g2
A + 122g4

A + 3g6
A

)
µ6] ln 2r + µ

2Mπ

− r

2700µ(8πF 2
π)3

[−16
(
171+ 2g2

A

(
1+ g2

A

)(
327+ 49g2

A

))
M4

π

+ 4
(−73+ 1748g2

A + 2549g4
A + 726g6

A

)
M2

πµ2

− (−64+ 389g2
A + 1782g4

A + 1093g6
A

)
µ4]

+ 2r

3µ(8πF 2
π)3

[
g6

At4J1 − 2g4
A

(
2g2

A − 1
)
r2t2J2

]}
, (2.20)

where we have introduced the abbreviations

r = 1

2

√
µ2 − 4M2

π , t =
√

µ2 − 2M2
π , (2.21)

and

J1 =
1∫

0

dx

{
M2

π

r2x2 −
(

1+ M2
π

r2x2

)3/2

ln
rx +√M2

π + r2x2

Mπ

}
,

J2 =
1∫

0

dx x2
{

M2
π

r2x2 −
(

1+ M2
π

r2x2

)3/2

ln
rx +√M2

π + r2x2

Mπ

}
. (2.22)

We use the scale-independent LECsd̄1, d̄2, d̄3, d̄5, d̄14 andd̄15 defined in [23]. In addition
one has to take into account the leading relativistic(1/m)-corrections to the 2PE potentia

V
(4)
C (q) = 3g4

A

512πmF 4
π

{
2M5

π

ω2 − 3
(
4M4

π − q4)AΛ̃(q)

}
,

W
(4)
C (q) = g2

A

128πmF 4
π

{
3g2

AM5
π

ω2 −
[
4M2

π + 2q2 − g2
A

(
7M2

π + 9

2
q2
)]

× (2M2
π + q2)AΛ̃(q)

}
,

V
(4)
T (q) = − 1

q2
V

(4)
S (q) = 9g2

A

512πmF 4
π

(
4M2

π + 3

2
q2
)

AΛ̃(q),

W
(4)
T (q) = − 1

q2
W

(4)
S (q)

[ ( )]

= − g2

A

256πmF 4
π

8M2
π + 2q2 − g2

A 8M2
π + 5

2
q2 AΛ̃(q),
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V
(4)
LS (q) = − 3g4

A

64πmF 4
π

(
2M2

π + q2)AΛ̃(q),

W
(4)
LS (q) = −g2

A(1− g2
A)

64πmF 4
π

(
4M2

π + q2)AΛ̃(q). (2.23)

Notice that these relativistic corrections differ from the ones given in Ref. [14]. In
the specific form of the terms in Eq. (2.23) depends on the form of the Schröding
Lippmann–Schwinger) equation, see [25] for more details. The relativistic correc
given in Eq. (2.23) are consistent with the relativistic Schrödinger equation (A.4) and
the(1/m2)-corrections to the 1PE potential in Eq. (2.13).

Three-pion exchange starts to contribute at N3LO. The corresponding expressions
the spectral functions and the potential (obtained using dimensional regularization
been given by Kaiser in [19,20,27]. It has been pointed out in these references that
3PE potential is much weaker than the N3LO 2PE contributions at physically interestin
distancesr > 1 fm. Having the explicit expressions for the 3PE spectral functions,
easy to calculate the potential in the SFR scheme. It is obvious even without perfo
the explicit calculations that the finite-range part of the 3PE potential in the SFR sc
is strongly suppressed at intermediate and short distances compared to the result o
using DR. This is because the short range components which dominate the 3PE spectrum
are explicitly excluded in this approach. To illustrate that let us consider the isoscalar
spin contribution proportional tog4

A, which has been found in [20] to provide the strong
3PE potential for 0.6 fm < r < 1.4 fm. The corresponding DR spectral functionsρDR

S,3π(µ)

andρDR
T ,3π(µ) are given by [20]

ρDR
S,3π(µ) = −g4

A(µ − 3Mπ)2

35π(32F 3
π)2

[
2M2

π − 12µMπ − 2µ2 + 15
M3

π

µ
+ 2

M4
π

µ2
+ 3

M5
π

µ3

]
,

ρDR
T ,3π(µ) = −g4

A(µ − 3Mπ)

35π(32µF 3
π)2

×
[
µ3 + 3µ2Mπ + 2µM2

π + 6M3
π + 18

M4
π

µ
− 9

M5
π

µ2 − 27
M6

π

µ3

]
.

(2.24)

The finite-range part of the spin–spin potentialVS(r) can be obtained from the correspon
ing spectral functions via

VS(r) = − 1

6π2r

∞∫
3Mπ

dµµe−µr
(
µ2ρT (µ) − 3ρS(µ)

)
. (2.25)

Using the spectral functions in Eq. (2.24) one then gets forV DR
S,3π(r):

V DR
S,3π(r) = g4

A

2(8πF 2
π)3

e−3Mπr

r7 (1+ Mπr)2(2+ Mπr)2. (2.26)

˜ SFR DR ˜
Introducing the cut-offΛ in the spectral functions viaρS,3π(µ) = ρS,3π(µ)θ(Λ − µ) and

ρSFR
T ,3π(µ) = ρDR

T ,3π(µ)θ(Λ̃ − µ) we obtain for the SFR potentialV SFR
S,3π(r):
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V SFR
S,3π(r) = V DR

S,3π(r) − g4
A

30(32πF 2
π)3

e−3y

r7

[
120+ 120y + 60y2 + 20y3 + 5y4 + y5

− 25M2
πr2(6+ 6y + 3y2 + y3)+ 45M3

πr3(2+ 2y + y2)
+ 30M4

πr4(1+ y) − 63M5
πr5], (2.27)

where we have introduced the abbreviationy = Λ̃r. In Fig. 1 we plotV DR
S,3π(r) andV SFR

S,3π(r)

for r from 0.5 to 2 fm. The potential calculated using the spectral function regularizati
much smaller in magnitude compared to the one obtained using dimensional regulari
Clearly, such a suppression does not take place at very larger, whereV SFR

S,3π(r) approaches

V DR
S,3π(r). At such distances, however, the 3PE potential becomes negligibly small

pared to the 1PE and 2PE contributions simplydue to its shorter range. As a consequen
the 3PE potential can be neglected everywhere except the region of very smallr, where it
anyhow becomes unreliable. This is further exemplified in Fig. 2, where we show the
of the N3LO isoscalar spin–spin contributions of 3PE and 2PE using both regulariz
schemes for a wide range ofr. It turns out that the 3PE contribution reaches forr > 0.5 fm
at most 2%–8% of the corresponding N3LO 2PE contribution depending on the cho
of the spectral function cut-off. We therefore neglect all 3PE contributions in the pr
analysis.

Although we have regularized the 2PE contributions by cutting off the large-mass com
ponents in the spectrum (or, equivalently, by explicitly shifting the corresponding s
distance components to contact terms), the resulting potential still behaves incorrectly
large momenta (or equivalently at short distances). The effective potential is valid for
values of the momentum transferq and becomes meaningless for momentaq � Λχ . More-
over, since the potentialV grows with increasing momentaq , the scattering equation
ultraviolet divergent and needs to be regularized. Following the standard procedur
Fig. 1. Isoscalar spin–spin 3PE potential using dimensional (DR) and spectral function regularization (SFR). The
cut-off in the spectral function varies in the rangeΛ̃ = 500–700 MeV.
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Fig. 2. The ratio of the isoscalar spin–spin 3PE and 2PE N3LO contributions using dimensional (DR) and spect
function regularization (SFR). The cut-offin the spectral function varies in the rangeΛ̃ = 500–700 MeV.

e.g., [16], we introduce an additional cut-offin the LS equation by multiplying the potential
V ( �p, �p′) with a regulator functionf Λ,

V ( �p, �p′) → f Λ(p)V ( �p, �p′)f Λ(p′). (2.28)

In what follows, we use the exponential regulator function

f Λ(p) = exp
[−p6/Λ6]. (2.29)

We will specify the values of the cut-offs below.
It should be understood that our treatment of the effective potential is based o

heavy baryon formalism. As demonstrated in [28,29], heavy baryon expansion be
formally invalid for certain two-pion exchange contributions at very large distances.
problem with the heavy baryon formalism has been first observed in the single-nu
sector and can be dealt with using, e.g., the Lorentz invariant scheme proposed by
and Leutwyler [30]. It is clear, however, that theNN interaction due to two-pion exchang
becomes very weak at large distances, so that the problem with the formal incons
of the heavy baryon approach is expected to have little relevance for practical applic

Last but not least, we would like to comment on some key features of the SFR sc
adopted in the present work. First of all, it is crucial to understand that this approach
not affect the “chiral features” of theNN potential. We remind the reader that the result
effectiveNN potential consists of the long- and short-range pieces. Spontaneously brok
approximate chiral symmetry of QCD leads to highly nontrivial constraints for the l
range part of the potential, which is given by the terms nonpolynomial in momenta
short-range part of the potential given by a series of the most general contact inter
with increasing power of momenta is not affected by chiral symmetry with the exception

of the quark-mass dependence of the corresponding LECs, which is not relevant for the
present analysis. In other words, only the long-distance asymptotics of the potential is
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constrained by chiral symmetry. The SFR scheme does, per construction, not aff
long-distance asymptotics of the potential and leads to the same result as obtaine
DR, see [17] for more details. The only difference to the DR result is given by a ser
the short-range interactions. It is, therefore, obvious, that the SFR method does no
the constraints of the chiral symmetry implemented in theNN potential. Further, we poin
out that the equivalence of the SFR and the finite cut-off regularization has only
established at a one-loop level and does not hold true for both loop integrals of the3LO
2PE contribution. The prominent feature of the applied regularization scheme is
by the fact, that it only affects the two-nucleon interaction. One can, therefore, di
adopt the values for various LECs resulting from the single-nucleon sector analyses, wh
dimensional regularization has been used. On the contrary, if a finite momentum c
regularization would be applied to both loop integrals entering the N3LO 2PE contribution,
one would need to re-extract the values of the corresponding LECs from pion–nu
scattering and the processπN → ππN using the same regularization scheme.

2.4. Isospin-breaking effects

Isospin-breaking nuclear forces have been extensively studied within effective field the
ory approaches, see, e.g., [7,31–35], as well as using more phenomenologicalmetho
e.g., [36,37] for some recent references. In the Standard Model, isospin-violating effec
have their origin in both strong (i.e., due to the different masses of the up and down q
and electromagnetic interactions (due to different charges of the up and down quark
electromagnetic effects can be separated into the ones due to soft and hard photon
effects of hard photons are incorporated in effective field theory by inclusion of ele
magnetic short distance operators in the effective Lagrangian, soft photons have to b
into account explicitly.

In the present analysis we are rather limited in the treatment of isospin-violating in
tion, which have to be included precisely in the way it is done by the Nijmegen group
This is due to the fact that we are using the Nijmegen phase shifts instead of the re
as an input to fit the unknown LECs. Let us explain this point in more detail. With the
exception of the1S0 partial wave, thenp isovector phase shifts in the Nijmegen PWA a
not obtained independently fromnp data, but rather extracted from the proton–proton(pp)

phase shifts using the assumption that the differences in the phase shifts result entir
to isospin-breaking effects associated withmp 	= mn andMπ± 	= Mπ0 in the 1PE potentia
as well as due to electromagnetic interactions. In order to be consistent with the Nijm
phase shift analysis, we therefore have to neglect various isospin-breaking correctio
adopt the same isospin-breaking and electromagnetic interactions as in [38]. Never
we have decided to overview the dominant isospin-breaking contributions and to r
the reader on their relative size following mainly the lines of Ref. [7] but extending
consideration to higher orders. For a detailed review of charge-symmetry breaking
nucleon–nucleon interaction the reader is referred to [35].

Consider first isospin breaking in the strong interaction. The QCD quark mass ter
be expressed as
LQCD
mass= −1

2
q̄(mu + md)(1− ετ3)q, (2.30)
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where

ε ≡ md − mu

md + mu

∼ 1

3
. (2.31)

The above numerical estimation is based on the light quark mass values utilizing a
ified MS subtraction scheme at a renormalization scale of 1 GeV. The isoscalar term
Eq. (2.30) breaks chiral but preserves isospin symmetry. It leads to the nonvanishin
mass,M2

π = (mu +md)B 	= 0, whereB is a low-energy constant that describes the stren
of the bilinear light quark condensates. All chiral symmetry breaking interactions in the e
fective Lagrangian are proportional to positive powers ofM2

π . The isovector term (∝ τ3)
in Eq. (2.30) breaks isospin symmetry and generates a series of isospin-breaking e
interactions∝ (εM2

π )n with n � 1. It therefore appears to be natural to count strong iso
violation in terms ofεM2

π . However, we note already here that isospin-breaking effect
in general much smaller than indicated by the numerical value ofε, because the releva
scale for the isospin-conserving contributions isΛχ rather thanmu + md .

Electromagnetic terms in the effective Lagrangian can be generated using the m
of external sources, see, e.g., [39–41] for more details. All such terms are proportio
the nucleon charge matrixQch = e(1+ τ3)/2, wheree denotes the electric charge.4 More
precisely, the vertices which contain (do not contain) the photon fields are proportio
Qn

ch (Q2n
ch), wheren = 1,2, . . . . Since we are interested here in nucleon–nucleon scatt

in the absence of external fields, so that no photon can leave a Feynman diagra
convenient to introduce the small parametere2 ∼ 1/10 for isospin-violating effects cause
by the electromagnetic interactions.

Due to its perturbative nature induced by the small parametersεM2
π ande2, we treat

the strong and electromagnetic isospin violation in addition to the power counting of th
isospin symmetric potential mentioned in Section 2.1. Although not necessary, in practic
applications it often appears to be more convenient to have a single expansion par
Thus, one has to relate the quantitiesε, e to the generic low-momentum scaleQ related to
external three-momenta of nucleons and the pion mass (p ∼ p′ ∼ Mπ ∼ Q) and introduced
before. Here and below, we will make use of the following simple counting rules:5

ε ∼ e ∼ Q

Λχ

. (2.32)

The counting of the electric charge is consistent with the one commonly used in th
and pion–nucleon sectors, see, e.g., [39,42–44] (it differs, however, from what is com
used in the description of extremely nonrelativistic hadronic bound state, see, e.g.
In addition to the above mentioned counting rules, we need to deal with the extra 1/(4π)2-
factors, which typically arise when calculating loop integrals. For pion loops, such fa

4 Or equivalently, one can use the quark charge matrixe(1/3 + τ3)/2.
5 This suggests a slightly different counting of the strongisospin-breaking effects as compared to [7]. Mos

the conclusions of [7] remain, however, unchanged. The important difference is that the leading isospin-violating

short-range interaction is now proportional to the quark mass difference, while electromagnetic contact terms are
shifted to higher orders.
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are naturally incorporated in the chiral power counting through the relationΛχ ∼ 4πFπ .
For photon loops we will further assume, that

e2

(4π)2 ∼ Q4

Λ4
χ

, (2.33)

which simply means that the factors 1/(4π)2 provide two additional powers of the sma
parameter. In the following, we will denote the order of various isospin-violating inte
tions by “L/O”, “NL /O”, . . . in order to distinguish the above mentioned phenomenolog
extension of the counting rules from the usual chiral power counting in the iso
conserved case. Certainly, one has always theoption to discard this generalization of th
chiral counting rules and to perform separate expansions inε, e andQ/Λχ . Notice fur-
ther that Eqs. (2.32) and (2.33) suggest a different counting of the strong isospin-br
effects compared to Ref. [7]. In that work strong and electromagnetic effects have be
classified using a separate expansion without introducing a unified expansion schem
L/O, NL/O, . . . contributions in the present work should therefore not be confused wit
corresponding terms in [7]. Last but not least, the above counting scheme is similar
one adopted, e.g., in [31,33], where effects∼ α/π were also considered as being one or
suppressed compared to the ones∼ εM2

π/Λ2
χ .

Let us now apply the power counting rules to estimate isospin-violating correctio
hadronic masses, see also [35] for a similar estimation. We begin with the pion
It is well known that the pion mass does not receive contributions linear in the q
mass difference and the strong contribution to the pion mass starts at the secon
in md − mu. Consequently, the leading strong term can be estimated as(�M2

π)str ≡
(M2

π± − M2
π0)str ∝ (εM2

π)2Λ−2
χ , which is of the orderν = 6 to be compared toν = 2

for the isospin-symmetric term∝ M2
π . One thus expects the strong contribution to

pion mass difference(�Mπ)str ≡ (Mπ± − Mπ0)str to have the size∼ 0.1–0.3 MeV de-
pending on whether one substitutes in the numerical estimationMρ or 4πFπ for Λχ .
Clearly, we cannot predict whether the shift is positive or negative. The leading
tromagnetic contribution to�M2

π is of the order(�M2
π)em ∼ e2(4π)−2Λ2

χ , which is a
(ν = 4)-effect according to our counting rules. Numerically, one estimates the size
the pion mass difference to be(�Mπ)em ∼ 1–3 MeV. We see that both power counti
arguments and numerical estimations suggest that the pion mass difference is ma
electromagnetic origin. Furthermore, the estimated size of the electromagnetic shift agr
well with the observed valueMπ± − Mπ0 = 4.6 MeV. All these statements can also
backed by hard calculations, for a classical review see [46]. For the nucleon mass
ence, the strong contribution is linear in the quark mass differences and can be estimated
(�m)str ≡ (mn − mp)str ∼ (εM2

π)Λ−1
χ ∼ 6–9 MeV.6 According to the counting rules, th

is the(ν = 3)-effect. Electromagnetic shift appears atν = 4 and is expected to be of the o
der(�m)em∼ e2(4π)−2Λχ ∼ 0.5–0.7 MeV. In reality, the effects are of opposite sign a
the difference between them is less pronounced. One observes(mn − mp)str � 2.1 MeV
6 This too large value reflects our earlier statement about the use of the parameterε to estimate isospin-breaking
corrections.
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and(mn −mp)em� −0.8 MeV, leading to the physical value ofmn −mp = 1.3 MeV (see
again [46] for more details).

We are now in the position to discuss various isospin-breaking contributions t
two-nucleon force. As explained in [7], the leading-order (i.e., L/O) isospin-breaking in
teractions are due to the pion mass difference in the 1PE potential and the static Co
interaction. The latter is clearly of the order7 ∼ e2Q−2F 2

π , while the former is

∼ �M2
π

M2
π

∼
(

e2

(4π)2Λ2
χ

)
1

M2
π

=O
[

Q2

Λ2
χ

]
, (2.34)

where we used of the counting rules (2.32) and (2.33) together withMπ ∼ Q. Thus,
the L/O isospin-breaking force is of the orderν = 2. Consider now NL/O corrections to
this result, which appear atν = 3. The pion–nucleon coupling constant receives str
isospin-violating contributions of the orderεM2

π/Λ2
χ . The corresponding LECs in th

pion–nucleon Lagrangian are denoted byd17, d18 and d19 in the notation of Ref. [23]
This charge dependence of the pion–nucleon coupling constant leads to isospin-vi
1PE of the orderν = 3. In addition, one has to take into account strong isospin-brea
contact interaction of the kind

εM2
π

(
N†τ3N

)(
N†N

)
, (2.35)

which leads to charge symmetry breaking.We can check the accuracy of our estimat
numerically using the values for the LECs found in [7]. According to Eq. (2.35), we ex
the ratio of the isospin-breaking terms to isospin-conserving ones to be typically
size:εM2

π/Λ2
χ ∼ 0.5%–1.1%, where the uncertainty results again from using two dif

ent estimations forΛχ . Picking up the numbers from Table 2 in [7] we find for this ra
the values 0.8%, 0.8% and 3.1% for three different values of the (sharp) cut-offΛ in the
Lippmann–Schwinger equation:Λ = 300,Λ = 400 andΛ = 500 MeV. Thus, our numeri
cal estimation is consistent with the results of [7]. The NNL/O corrections are of the orde
ν = 4 and arise from various sources. First, one has to take into account isospin-br
in the 2PE potential due to electromagnetic corrections to the pion–nucleon couplin
e.g., [33]. The correction due to the pion mass difference in the leading 2PE potent
be estimated as

∼ �M2
π

M2
π

Q2

Λ2
χ

=O
[

Q4

Λ4
χ

]
. (2.36)

Another isospin-violating two-pion exchange interaction at this order is generated b
triangle and football diagrams with one insertion of the isospin-breakingππNN vertex
with the LECc5 (using again the notation of [23]). This vertex is proportional toεM2

π and
is thus formally of the lower order than the electromagneticππNN vertices∝ e2/(4π)2.
As we have seen on an example of the nucleonmass difference, in practice, both effec
might be of a comparable size. For a recent work on this kind of isospin-breaking force
7 The factorF2
π results from the common normalization of the isospin-symmetric part of the two-nucleon

potential adopted in this work. This factor can be understood, e.g., from looking at the 1PE potential in Eq. (2.9).
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see [37]. The remaining contributions are given by the staticπγ -exchange of the orde
∼ e2/(4π)2 and by two independent contact interactions

e2

(4π)2

(
N†τ3N

)(
N†τ3N

)
and

e2

(4π)2

(
N†τ3N

)(
N†N

)
(2.37)

which lead to both charge independence and charge symmetry breaking. Notice
practice, the effect of the second interaction cannot be disentangled from the effect o
in Eq. (2.35).

Let us now estimate the size of isospin violation in the NN scattering due to the nu
mass difference. We first note that the first relativistic corrections to the isospin-symm
part of the two-nucleon force appear at N3LO (ν = 4) and are given by(1/m2)-corrections
to the 1PE and(1/m)-corrections to the leading 2PE potential. Consequently, the si
the corresponding isospin-violating terms can be estimated as

�m

m

Q4

Λ4
χ

∼ εM2
π

mΛχ

Q4

Λ4
χ

=O
[

Q8

Λ8
χ

]
. (2.38)

Such terms therefore contribute only at the orderν = 8. In addition to the above mentione
corrections, one has to account for the fact that the neutron–proton mass difference
energy shifts of virtual states when calculating two-pion exchange diagrams. This ca
easily been understood in the language of the heavy baryon formalism: factoring o
exponential factor exp(impv · x) from the proton and neutron fields, wherev andx denote
the proton velocity and position, the neutronpropagator receives a shift in the denomina
∝ (mn −mp) after integrating out the small field components. It is then easy to see th
isospin-violating 2PE is suppressed against its isospin-conserving part by a factor:

∼ �m

Q
∼ εM2

π

ΛχQ
=O

[
Q2

Λ2
χ

]
. (2.39)

Therefore, neutron–proton mass difference in 2PE starts to contribute atν = 4. This sort of
charge symmetry breaking corrections has been studied recently in [35,36]. Notice furth
that, as pointed out in [35], certain loop integrals in the 2PE contributions give only
power of(4π) instead of expected two powers and are, therefore, enhanced. We will n
take this enhancement into account in the present work. Apart from the above men
corrections to the nucleon–nucleon force, the neutron–proton mass difference ha
taken into account in kinematical relations as discussed in Appendix A, as well as
expression for the kinetic energy of the nucleons. Let us consider this last effect. Its c
bution to the scattering amplitude can be estimated by looking at the Lippmann–Sch
equation

T = V + V G0T , (2.40)

whereG0 refers to the free propagator of two nucleons. Both terms on the right-han
of the above equation are of the same orderν = 0. Taking into account the nucleon ma
difference inG0 leads therefore to a correction to theT -matrix of the order[ ]
∼ �m

m
∼ εM2

π

mΛχ

= O Q4

Λ4
χ

, (2.41)
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and thus contribute atν = 4. Notice that this estimation is valid for both relativistic a
nonrelativistic expressions for the two-nucleon propagatorG0.

All other isospin-violating corrections are suppressed by further powers of the
parameter. We would like, however, to point out an important limitation of our estim
due to the fact that we do not explicitly accountfor the long-range nature of electromag
netic forces. Consider, for example, the leading one-pion and one-photon exchange
For simplicity, we will restrict ourselves to the1S0 proton–proton channel, where the 1P
potential takes the form

V
(0)
1π (q) =

(
gA

2Fπ

)2
q2

q2 + M2
π

. (2.42)

The static Coulomb interaction

VCoulomb(q) = e2

q2 , (2.43)

is suppressed compared toV
(0)
1π (q) by two powers of the small parameterQ/Λχ according

to the power counting. Such an estimation works fairly well for momentaq of the order
q ∼ Mπ , for which we getV (0)

1π (q = Mπ) ∼ 23 GeV−2 andVCoulomb(q = Mπ) ∼ 5 GeV−2.
The power counting, however, breaks down for small momentaq � Mπ due to the
long-range nature of the Coulomb interaction. For example, forq = Mπ/4 one gets:
V

(0)
1π (q = Mπ/4) ∼ 3 GeV−2 while VCoulomb(q = Mπ/4) ∼ 82 GeV−2. Consequently, the

Coulomb interaction provides the dominant contribution to the potential for small
menta and requires a nonperturbative treatment at low energy. A possible way out
above mentioned inconsistency would be to develop separate and systematic powe
ing for momenta much smaller than the pion mass. This is, however, beyond the sc
the present work. Notice that a similar idea with two different power counting regime
been applied recently to the nucleon Compton scattering in order to extend the region of
plicability of the effective field theory in the∆-region [47]. In the present analysis, we w
simply take into account higher-order corrections to the long-range electromagnetic
actions when determining the values of the LECs in order to correct for the low-mome
behavior of theNN potential. The first long-range corrections beyond the ones consid
above result from two-photon exchange, whose size can be estimated as

∼ e2

Q2

e2

(4π)2F 2
π =O

[
Q6

Λ6
χ

]
. (2.44)

It thus formally appears at the orderν = 6. In addition, at the same orderν = 6 one has to
take into account relativistic(1/m) corrections to the static one-photon exchange, wh
provide a contribution of the following size:

∼ e2

Q2F 2
π

Q2

m2 = e2

m2F 2
π =O

[
Q6

Λ6
χ

]
. (2.45)

The relative sizes of various isospin-breaking contributions discussed above are s

rized in Table 1. In what follows, we will give explicit expressions for the above mentioned
interactions.
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Table 1
Dominant contributions to the isospin-symmetric and isospin-breaking parts of the two-nucleon force

Isospin-symmetric Isospin-breaking,finite-range Isospin-breaking, long-range

LO (ν = 0):
static 1PE, contact terms without
derivatives

− −

NLO (ν = 2): L/O (ν = 2): L/O (ν = 2):
leading 2PE, contact terms with 2
derivatives

Mπ± 	= M
π0 in 1PE static 1γ -exchange

NNLO (ν = 3): NL/O (ν = 3):
subleading 2PE isospin breaking in 1PE (∝ εM2

π ),
contact term without derivatives∝
εM2

π

−

N3LO (ν = 4): NNL/O (ν = 4):
subsubleading 2PE, leading 3PE,
(1/m2)-corrections to 1PE,
(1/m)-corrections to 2PE, contact
terms with 4 derivatives

isospin breaking in 1PE (∝ e2/

(4π)2), Mπ± 	= M
π0 in 2PE, tri-

angle and football 2PE diagrams
∝ c5, πγ -exchange,mn 	= mp in
2PE and in the LS equation, con-
tact terms without derivatives∝
e2/(4π)2

−

. . . . . . N4L/O (ν = 6): 1/m2-corrections
to the static 1γ -exchange, 2γ -
exchange.

2.4.1. Finite-range isospin-breaking forces
Let us now give the explicit expressions for the finite-range isospin-violating inte

tions up to NL/O. The dominantν = 2 contribution (L/O) due toMπ± 	= Mπ0 can be taken
into account by replacing the isospin-conserving expressionV1π(q) in Eq. (2.13) by

V1π,pp(q) = V1π,nn(q) = −
(

gA

2Fπ

)2

�τ1 · �τ2
�σ1 · �q �σ2 · �q
q2 + M2

π0

(
1− p2 + p′2

2m2

)
,

V1π,np,T =1(q) = −
(

gA

2Fπ

)2

�τ1 · �τ2�σ1 · �q �σ2 · �q
(

2

q2 + M2
π±

− 1

q2 + M2
π0

)

×
(

1− p2 + p′2

2m2

)
,

V1π,np,T =0(q) = −
(

gA

2Fπ

)2

�τ1 · �τ2�σ1 · �q �σ2 · �q 1

q2 + M2
π

(
1− p2 + p′2

2m2

)
, (2.46)

whereT denotes the total isospin,Mπ± andMπ0 are the masses of the charged and neu
pions, respectively, and

Mπ = 2

3
Mπ+ + 1

3
Mπ0 = 138.03 MeV. (2.47)
The 1PE potential gets further charge independence and charge symmetry breaking con-
tributions at NL/O and NNL/O due to isospin violating pion–nucleon couplings. The final



-
ng

]. It is

r 2PE

he re-
arged

al
ctor

NL

d to in
s cer-
E. Epelbaum et al. / Nuclear Physics A 747 (2005) 362–424 383

expression for the 1PE potential is then of the kind:ηiV
(0)
1π , whereηi are the channel

dependent constants:ηnn 	= ηnp 	= ηpp . Unfortunately, the actual size of isospin-violati
corrections to the pion–nucleon coupling is not well determined at presence [33].

The pion mass difference in the 2PE can be incorporated as outlined in Ref. [48
most convenient to consider the isoscalar and isovector 2PE piece separately,

V2π = V 0
2π + V 1

2π �τ1 · �τ2. (2.48)

The isoscalar partV 0
2π can be expressed as [48]

V 0
2π = 2

3
V 0

2π(Mπ+ ,Mπ+) + 1

3
V 0

2π(Mπ0,Mπ0)

= V 0
2π(Mπ,Mπ) +O

[(
Mπ+ − Mπ0

Mπ+

)2]
, (2.49)

where the arguments ofV 0
2π denote the masses of exchanged pions. For the isovecto

V 1
2π , one has the general structure

V 1
2π = τ3

1 τ3
2V 1

2π(Mπ+,Mπ+) + (�τ1 · �τ2 − τ3
1 τ3

2

)
V 1

2π(Mπ+ ,Mπ0)

=




V 1
2π(Mπ+,Mπ+) for pp andnn,

2V 1
2π(Mπ+,Mπ0) − V 1

2π(Mπ+,Mπ+) ∼ V 1
2π(Mπ0,Mπ0)

for np, T = 1.

(2.50)

The result in the last line of the above equation is valid modulo((Mπ+ − Mπ0)/Mπ+)2-
corrections. For theT = 0 case the 2PE potential readsV2π(Mπ,Mπ).

Theπγ exchange diagrams have been calculated in Ref. [32] and we give below t
sults obtained in that paper omitting all computational details. Due to isospin, only ch
pion exchange can contribute to theπγ potentialVπγ and thus it only affects thenp sys-
tem. The potential has the form

Vπγ (�q) = − g2
A

4F 2
πM2

π+

(�τ1 · �τ2 − τ3
1 τ3

2

)�σ1 · �q �σ2 · �qVπγ (β),

Vπγ (β) = α

π

[
− (1− β2)2

2β4(1+ β2)
ln
(
1+ β2)+ 1

2β2 − 2γ̄

1+ β2

]
. (2.51)

Here,β = |�q|/Mπ+ and γ̄ is a regularization scheme dependent constant. The analytic
form of Vπγ is similar to the one of the 1PE potential, but it differs in strength by the fa
α/π � 1/400.

Finally, the expressions for the remaining isospin-violating 2PE contributions at N/O
have been given in [35].

2.4.2. Long-range (soft) isospin-breaking forces
We now discuss long-range isospin-breaking interactions which are often referre

the literature as “electromagnetic forces”. The static Coulomb force in Eq. (2.43) doe

tainly not completely represent the electromagnetic interaction between two nucleons but
only its leading contribution. The first long-range corrections to the static Coulomb force
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are either suppressed bym−2 (relativistic corrections to the static one-photon exchange
by an additional power of the fine-structure constantα (two-photon exchange). Althoug
all these effects are formally of higher order, we nevertheless prefer to take them into
count explicitly for the following reasons. Firstof all, the effects of these interactions a
magnified at low energy due to their long-range nature. Further, as explained above
analysis we have to take into account isospin-breaking effects in the same way as it
in [38]. The electromagnetic interaction for thepp andnp case is given by

VEM(pp) = VC1 + VC2 + VVP + VMM (pp),

VEM(np) = VMM (np),

VEM(nn) = VMM (nn), (2.52)

whereVC1 andVC2 are usually referred to as “improved Coulomb potential”. They t
into account the relativistic(1/m2)-corrections to the static Coulomb potential and inclu
contributions of the two-photon-exchange diagrams [49]. The explicit coordinate-
expressions read:

VC1 = α′

r
,

VC2 = − 1

2m2
p

[(
∆ + k2)α

r
+ α

r

(
∆ + k2)]∼ − αα′

mpr2 , (2.53)

where� denotes the Laplacian. The energy-dependent constantα′ is given by

α′ = α
m2

p + 2k2

mp

√
m2

p + k2
. (2.54)

Here k is the c.m.s. scattering momentum. The termVC2 is chosen in such a way th
it leads to an exact cancellation between the proper two-photon and the iterate
photon exchange, see [49] for more details. The approximation made in the seco
of Eq. (2.53) is based upon using Coulomb distorted-wave Born approximation
WBA), see [50] for more details. The modified Coulomb potentialVC1 in Eq. (2.53) can
be treated in momentum space in the same wayas the usual static Coulomb potential
described in Appendix C.8 The magnetic moment interactionVMM in Eq. (2.52) is given
by [51]

VMM (pp) = − α

4m2
pr3

[
µ2

pS12 + (6+ 8κp) �L · �S],
VMM (np) = − ακn

2mnr3

[
µp

2mp

S12 + 1

m
( �L · �S + �L · �A)

]
,

VMM (nn) = − αµ2
n

4m2
nr

3
S12, (2.55)
8 Clearly, one has to use the appropriately adjusted regular and irregular Coulomb functionsFl(r) andGl(r).
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where µp = 2.793 andµn = −1.913 are the proton and neutron magnetic mom
and κp = µp − 1, κn = µn their anomalous magnetic moments. Further,�L is the or-
bital angular momentum,�A = (�σ1 − �σ2)/2 andS12 = (�σ1 · �r)(�σ2 · �r)/r2 − �σ1 · �σ2/3.
The corresponding expressions in momentum space can be found, e.g., in [5
nally, the vacuum polarization potentialVVP derived by Ueling [53], see also [54
reads

VVP = 2α

3π

α′

r

∞∫
1

dx e−2merx

(
1+ 1

2x2

)
(x2 − 1)1/2

x2 , (2.56)

whereme is the electron mass. Clearly, the vacuum polarization potential is not of a
infinitely long range. Its range is governed by the electron mass, which is still tiny
pared to the relevant mass scales in the nucleon–nucleon problem. This is similar
treatment of vacuum polarization in EFT approaches for hadronic bound states, se
[55].

It is important to realize that the expressions(2.52) refer to point-like nucleons and on
define the long-distance asymptotics of the corresponding electromagnetic interactio
short-distance structure is more complicated and not shown explicitly. In particular,
not include zero-range (for point-like nucleons) terms as well as electromagnetic for
tors which can, in principle, be calculated consistently in EFT. Such short-range term
the nucleon form factors of a dipole form are, for example, included in the Argonne
potential. Last but not least, we note that the above consideration of the electroma
effects is based on the “nonrelativistic” Schrödinger equation (3.12), which will be
fined in the next section. To close this section let us point out some well-known pra
complications which arise due to the presence of the long-range electromagnetic fo

• Asymptotic states are affected byelectromagnetic interactions. TheS-matrix has to be
formulated in terms of asymptotic Coulomb states.

• The formally suppressed (as compared to the strong nuclear force) electroma
interactions are enhanced at low energy. The Coulomb interaction requires a n
turbative treatment. Even the effects due to magnetic moment interaction mig
large for certain observables under specifickinematical conditions. For example,
thenp system, it gives rise to a forward-angle dip structure for the analyzing pow

• The expansion of the scattering amplitude in partial waves converges very slo
the presence of magnetic moment interactions.

3. Scattering equations

We start with the relativistic Schrödinger equation (A.4) and assume the potentia
of a finite range. The treatment of the nucleon–nucleon scattering problem in the presen
of the long-range Coulomb interaction is relegated to Appendix C. The scattering sta
described by the Lippmann–Schwinger equation corresponding to the Schrödinger equ

tion (A.4). The LS equation (for theT -matrix) projected onto states with orbital angular
momentuml, total spins and total angular momentumj is
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T
sj

ll′ (p,p′) = V
sj

ll′ (p,p′) +
∑
l′′

∞∫
0

dp′′ p′′2

(2π)3
V

sj

ll′′(p,p′′)

× 1

2
√

p′2 + m2 − 2
√

p′′2 + m2 + iη
T

sj

l′′l′(p
′′,p′), (3.1)

with η → 0+. In the uncoupled case,l is conserved. The partial wave projected pot
tial V

sj

l′,l(p
′,p) can be obtained using the formulae collected in Appendix B. The rela

between theS- and on-the-energy shellT -matrix is given by

S
sj

ll′ (p) = δll′ − i

8π2p

√
p2 + m2T

sj

ll′ (p). (3.2)

The phase shifts in the uncoupled cases can be obtained from theS-matrix via

S
0j
jj = e

2iδ
0j
j , S

1j
jj = e

2iδ
1j
j , (3.3)

where we have used the notationδ
sj
l . Throughout, we use the so-called Stapp paramet

tion [56] of theS-matrix in the coupled channels (j > 0):

S =
(

S
1j

j−1j−1 S
1j

j−1j+1

S
1j

j+1j−1 S
1j

j+1j+1

)

=
(

cos(2ε)exp(2iδ
1j

j−1) i sin(2ε)exp(iδ
1j

j−1 + iδ
1j

j+1)

i sin(2ε)exp(iδ
1j

j−1 + iδ
1j

j+1) cos(2ε)exp(2iδ
1j

j+1)

)
. (3.4)

For the discussion of the effective range expansion for the3S1 partial wave we will use the
different parametrization of theS-matrix, namely the one due to Blatt and Biedenharn [5
The connection between these two sets of parameter is given by the following equa

δj−1 + δj+1 = δ̂j−1 + δ̂j+1,

sin(δj−1 − δj+1) = tan(2ε)

tan(2ε̂)
,

sin(δ̂j−1 − δ̂j+1) = sin(2ε)

sin(2ε̂)
, (3.5)

whereδ̂ andε̂ denote the quantities in the Blatt–Biedenharn parametrization and we
omitted the superscripts forδ’s.

To close this section we would like to remind the reader that the Schrödinge
Lippmann–Schwinger equations (A.4) and (3.1) may be cast into a nonrelativistic
One way to do that is using the Kamada–Glöckle transformation [58], which relate
relativistic and nonrelativistic c.m.s. momenta�p and�q via

Tkin = 2
√

p2 + m2 − 2m = q2

m
. (3.6)

The potentialṼ to be used in the nonrelativistic Schrödinger equation[ ]

q2

m
+ Ṽ φ = Eφ, (3.7)
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is defined in the partial-wave projected representation as

Ṽ
sj

ll′ (q, q ′) =

√√√√(
1+ q2

2m2

)√
1+ q2

4m2V
sj

ll′

(√
q2 + q4

4m2 ,

√
q ′2 + q ′4

4m2

)

×

√√√√(
1+ q ′2

2m2

)√
1+ q ′2

4m2
, (3.8)

whereV
sj

ll′ (p,p′) is the potential entering the relativistic Schrödinger equation (A.4).
wave-functionφ is related toΨ in Eq. (A.4) via

φ(q) =

√√√√(
1+ q2

2m2

)√
1+ q2

4m2Ψ

(√
q2 + q4

4m2

)
. (3.9)

TheS-matrix is defined via

S̃
sj

ll′ (q) = δll′ − i

8π2qmT̃
sj

ll′ (q), (3.10)

where theT -matrix T̃
sj

ll′ satisfies the usual nonrelativistic Lippmann–Schwinger equa

T̃
sj

ll′ (q, q ′) = Ṽ
sj

ll′ (q, q ′) +
∑
l′′

∞∫
0

dq ′′q ′′2

(2π)3 Ṽ
sj

ll′′(q, q ′′) m

q ′2 − q ′′2 + iη
T̃

sj

l′′l′(q
′′, q ′).

(3.11)

It can be demonstrated [58] that theS-matrix S̃
sj

ll′ equals for any given energy theS-matrix

S
sj

ll′ defined in Eq. (3.2), that is̃Ssj

ll′ (q) = S
sj

ll′ (p). Another commonly used way to cast t
relativistic Schrödinger equation (A.4) into a nonrelativistic-like form is based upon
algebraic manipulations with this equation, see [25]. More precisely, adding 2m to both
sides in Eq. (A.4) with subsequent squaring them, subtracting 4m2 and dividing both sides
by 4m leads to[

p2

m
+ V̄

]
Ψ = k2

m
Ψ, (3.12)

where the momentumk is related to the energyE in Eq. (A.4) via

E = 2
√

k2 + m2 − 2m, (3.13)

and the potential operator̄V is given by

V̄ =
{√

p2 + m2

2m
,V

}
+ V 2

4m
, (3.14)
or, in the partial-wave projected basis, by
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V̄
sj

ll′ (p,p′) =
(√

p2 + m2

2m
+
√

p′2 + m2

2m

)
V

sj

ll′ (p,p′)

+ 1

4m

∑
l′′

∞∫
0

dp′′p′′2

(2π)3
V

sj

ll′′(p,p′′)V sj

l′′l′(p
′′,p′). (3.15)

The curly bracket in Eq. (3.14) denote an anticommutator. Notice that contrary to th
viously described approach, the“nonrelativistic” Schrödinger equation (3.12) still require
relativistic kinematics in relating the energy and momentum, see Eq. (3.13). TheS- and
T -matricesS̄sj

ll′ andT̄
sj

ll′ are defined via Eqs. (3.10) and (3.11), respectively (withS̃, T̃ , q ,

q ′ being replaced bȳS, T̄ , p, p′). At any given momentump one has̄Ssj

ll′ (p) = S
sj

ll′ (p). We
have also checked numerically that both equations(3.7) and (3.12) lead to identical resul
It should be understood that both ways to cast the relativistic Schrödinger equation
into a nonrelativistic form discussed in this section are limited to the two-nucleon pro
To the best of our knowledge, no extension to different systems has yet been offered
sequently, three- and more-nucleon observables calculated using a nonrelativistic ap
with the NN potentialṼ or V̄ will lead to different results. One should therefore use
relativistic Schrödinger equation (or Faddeev–Yakubovsky equations) with the potentialV

in such cases. The same applies for processes with external probes.

4. Bound state

We now turn to bound state (i.e., deuteron) properties. The deuteron binding eneEd
and wave functionΨ d

l (p) can be obtained from the homogeneous part of Eq. (3.1)

Ψ d
l (p) = 1

Ed − (2
√

p2 + m2 − 2m)

∑
l′

∞∫
0

dp′p′2

(2π)3
V

sj

l,l′(p,p′)Ψ d
l′ (p

′), (4.1)

with s = j = 1 andl = l′ = 0,2, or, alternatively, from the nonrelativistic-like equation

Ψ d
l (p) = 1

Ed + E2
d/(4m) − p2/m

∑
l′

∞∫
0

dp′p′2

(2π)3 V̄
sj

l,l′(p,p′)Ψ d
l′ (p

′), (4.2)

whereV̄
sj

l,l′(p,p′) is related toV sj

l,l′(p,p′) via Eq. (3.15). Here we have used the relat
(3.13) between the binding energy and momentum. In addition, one can also use th
relativistic Schrödinger approach as described in the previous section, which leads

φd
l (p) = 1

Ed − p2/m

∑
l′

∞∫
0

dp′p′2

(2π)3
Ṽ

sj

l,l′(p,p′)φd
l′(p

′), (4.3)

sj
whereṼ
l,l′(p,p′) is defined via Eq. (3.8). The wave functionsφd

l (p) andΨ d
l (p) are related

via Eq. (3.9).
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We will now regard the so-called static properties of the deuteron using the non
vistic-like equation (4.2). The latter is fully equivalent to the relativistic equation (4.1)
leads to the same wave function, but has the advantage that one can apply the s
nonrelativistic formulae to study various deuteron properties. We denote byu(r) andw(r)

theS- andD-wave components of the coordinate space wave functionΨ d
l (r) and byu(p)

andw(p) the momentum space representations ofu(r)/r andw(r)/r:

u(p) = 2

π

∞∫
0

u(r)j0(pr)r dr and w(p) = 2

π

∞∫
0

w(r)j0(pr)r dr. (4.4)

The wave functionsu andw are normalized according to

∞∫
0

dpp2[u(p)2 + w(p)2]=
∞∫

0

dr
[
u(r)2 + w(r)2]= 1. (4.5)

The probabilityPd to find the nucleons inside of the deuteron in aD-state can be calculate
via

Pd =
∞∫

0

dpp2w(p)2 =
∞∫

0

dr w(r)2. (4.6)

Further, one can compute the deuteron quadrupole momentQd and the matter root-mean
square (rms) radius

√〈r2〉d
m through the following equations:

Qd = 1

20

∞∫
0

dr r2w(r)
[√

8u(r) − w(r)
]

= − 1

20

∞∫
0

dp

{√
8

[
p2du(p)

dp

dw(p)

dp
+ 3pw(p)

du(p)

dp

]

+ p2
(

dw(p)

dp

)2

+ 6w(p)2
}

(4.7)

and

√〈
r2
〉d
m

= 1

2

[ ∞∫
0

dr r2[u(r)2 + w(r)2]]1/2

. (4.8)

The wave functionsu(r) andw(r) behave at larger as( )

u(r) ∼ ASe−γ r , w(r) ∼ ADe−γ r 1+ 3

γ r
+ 3

(γ r)2
, (4.9)
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whereAS andAD are the asymptotic normalization factors of theS- andD-states, respec

tively, andγ =
√

|mEd + E2
d/4|. Instead of the quantitiesAS andAD , one often introduce

the deuteron normalizationNd and the asymptoticD/S ratioηd according to

N2
d = A2

S + A2
D, ηd = AD

AS

. (4.10)

Not all of the above mentioned deuteron properties are observable and can be m
experimentally. TheD-state probabilityPd is well known to be unobservable [59]. Th
deuteron electric quadrupole moment corresponds to the quadrupole form factor at|�q| = 0,
where�q denotes the momentum transfer. Clearly, the expression (4.7), which gives ju
deuteron expectation value of the quadrupole operatorQij

Qij ≡ 1

4

(
3rirj − δij r

2), (4.11)

is only an approximation to the experimentally measured value for the quadrupole mo
which, i.e., does not take into account two-nucleon currents and relativistic correction
e.g., [60] for more details. A related discussion in the framework of EFT can be fou
[61]. The situation is similar with the deuteron matter rms-radius

√〈r2〉d
m, which is related

to the experimentally measured deuteron charge rms-radius
√

〈r2〉d
ch via [62–64]

〈
r2〉d

ch = 〈r2〉d
pt +

〈
r2〉p

ch + 〈r2〉n
ch, (4.12)

where
√

〈r2〉pch = 0.886(11) fm (taking the mean of the three recent values form Refs. [

67] and adding the errors in quadrature) and〈r2〉nch = −0.113(5) fm2 [68] are the proton
and neutron ms-radii, respectively, and the “point-nucleon” radius of the deuteron〈r2〉d

pt is
given by〈

r2〉d
pt =

〈
r2〉d

m
+ 〈r2〉d

B
. (4.13)

Here〈r2〉d
B subsumes the “nuclear” effects due to two-body currents as well as rela

tic corrections. Notice that while the “point-nucleon” deuteron radius is measurabl
matter radius〈r2〉d

m is clearly not an observable quantity. In particular, the separate co
butions〈r2〉d

m and〈r2〉d
B change by a unitary transformation in the two-nucleon system

[64] for more details. For one specific choice of such a transformation, the effects d
two-nucleon currents in〈r2〉d

B are estimated to be of the order∼ 0.016 fm2 [64]. Contrary
to the previously discussed deuteron quadrupole moment and rms-radius, the asy
quantitiesAS andAD (or, equivalently,Nd andηd) as well as the deuteron binding ener
are observables related to the “pure” nucleon–nucleon system. In particular, the b
energy gives the position of theNN S-matrix pole, while the normalizationNd is related
to the residue of the pole in the following way, see, e.g., [52,69]
N2
d = lim

p→kd

(p − kd)

8π2
pm ˆ̄T 11

00(p). (4.14)
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Here kd ≡ iγ and ˆ̄T 11
00(p) is the (l = l′ = 0)-component of the diagonalizedT -matrix

ˆ̄T 11 ≡ UT̄ 11U−1, where

U =
(

cosε̂ sinε̂

−sinε̂ cosε̂

)
, (4.15)

and ε̂ is the Blatt and Biedenharn mixing angle [57]. Alternatively, one can rew
Eq. (4.14) in terms of the Blatt and Biedenharn eigenphase shiftδ̂0(p) as

N2
d = lim

p→kd

2i(p − kd)

1− i tan
[
δ̂0(p)

] . (4.16)

Notice that theT -matrix becomes real and the phase shiftδ0(p) imaginary at negative
energies. Finally, we point out that the asymptoticD/S ratioηd is given by the negative o
the Blatt and Biedenharn mixing angle at the deuteron pole [52]

ηd = − tanε̂(kd). (4.17)

Up to now we have discussed the deuteron properties in the context of the non
vistic-like equation (4.2). As already pointed out before, one could alternatively us
nonrelativistic equation (4.3). Both schemes are completely equivalent for the two-nu
system and lead to the same phase shifts and the deuteron binding energy. It is al
from Eq. (4.17) that the asymptoticD/S ratioηd does not change when one uses Eq. (4
instead of Eq. (4.2). On the other hand, the normalizationNd or, equivalently, the asymp
totic normalizationAS will change. Eq. (4.16) takes the form

Ñ2
d = lim

p̃→k̃d

2i(p̃ − k̃d)

1− i tan[ ˆ̃δ0(p̃)]
, (4.18)

if one uses the nonrelativistic Schrödinger equation (4.3). Here,k̃d = i
√|mEd| is the non-

relativistic deuteron binding momentum andˆ̃
δ0 is theS-wave eigenphase shift calculat

using Eq. (3.11). Since both schemes are phase equivalent, one has

ˆ̃
δ0(p̃) = δ̂0

(
p̃

√
1+ p̃2/

(
4m2

) )
. (4.19)

Here we made use of the relation (3.6) between the relativistic and nonrelativistic mom
We have therefore:

Ñ2
d = lim

p̃→k̃d

2i(p̃ − k̃d)

1− i tan
[
δ̂0(p̃

√
1+ p̃2/(4m2))

]

= lim
p→kd

2i
(√

2m2(
√

1+ p2/m2 − 1) −
√

2m2(

√
1+ k2

d/m2 − 1)
)

1− i tan
[
δ̂0(p)

]
( )
∼= N2
d 1+ 3Ed

8m
. (4.20)
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Here we have again used the relation (3.6) between the relativistic and nonrelativist
menta. The result in the third line of Eq. (4.20) is valid up to corrections of the o
E2

d/m2. It can be rewritten in terms of the asymptoticS-wave normalization as follows:

ÃS = AS

[
1+ (1+ η2

d

) 3Ed

16m

]
. (4.21)

To end this section, we note that the other deuteron properties such asPd in Eq. (4.6),Qd in
Eq. (4.7)9 and

√〈r2〉d
m in Eq. (4.8), which are not observable, are expected to change

calculated using the nonrelativistic wave function from Eq. (4.3). For a recent reviews
the deuteron the reader is referred to Refs. [70,71].

5. The fits

In this section we discuss the determination and specify the values of the various
adopted in the present analysis. Throughout this work, we use the following valu
the pion decay constantFπ , the pion massesMπ± , Mπ0 and the proton and neutro
massesmp and mn: Fπ = 92.4 MeV, Mπ± = 139.5702 MeV,Mπ0 = 134.9766 MeV,
mp = 938.2720 MeV,mn = 939.5653 MeV.

For the 1PE potential, we use the expression (2.13) withgA = 1.29. This larger value
of the LEC gA as compared to the standard onegA = 1.26 is in order to account fo
the Goldberger–Treiman discrepancy as discussed in Section 2.3. Notice further t
take into account the pion mass difference as given in Eq. (2.46). The leading 2P
tential given in Eq. (2.14) is parameter-free. The NNLO and N3LO 2PE contributions in
Eqs. (2.15), (2.18)–(2.20) depend on the LECsc1, c2, c3 andc4 from the second-orderπN

Lagrangian as well as on̄d1+ d̄2, d̄3, d̄5 andd̄14− d̄15 from the third-orderπN Lagrangian.
For the LECsc1,4 we adopt the central values from theQ3-analysis of theπN system [73]:
c1 = −0.81 GeV−1, c4 = 3.40 GeV−1. For the constantc3 the valuec3 = −3.40 GeV−1

is used, which is on the lower side but still consistent with the results from reference
c3 = −4.69± 1.34 GeV−1. The same value forc3 has been adopted in our NNLO analy
[21]. Further, this value was found in Ref. [26] to be consistent with empirical NN p
shifts as well as the results from dispersion and conventional meson theories. Notice
ever, that it is about 25% smaller in magnitude than the value extracted from the
wave analysis of thepp andnp data [72]. The LECc2 could not be fixed accurately analy
ing pion–nucleon scattering inside the Mandelstam triangle in [73]. We therefore adopt th
central value found in the third-order analysis [23]:c2 = 3.28 GeV−1. For the combination
of di ’s, we again use the values found in [23]:d̄1 + d̄2 = 3.06 GeV−2, d̄3 = −3.27 GeV−2,
d̄5 = 0.45 GeV−2 andd̄14 − d̄15 = −5.65 GeV−2.

9 It would be more appropriate to introduce a special notation for the quadrupole moment defined in Eq. (4
using nonrelativistic impulse approximation in a way similar to the deuteron rms-radius. Unfortunately, no such
notation appears in the literature, which might lead to a confusion. It should be understood that while the deute

quadrupole moment represents the response of the deuteron to an external electromagnetic field and is certainly
measurable, Eq. (4.7) gives only an approximation, which is model-dependent and not observable.
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We now turn to short-range contact interactions. The twoν = 0 LECsCS,T , sevenν = 2
LECs C1...7 as well as fifteenν = 4 LECsD1...15 in Eq. (2.4) are unknown and have
be fixed from a fit to data (i.e., to Nijmegen phase shifts). Contributions of the co
interactions to various partial waves are given in Eq. (2.5). Thus, we have to dete
8 LECs in the3S1–3D1 channel, 4 LECs in the1S0 channel, 3 LECs in the3P2–3F2
channel, 2 LECs in each of the1P1, 3P1, 3P0 partial waves and 1 LEC in each of the1D2,
3D2, 3D3–3G3 channels. In addition to the above mentioned isospin-conserving co
interactions, we have two isospin-violating contact terms with unknown coefficients
Eqs. (2.35) and (2.37). Both terms contribute to the1S0 partial wave and provide charg
dependent contributions to the LEC̃C1S0

. In the following, we will therefore distinguis

betweenC̃pp
1S0

, C̃
np
1S0

andC̃nn
1S0

. We also note that we always use the proper kinematic
given in Appendix A. Let us now specify precisely our way of fixing the LECs. The L
contributing to isovector channels3P2–3F2, 3P1, 3P0 and1D2 have been fixed from a fi
to Nijmegenpp phase shifts [38], which are much more precise than the correspo
np phase shifts. The isovectornp phase shifts are then extracted from thepp ones in a
parameter-free way by taking into account the proper 1PE potential and switching off t
electromagnetic interaction. This is precisely the same procedure as used in the Ni
PWA [38]. In the1S0 partial wave we have to take into account isospin-violating con
interactions as discussed above. We determine the LECsC̃

pp
1S0

, C̃
np
1S0

, C1S0
, D1

1S0
andD2

1S0

from a combined fit in the1S0 pp andnp channels. The LEC̃Cnn
1S0

is then obtained from
the requirement to reproduce the experimental value [74,75]ann = −18.9 fm for thenn
scattering length. All remaining LECs are fixed from a fit tonp phases from Nijmege
PWA [38]. We notice that contrary to our NLO and NNLO analysis [16,21], we had to
here a large energy interval, i.e., up toElab = 200 MeV, in order to fix the LECs. Thi
is because of two reasons: first, the phase shifts in the1S0 and in the3S1–3D1 channels
simply do not show enough structure beyondElab = 100 MeV in order to fix reliably 4 and
8 parameters, respectively. Secondly, phase shifts at low energy are not very sens
higher-order contact interactions except maybe in the twoS-waves.

It remains to specify the values for the cut-offsΛ andΛ̃ which enter the Lippmann
Schwinger equation and the spectral-function representation of the two-pion exc
potential, respectively. Certainly, both cut-offs are introduced in order to remove
momentum components of the interacting nucleon and pion fields, which are beyo
range of applicability of the chiral EFT. We remind the reader that from the formal p
of view, one can choose any value for the SFR cut-off which is large enough so th
relevant physics is still present. Even the choiceΛ̃ = ∞, which is equivalent to dimen
sional regularization, is formally possible since all terms with positive powers ofΛ̃ (and
∝ ln Λ̃) can be absorbed by redefinition of the corresponding LECs. It has been arg
[21], however, that the choicẽΛ = 500–700 MeV leads to a natural separation of the lo
and short-range parts of the nuclear force and allows to improve the convergence
low-momentum expansion. In the present analysis we use this range forΛ̃.

While Λ̃ is related to perturbative renormalization of the pion loop integrals, the
off Λ specifies the way of nonperturbative renormalization of the Lippmann–Schw

equation. Contrary to the SFR cut-off̃Λ, one, in general, cannot arbitrarily increase the
value of Λ [76–79]. This is because one needs an infinite number of counter terms in
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order to absorb all divergences arising through iteration of the potential in the Lippm
Schwinger equation.10 KeepingΛ finite and of the order of the separation scale in the
problem, one expects the contribution of the higher-order counter terms to be supp
by powers of the generic low-momentum scale provided that the corresponding LE
of natural size [76,77]. In our previous NLO and NNLO analyses [81] based on the dim
sionally regularized expressions for the potential we have usedΛ = 500–600 MeV with
the regulator function being defined asf Λ(p) = exp[−p4/Λ4]. In the more recent stud
[21] based on the SFR approach we have increased this range toΛ = 450–650 MeV using
f Λ(p) = exp[−p6/Λ6]. We have, however, found in [21], that the upper values ofΛ are
already rather closeto its critical valueΛc , above which one encounters spurious dee
bound states. Notice that the values of various LECs start to strongly vary forΛ ∼ Λc

leaving the natural range. In order to avoid such a situation we slightly reduce the range
variation ofΛ to 450–600 MeV in the present analysis. To be more specific, we wil
the following cut-off combinations (all values in MeV):

{Λ,Λ̃} = {450,500}, {600,600}, {450,700}, {600,700}. (5.1)

ForΛ̃ = 500 MeV the valueΛ = 600 MeV is already found to be close toΛc. We therefore
replace the cut-off combination{600,500} by {600,600}. Notice that further reducing o
theΛ-values beyondΛ = 450 MeV is, in principle, possible but leads to a strong incre
of the theoretical uncertainty. We therefore refrain from doing that. Finally, we notice
a more elegant regularization prescriptions, like, e.g., lattice regularization, would
to regularize pion loop integrals and the Lippmann–Schwinger equation in the sam
without introducing two independent scalesΛ andΛ̃. For a related recent discussion
the role and optimal choice of the cut-offΛ in the LS equation the reader is referred
Refs. [77,79].

Let us now give the precise definition of the phase shifts considered in the presen
and remind the reader on the type of phase shifts used in the Nijmegen PWA [38]. W
adopt here the notation of Ref. [50] and denote byδV

W the phase shift generated by t
potentialW with respect to the solution withV as the interaction.

5.1. pp phases

The full phase shiftsδEM+N of electromagnetic plus strong interaction can be expre
as

δEM+N = δEM + δEM
EM+N. (5.2)

10 It has been shown in [80] that 1/rn singular potentials, which arise, e.g., from pion exchange contributions
can be renormalized by a one-parameter square-well counterterm, see [8] for a related work. Although the auth
of [80] have demonstrated that the low-energy NN observables can be made independent of the square-well w

by adjusting the square-well strength, the power counting scheme adopted in the present work is not consistent
with such an approach.
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The above expression applies to uncoupledchannels. For coupled channels one ha
translate the addition law for the phase shiftsinto a multiplication law for the correspondin
S-matrices

SEM+N = (SEM)1/2SEM
EM+N(SEM)1/2, (5.3)

see [51,82] for further details. Such a modification for coupled channels will, however, n
change the conclusions of this section. We will therefore not consider the coupled c
detail in what follows. The last term in Eq. (5.2) corresponds to the phase shifts
electromagnetic plus nuclear interaction with respect to electromagnetic wave fun
These phase shiftsδEM

EM+N are the ones which are given in the Nijmegen PWA [38]. No
that the electromagnetic phase shiftδEM can be represented as

δEM = δC1 + δC1
C1+C2 + δC1+C2

C1+C2+MM + δC1+C2+MM
C1+C2+MM +VP = δC1 + ρ + φ + τ, (5.4)

where we have introduced the abbreviationsρ ≡ δC1
C1+C2, φ ≡ δC1+C2

C1+C2+MM and τ ≡
δC1+C2+MM

C1+C2+MM +VP. In practice, the quantitiesρ, φ andτ are usually calculated using th
CDWBA. This is justified due to the smallness of the corresponding interactionsVC2, VMM

andVVP. In this case one has approximately

φ ∼ δC1
C1+MM , τ ∼ δC1

C1+VP. (5.5)

For more details the reader is referred to Refs. [50,51].
The phase shiftsδEM

EM+N obtained in the Nijmegen PWA do, however, not correspon
the type of phase shifts, which is usually considered in practical calculations, name
phase shiftsδC1

C1+N of the modified Coulomb plus strong interactions with respect to
phase shifts of the modified Coulomb potential. These phase shifts can easily be cal
for any given nuclear potential using, e.g., the method described in Appendix C. Tpp
phases considered in the present work are of that type. We therefore need to relateδC1

C1+N
to the previously discussed phase shiftsδEM

EM+N. This can be done by noting that the to
phase shiftδEM+N can be expressed in the form

δEM+N = δC1 + δC1
C1+C2+MM +VP+N. (5.6)

In the coupled case one has to modify this relation in a way analogous to Eq. (5.3). A
due to the smallness of the potentialsVC2, VMM andVVP one can make use of the DWB
to relateδC1

C1+C2+MM +VP+N andδC1
C1+N, which leads to [50]

(
δC1

C1+C2+MM +VP+N

)
l
− (δC1

C1+N

)
l

≡ ∆̃l = (δC1+N
C1+N+C2+MM +VP

)
l

∼ −mp

k

∞∫
0

dr χl(r)
[
VC2(r) + VMM (r) + VVP(r)

]
χl(r), (5.7)
wherel is the angular momentum andχl(r) is the wave function for the potentialVC1+VN.
Combining now Eqs. (5.2)–(5.7) we end up with the following formula which relates the



s, one

pt
d

a
nt
nnels.

values
f
the
netic

of

-

u-
istic
g the
re-

the

n
ities

as
ll

c-
ials

c-
396 E. Epelbaum et al. / Nuclear Physics A 747 (2005) 362–424

phase shiftsδC1
C1+N we are calculating to the onesδEM

EM+N of the Nijmegen PWA:

(
δC1

C1+N

)
l
∼ (δEM

EM+N

)
l
− ∆̃l + ρl + φl + τl . (5.8)

This formula can be further simplified if one notes that for alll � 1 the wave functions
χl(r) near the threshold are almost not affected by the nuclear interaction [50]. Thu
can approximately replace in Eq. (5.7) the wave functionsχl(r) by the regular Coulomb
wave functions, which leads tõ∆l ∼ ρl + φl + τl . Therefore, for all partial waves exce
1S0 one has:(δC1

C1+N)l ∼ (δEM
EM+N)l . In the case of the1S0 partial wave, it has been argue

based on explicit calculations that the quantity∆̃0 is “sufficiently model-independent” for
wide range of nuclear forces at least in the caseVC2 = 0. Notice that the magnetic mome
interaction in Eq. (2.55) does not contribute in that and all other spin-singlet cha
The values of∆̃0 based on the Nijmegen N78 potential [83] as well as for theτ0 and
ρ0 are given in [50] at various energies. In the present analysis, we will use these
for the above mentioned quantities in order to relate our1S0 phase shift to the one o
the Nijmegen PWA via Eq. (5.8).11 Notice that a more accurate way to determine
phase shifts(δC1

C1+N)l would be to define the regularized expressions for electromag

interactions and to calculate the quantitiesρ, φ, τ and ∆̃l explicitly (one can still use
DWBA). We, however, believe that there is no need for such a refinement at the level
accuracy of N3LO.

Let us now summarize our way of calculating phase shifts in thepp system. We com
pute the phase shiftsδC1

C1+N of the modified Coulomb plus nuclear potentialVC1+VN with
respect to wave functions of theVC1-potential. The strong interaction part of the chiral n
clear force at order N3LO is discussed in Section 2. It has to be used in the relativ
Schrödinger Eq. (A.4), while the electromagnetic interactions in Eq. (2.52), includin
modified Coulomb forceVC1, are to be used in the nonrelativistic-like Eq. (3.12). We the
fore first apply Eq. (3.15) to derive the modified strong potential for use in Eq. (3.12).12 We
then calculate phase shiftsδC1

C1+N in momentum space as described in Appendix C. In

fitting procedure the calculated phase shiftsδC1
C1+N are compared with the phasesδEM

EM+N

of the Nijmegen PWA [38]. For all partial waves except1S0 we use the approximatio
(δC1

C1+N)l ∼ (δEM
EM+N)l . For the1S0 phase, we make use of Eq. (5.8), where the quant

∆̃l , ρl andτl are taken from Ref. [50].

11 The quantity∆̃l in [50] does not contain the contribution dueto magnetic moment interaction, which h
been neglected in that work. In our analysis we only need to know∆̃l explicitly for l = 0 and therefore can sti
use the result of [50].
12 Notice that in principle, the modified potential should contain contributions due to electromagnetic intera
tions. Eq. (3.15) should actually be applied to the sum of the strong interaction and electromagnetic potent
VN andVem. The modified potential would then contain pieces∝ VN, Vem, (1/m)VNVN, (1/m)VNVem and
(1/m)VemVem. Applying Eq. (3.15) only to the strong potentialVN and adding the appropriate (modified) ele

tromagnetic contributions, we thus miss terms∝ (1/m)VNVem. Such contributions are suppressed by a factor
Q/m compared to theπγ -exchange in Eq. (2.51) and beyond the accuracy of the present calculation.
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5.2. np phases

As already pointed out in Section 2.4.2, the electromagnetic interaction in thenp case is
given entirely in terms of magnetic moment interactionVMM (np). Consequently, Eq. (5.2
takes the form

δMM +N = δMM + δMM
MM +N. (5.9)

The np phase shifts of the Nijmegen PWA as well as in our analysis correspond t
phase shiftsδMM

MM +N of nuclear plus magnetic moment interactions with respect to m
netic moment interaction wave functions. Notice that the term inVMM (np) in Eq. (2.55)
proportional to �A gives rise to the so-called “class IV” isospin-breaking force [84], wh
mixes spin-singlet and spin-triplet states. The contribution of this term is very sma
usually only taken into account when constructing the magnetic moment scattering
tude, see, e.g., [85]. In our analysis we make use of the standard approximation [85

δMM
MM +N ∼ δN, (5.10)

for all (l 	= 0)-states. Therefore and because of the fact that the magnetic moment inte
action does not contribute to the1S0 channel, we have to take into accountVMM (np)

explicitly only in the 3S1–3D1 partial wave. In that case the phase shiftδMM
MM +N is cal-

culated by subtractingδMM from δMM +N, where the phase shiftsδMM are obtained using
the Born approximation.

5.3. nn phases

As in the previously considered case of neutron–proton scattering, in thenn system
one has to take into account only magnetic moment interaction. Decomposing the pha
shifts as in Eq. (5.9) one can make use of the approximationδMM

MM +N ∼ δN in all nn partial
waves. As already stated before, this approximation is accurate for partial waves withl 	= 0.
In the case of the1S0 partial wave, the phase shift is still given byδN since the long-rang
magnetic moment interaction does not contribute to this channel. Therefore,nn phase shifts
in all partial waves correspond toδN.

6. Results and discussion

6.1. Phase shifts

In the following sections, we will show the results for thenp phase shifts. Befor
showing the results of our analysis, let us make a simple estimate for the expecte
oretical uncertainty at N3LO. Following the reasoning of Ref. [21], we expect for t
uncertainty of a scattering observable at c.m.s. momentumk at N3LO to be of the or-
der∼ (max[k,Mπ ]/λ)5. To provide a fair estimate, we identify the hard scaleλ with the

smallest value of the ultraviolet cut-off, i.e., we adoptλ ∼ 450 MeV. This results in the
following estimations for the theoretical (maximal) uncertainty:
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∼ 0.5% atElab ∼ 50 MeV and below,

∼ 7% atElab ∼ 150 MeV,

∼ 25% atElab ∼ 250 MeV.

One should keep in mind that the above estimations are fairly rough. For a detailed d
sion on the theoretical uncertainty, especially at NLO and NNLO, the reader is referred
[21].

6.1.1. S-waves
The phase shifts in the1S0 and3S1 partial waves are shown in Fig. 3. Both are visib

improved compared to the NNLO result. ForElab = 50 MeV, 150 MeV and 250 MeV we
find the phase shift in the1S0 partial wave in the ranges 40.42◦–40.72◦, 16.04◦–17.03◦
and 2.22◦–4.76◦, respectively. These values agree well with the ones from the Nijm
PSA: δ = 40.54◦, δ = 16.94◦ andδ = 1.96◦. The relative uncertainty of our results is
agreement with the aboveestimations except forElab = 250 MeV, where the phase shift

Fig. 3.S-wavenp phase shifts versus the nucleon laboratory energy. The grid, light shaded and dark shaded ba
show the NLO, NNLO [21] and N3LO results, respectively. The cut-offsΛ andΛ̃ at N3LO are varied as specifie

in Eq. (5.1). The filled circles depict the Nijmegen PWA results [38] and the open triangles are the results from
the Virginia Tech PWA [106].
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Table 2
TheS-wave LECsC̃i , Ci andDi at N3LO for the different cut-off combinations{Λ[MeV], Λ̃[MeV]}. The values
of theC̃i are in 104 GeV−2, of theCi in 104 GeV−4 and of theDi in 104 GeV−6

LEC {450,500} {600,600} {450,700} {600,700}
C̃

pp
1S0

−0.0834 −0.0800 −0.1247 −0.0436

C̃
np
1S0

−0.0913 −0.0892 −0.1289 −0.0544

C̃nn
1S0

−0.0880 −0.0851 −0.1272 −0.0494

C1S0
1.5007 1.8075 2.1217 1.8950

D1
1S0

−26.9836 −16.7678 −24.7288 −17.6295

D2
1S0

3.7402 −2.5565 0.8214 −2.0771

C̃3S1
−0.1498 0.1782 −0.1599 0.0746

C3S1
0.4144 −0.9058 0.6275 −0.3557

D1
3S1

−26.3516 −13.4902 −23.8555 −12.4078

D2
3S1

4.8091 2.6661 4.3807 1.8895

close to 0. The results for the3S1 partial wave are similar to the ones in the1S0 channel.
The uncertainty due to the cut-off variation is found to be smaller in this case.

The pertinentS-wave LECs are tabulated in Table 2 for the four pairs of cut-offs (5
Here, several remarks are in order. First, we note that, in general, one has to expec
ple solutions for the LECs. This problem has already been discussed in [16] at NL
NNLO. For the1S0 channel, we have to fix five LECs̃Cpp

1S0
, C̃

np
1S0

, C1S0
, D1

1S0
, D2

1S0
, from

a fit to Nijmegenpp andnp phase shifts. We did find multiple solutions for LECs wh
describe the data equally well if we neglect isospin breaking and fixC̃

np
1S0

, C1S0
, D1

1S0
, D2

1S0
from a fit to the Nijmegennp phase shift. Taking into account isospin breaking effects
performing a combined fit to bothpp andnp phase shifts turns out to improve the situat
and help to sort out the true solution. We found a single solution for the LECs for the c
combinations{Λ,Λ̃} = {450,700} and{600,700}. For the two other cut-off combination
several local minima in theχ2-plot have been observed. We then adopted the value
the LECs corresponding to the global minimum. We have checked that these values
from the ones for different{Λ,Λ̃} by a continuous change of the cut-offs.

The situation in the(3S1–3D1)-channel is even more complex since one has to d
mine eight LECs. Our results for the LECs are shown in Tables 2–4. Due to the
dimension of the parameter space, we cannot definitely claim that the found values for th
LECs correspond to a true global minimum of theχ2.

Let us now comment on the naturalness of the determined LECs. In general, the
size for the LECs can be (roughly) estimated as follows:

C̃i ∼ 4π

F 2
π

, Ci ∼ 4π

F 2
πΛ2

LEC

, Di ∼ 4π

F 2
πΛ4

LEC

, (6.1)

whereΛLEC is the scale entering the values of the LECs and the factor 4π results from the

angular integration in the partial wave decomposition, see Appendix B for the details. The
S-wave LECs shown in Table 2 are of the natural size except the LECsD1

1S0
andD1

3S1
,
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Table 3
The LECsCi andDi in theP -waves andε1 at N3LO for the different cut-off combinations{Λ[MeV], Λ̃[MeV]}.
The values of theCi (Di ) are in 104 GeV−4 (104 GeV−6)

LEC {450,500} {600,600} {450,700} {600,700}
C1P1

0.1862 0.3374 0.2072 0.3444

D1P1
2.3257 1.9180 2.3968 1.9213

C3P0
1.1729 1.2034 1.1913 1.2031

D3P0
1.0892 1.2500 1.2190 1.4116

C3P1
−0.6334 −0.6602 −0.7576 −0.7193

D3P1
4.2369 3.8465 4.2099 3.8756

C3P2
−0.5542 −0.5812 −0.6217 −0.6114

D3P2
4.1956 4.2270 4.0340 4.1723

Cε1 −0.4516 −0.2726 −0.5045 −0.3352

Dε1 2.6303 1.7686 2.0296 1.5516

Table 4
TheD-wave LECsDi at N3LO for the different cut-off combinations{Λ[MeV], Λ̃[MeV]}. The values of theDi

are in 104 GeV−6

LEC {450,500} {600,600} {450,700} {600,700}
D1D2

−2.2450 −2.1874 −2.3398 −2.2203

D3D1
−1.3988 −1.7483 −1.2250 −1.6620

D3D2
−1.4180 −0.9023 −1.3578 −0.8580

D3D3
−2.0792 −1.5493 −1.7522 −1.4841

Dε2 0.2333 0.2901 0.2274 0.2892

which are somewhat large in magnitude. Indeed, estimating the scaleΛLEC asΛLEC ∼
500 MeV leads to|Di | ∼ 2.4 in the same units as used in Table 2. Still, the higher-o
contact interactions are suppressed compared to the lower-order operators at low m
For example, for the cut-off combination{450,500} andp = p′ = Mπ the contributions of
the contact operators at various orders are given by〈 1S0

∣∣V np
cont(p,p′)

∣∣ 1S0
〉∣∣

p=p′=Mπ

= [C̃np
1S0

+ C1S0

(
p2 + p′2)+ (D1

1S0
p2p′2 + D2

1S0

(
p4 + p′4))]

p=p′=Mπ

= [−0.091+ 0.057+ (−0.010+ 0.003)
]× 104 GeV−2. (6.2)

6.1.2. P -waves
Our results for thenp P -waves and the mixing angleε1 are shown in Fig. 4. All phas

shifts are visibly improved compared to the NLO and NNLO results. One has, how
to keep in mind that two independent parameters appear now in each of these ch
instead of one parameter at both NLO and NNLO. The results of the Nijmegen PW
reproduced in our N3LO analysis within the theoretical uncertainty in all phase shifts w

exception of1P1 at larger energies. In the case of the3P2 partial wave, the band is dom-
inated by variation of the SFR cut-off. In particular, lower values for this cut-off lead to
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Fig. 4.P -wavenp phase shifts and mixing angleε1 versus the nucleon laboratory energy. For notation see Fig. 3

a better agreement with the data at higher energies. AtElab = 250 MeV, the N3LO phase
shifts deviate from the data by an amount of up to∼ 8◦. The typical size of theP -wave
phase shifts at this energy is of the order∼ 25◦. The uncertainty in the calculated pha
shifts due to the cut-off variation agrees therefore fairly well with the estimation in
tion 6.1. We remind the reader that the theoretical bands at NLO and NNLO are expec

to have a similar width, since the effective potential at these orders contains the same set
of contact interactions (counter terms). As explained in detail in [21], the uncertainty re-
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Fig. 5.3P1-wavenp phase shift versus the nucleon laboratory energy. The solid and dashed lines corres
the LECsC3P1

andD3P1
from the first and second lines in Eq. (6.3), respectively. For remaining notation

Fig. 3.

sulting from the cut-off variation at NLO is smaller than the actual theoretical uncert
at this order.

The pertinentP -wave LECs are tabulated in Table 3 four these four pairs of cut-offs
in the previously discussed case of theS-waves, we found multiple solutions for the LEC
The physical solution can easily be determined due to the smaller number of para
(two unknown LECs in eachP -wave). To illustrate this point consider the3P1 partial wave
with the cut-offs{Λ,Λ̃} = {450,500}. We find two solutions for the LECsC3P1

andD3P1
fitting to the Nijmegenpp phase shifts:

C3P1
= −0.6334, D3P1

= 4.2359,

C3P1
= 5.9620, D3P1

= −20.6154, (6.3)

where we used the same units as in Table 3. Both sets of parameters lead to an accu
description of the data, which is shown in Fig. 5. The solution in the first line of Eq.
satisfies the naturalness assumption for the LECs and has been adopted in the
analysis. Notice further that the valueC3P1

= −0.6334× 104 GeV−2 is close to the NLO
and NNLO values for these LECs (for the same cut-off combination)C3P1

= −0.4932×
104 GeV−2 andC3P1

= −0.7234× 104 GeV−2, respectively. The results for other partial
waves are similar. All LECsCi in theP -waves are found to be of natural size and take
values which are close to the ones at NLO and NNLO. TheP -wave LECsDi are natural
as well.

Let us now comment on isospin-breaking. As already explained before, the LECs

isovector partial waves are fitted to thepp phase shifts. To calculate the correspondingnp
phase shifts, we switch off the electromagnetic interaction and adjust for the proper pion
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Table 5
Effects (in degrees) on the phase shiftsδi , i = {3P0, 3P1, 3P2, 1D2}, due to removal of the Coulomb interaction
(�γ

i
) and subsequently including the pion mass differences in the 1PE potential (�π

i
) at Elab = 10 MeV. The

shifts�
γ
i , �π

i and�i are defined as follows:�γ
i = (δ̄pp)i − (δpp)i , �π

i = (δnp)i − (δ̄pp)i , �i ≡ �
γ
i + �π

i =
(δnp)i − (δpp)i and(δ̄pp)i denotes thepp phase shifts calculated in the absence of the Coulomb interaction
Nijmegen PWA results are from [38]. The cut-offsΛ andΛ̃ are varied as specified in Eq. (5.1)

i Chiral N3LO Nijmegen PWA

�
γ
i �π

i �i �
γ
i �π

i �i

3P0 0.359–0.360 (−0.456)–(−0.454) (−0.096)–(−0.094) 0.371 −0.447 −0.076
3P1 (−0.187)–(−0.184) 0.191–0.192 0.005–0.008 −0.186 0.183 −0.003
3P2 0.092–0.093 (−0.031)–(−0.030) 0.061–0.062 0.092 −0.035 0.057
1D2 0.014–0.015 (−0.024)–(−0.024) (−0.010)–(−0.009) 0.014 −0.023 −0.009

Table 6
Effects on the phase shiftsδi , i = {3P0, 3P1, 3P2, 1D2}, due to removal of the Coulomb interactions (�

γ
i

) and
subsequently including the pion mass differences in the 1PE potential (�π

i
) atElab = 25 MeV. For notations se

Table 5

i Chiral N3LO Nijmegen PWA

�
γ
i �π

i �i �
γ
i �π

i �i

3P0 0.320–0.325 (−0.789)–(−0.784) (−0.465)–(−0.464) 0.342 −0.785 −0.443
3P1 (−0.222)–(−0.218) 0.293–0.293 0.071–0.075 −0.221 0.275 0.054
3P2 0.185–0.190 (−0.099)–(−0.093) 0.088–0.096 0.184 −0.115 0.069
1D2 0.029–0.031 (−0.048)–(−0.048) (−0.020)–(−0.017) 0.031 −0.046 −0.015

Table 7
Effects on the phase shiftsδi , i = {3P0, 3P1, 3P2, 1D2}, due to removal of the Coulomb interactions (�

γ
i

) and
subsequently including the pion mass differences in the 1PE potential (�π

i
) atElab = 50 MeV. For notations se

Table 5

i Chiral N3LO Nijmegen PWA

�
γ
i �π

i �i �
γ
i �π

i �i

3P0 0.091–0.109 (−0.879)–(−0.866) (−0.775)–(−0.770) 0.119 −0.896 −0.777
3P1 (−0.236)–(−0.227) 0.320–0.323 0.084–0.095 −0.233 0.297 0.064
3P2 0.251–0.260 (−0.175)–(−0.161) 0.078–0.098 0.253 −0.221 0.032
1D2 0.045–0.050 (−0.041)–(−0.041) 0.003–0.008 0.049 −0.034 0.015

mass in the 1PE potential. The differences between the correspondingpp andnp phase
shifts at three different energiesElab = 10, 25 and 50 MeV are shown in Tables 5, 6 and
respectively. In general, we see that the effects due to removal of the Coulomb inter
�

γ

i , agree very well with the ones of Nijmegen PWA. The uncertainty due to the cu
variation becomes larger at higher energies. The effects due to including the pion
difference,�π

i , show typically somewhat larger deviations from the Nijmegen PWA. T
is presumably to a large extent due to a different treatment of the 1PE force: while w

the potential in momentum space with high momenta being cut off, the Nijmegen group
performs calculations in coordinate space, and chooses to cut-off the long-range potential
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at 1.4 fm. Although both methods certainly lead to the same long-distance asympto
the 1PE potential, they differ significantly in the treatment of its shorter-range part
largest deviations from∼ 15% atElab = 10 MeV to∼ 20%–30% atElab = 50 MeV for
�π

i from the Nijmegen PWA are observed in the3P2 partial wave. It is comforting to
see that both isospin-violating effects (i.e., due to the Coulomb force and the pion
difference in 1PE) are in most cases of the same size, as it is also expected from pow
counting arguments, see Section 2.4 for more details. We also note that these two
have often opposite sign and tend to cancel. For example, one observes atElab = 10 MeV
[38]: �3P0

≡ �
γ
3P0

+ �π
3P0

= 0.371◦ − 0.447◦ = −0.076◦.

6.1.3. D- and higher partial waves
The results forD-, F - andG-waves are shown in Figs. 6, 7 and 8, respectively.

remind the reader that at N3LO there is one adjustable constantDi in each of theD-waves,
while F - and higher partial waves are parameter-free. As depicted in Fig. 6, the shape
the 3D3 partial wave is still not properly reproduced at N3LO, although it is greatly im-
proved compared to NLO and NNLO predictions. This phase shift is, however, rather
as compared to otherD-wave phase shifts, and thus one expects relatively small effe
this phase shift on theNN scattering observables. We also note that the absolute dev
from the data in this channel is not larger than in the otherD-waves. Most of theF - and
G-waves are at N3LO in agreement with the data. One observes that the theoretical ba
do not get thinner at N3LO, which might at first sight appear strange. This, howeve
naturally explained by the fact that there are no short-range contact terms in these
nels. Such terms start to contribute toF -waves at N5LO (Q6) and toG-waves at N7LO
(Q8). Consequently, one should expect the uncertainty due to the cut-off variation
of the same size for calculations up to these high orders in the chiral expansion. C
peripheral partial waves are strongly dominated by the 1PE potential, which represe
longest-range part of the strong nuclear force. Indeed, one observes that the phas
are mostly well reproduced already at NLO, while NNLO and N3LO corrections only pro-
duce minor changes. Notice further that due to the smallness of the phase shifts, th
approximation works very well in high partial waves and the phase shifts are esse
given by the diagonal (in momentum space) matrix elements of the two-nucleon potentia
It is then clear that the bands arise almost completely due to multiplying the potent
the regulator function. The only exception from this rule is given by the1D2 partial wave,
where the SFR cut-off has a larger impact on the phase shift at higher energy th
cut-off in the Lippmann–Schwinger equation. In particular, the lower values of this cu
lead to larger values of the phase shift.

The determined LECsDi are tabulated in Table 4. All of them are of natural size.

6.2. S-wave effective range expansion

We now regard theS-wave effective range parameters and begin with thenp system. In
that case one can make use of the usual effective range expansion for finite-range
tials, Eq. (D.1). The reason is that the long-range magnetic moment interaction do

contribute to states withl = 0. Notice, however, that one should not use the standard effec-
tive range expansion for the3D1 partial wave and mixing angleε1, which are modified in
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Fig. 6.D-wavenp phase shifts and mixing angleε2 versus the nucleon laboratory energy. For notation see Fig. 3

the presence of the long-range (∼ 1/r3) magnetic moment interaction. Our results for
3S1 and1S0 scattering length, effective range and shape coefficientsv2,3,4 are summarized
in Tables 8 and 9. The results for the1S0 scattering length and effective range are impro
compared to the NLO and NNLO predictions of [21]. The N3LO result for the scattering
length fills a small gap between the NNLO prediction and the value of the Nijmegen P
The uncertainty due to the cut-off variation for all effective range parameters turns

be smaller at N3LO compared to NNLO, as it should. We observe a minor discrepancy
for the shape coefficientv2, which might however simply reflect the lack of numerical ac-
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Fig. 7.F -wavenp phase shifts and mixing angleε3 versus the nucleon laboratory energy. For notation see Fig. 3

curacy, with which this quantity is calculated. The description of the3S1 effective range
parameters is similar to the one in the1S0 channel.

Next, we consider thepp system. This case is much more complex since one has t
count for electromagnetic interaction. Ideally, one should use the phase shiftsδEM

EM+N and
the expression for the effective range function given in [50] to obtain the effective r
expansion for the nuclear force in presence of the long-range electromagnetic interactio

which in the1S0 channel are given by the improved Coulomb and vacuum polarization
potentials in Eqs. (2.53) and (2.56). In the present analysis we have used a simplified de-
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Fig. 8.G-wavenp phase shifts and mixing angleε4 versus the nucleon laboratory energy. For notation see Fig. 3

scription for thepp phase shift as explained in Section 5. We do not calculate explicitl
phase shiftsδEM

EM+N but rather the onesδC1
C1+N of nuclear plus modified Coulomb potent

with respect to Coulomb wave functions, adjusting for the difference as explained in
tion 5. We have therefore made use of Eq. (D.5) to calculate thepp scattering length an
effective range. We obtain the following values:
app = (−7.795)–(−7.812) fm, rpp = 2.73–2.76 fm, (6.4)
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Table 8
Scattering length and range parameters for the1S0 partial wave using the NLO and NNLO potential [21] com
pared to the N3LO results and to the Nijmegen phase shift analysis (PWA). The valuesv2,3,4 are based on thenp
Nijm II potential and the values of the scatteringlength and the effective range are from Ref. [101]

NLO NNLO N3LO Nijmegen PWA

a [fm] (−23.447)–(−23.522) (−23.497)–(−23.689) (−23.585)–(−23.736) −23.739
r [fm] 2.60–2.62 2.62–2.67 2.64–2.68 2.68
v2 [fm3] (−0.46)–(−0.47) (−0.48)–(−0.52) (−0.49)–(−0.51) −0.48
v3 [fm5] 4.3–4.4 4.0)–4.2 4.0–4.1 4.0
v4 [fm7] (−20.7)–(−21.0) (−19.9)–(−20.5) (−19.8)–(−20.2) −20.0

Table 9
Scattering length and range parameters for the3S1 partial wave using the CR NLO and NNLO potential [2
compared to the N3LO results and to the Nijmegen PWA [93]

NLO NNLO N3LO Nijmegen PWA

a [fm] 5.429–5.433 5.424–5.427 5.414–5.420 5.420
r [fm] 1.710–1.722 1.727–1.735 1.743–1.746 1.753
v2 [fm3] 0.06–0.07 0.04–0.05 0.04–0.05 0.04
v3 [fm5] 0.77–0.81 0.71–0.76 0.69–0.70 0.67
v4 [fm7] (−4.3)–(−4.4) (−4.1)–(−4.2) (−4.0)–(−4.1) −4.0

where the uncertainty is due to the cut-off variation. These values agree nicely wi
experimental ones [82]:

a
exp
pp = −7.8149± 0.0029 fm, r

exp
pp = 2.769± 0.014 fm. (6.5)

One should, however, keep in mind that we made an approximation and neglect
effects due to the long-range part of the vacuum polarization potential and the interac
the second line of Eq. (2.53). As found in [50] neglecting these electromagnetic intera
affects the values ofapp andrpp by an amount smaller than 0.01 fm, which is within the
theoretical uncertainty of the present analysis.

Finally, we consider thenn system. Since no long-range electromagnetic interact
contribute to the1S0 partial wave, one can use the effective range expansion (D.1). S
we have used the “standard value” for thenn scattering lengthann

astd
nn = −18.9± 0.4 fm (6.6)

as an input to fix the LEC of the leading isospin-violating short-range interaction, w
only make predictions for the effective rangernn:

rnn = 2.76–2.80 fm. (6.7)

This agrees with the experimental number [86]

r
exp
nn = 2.75± 0.11 fm. (6.8)

Notice that there is still some controversy about the experimental value of thenn scattering
exp
length extracted using different reactions. For example, the valueann = −18.50±0.53 fm

has been reported from studying the2H(π−, nγ )n process [74], while measurements of the
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neutron deuteron breakup reaction lead on one hand toa
exp
nn = −18.7± 0.6 fm [87] and on

the other hand to different values,a
exp
nn = −16.1± 0.4 fm anda

exp
nn = −16.3± 0.4 fm [88].

Last but not least, we would like to point out that the relation between the valu
the effective range parameters, which would result if there would be no electroma
interaction, and the observed ones is highly nontrivial. Neglecting electromagnetic nu
mass shifts, we can, for example, switch off the Coulomb interaction in thepp system and
recalculate the effective range coefficients using Eq. (D.1). This leads to

ãpp = (−16.00)–(−16.63) fm, rpp = 2.81–2.86 fm. (6.9)

Although the value for̃app is fairly close to the one for thenn andnp scattering lengths
as one would expect from the approximate isospin invariance of the strong interac
should be understood that effects due to electromagnetic interaction are not com
removed from these quantities. To clarify this point let us take a look at the leadingnn, np
andpp short-range interactions:

C̃nn
1S0

= (C̃nn
1S0

)
str + βnn

e2

(4π)2
,

C̃
np
1S0

= (C̃np
1S0

)
str + βnp

e2

(4π)2 ,

C̃
pp
1S0

= (C̃pp
1S0

)
str + βpp

e2

(4π)2 . (6.10)

Here the LECs(C̃i
1S0

)str are entirely due to the strong interaction. If only linear terms in
quark mass difference are included, see Eq.(2.35), these LECs are related with each ot
as(C̃

pp
1S0

)str + (C̃nn
1S0

)str = 2(C̃
np
1S0

)str and the difference(C̃pp
1S0

)str − (C̃nn
1S0

)str is proportional

to εM2
π . The terms∝ βi in Eq. (6.10) are due to the short-range electromagnetic inte

tions, see Eq. (2.37).13 Since we do not know the values of the LECsβi in Eq. (6.10) and
it is not possible to disentangle them from̃Ci

1S0
in the two-nucleon system, we cannot e

tract the values for NN observables due to the strong interaction out of the experime
measured quantities. Notice that the LECsβi might (at least in principle) be determine
from processes with external pions. Notice further that thepp scattering length with the
long-range Coulomb interaction being switched off is even not a well-defined quan
an effective field theory approach since it is sensitive to details of the strong interac
short distances. Indeed, the extracted scattering lengthãpp in Eq. (6.9) shows a significan
cut-off dependence. Clearly, the scattering length due to pure strong interaction is pe
well defined and the cut-off dependence is (largely) absorbed by the appropriate “ru
of βpp. For related discussion on the proton–proton scattering length in context of eff
field theory see [89,90]. Furthermore, a useful approximation for the quantityãpp based

13 The fact that we have three independent LECsβnn, βnp andβpp and only two terms in Eq. (2.37) migh
appear confusing. In fact, we have only shown explicitly electromagnetic isospin-breaking and omitted isos
conserving terms in Eq. (2.37). One of the two electromagnetic isospin conserving contact interactions contrib

to 1S0 and one to3S1 NN scattering. Therefore, three and not two independent electromagnetic terms contribute
to 1S0 NN scattering.



s
].

ngth is

an be
9–12

re-

idered,
Ni-
at
ergies
n

s

410 E. Epelbaum et al. / Nuclear Physics A 747 (2005) 362–424

Fig. 9.np differential cross section and vector analyzing power atElab = 25 MeV. The Nijmegen PWA result i
taken from [107]. Data for the cross section are taken from [108] and for the analyzing power from [109,110
The cut-offsΛ andΛ̃ are varied as specified in Eq. (5.1).

on the short-range nature of the strong interaction and the fact that the scattering le
large can be found in [91].

6.3. Two-nucleon scattering observables

Once theNN phase shifts are calculated, all two-nucleon scattering observables c
obtained in a straightforward way using, e.g., the formulae collected in [52]. In Figs.
we show thenp differential cross section and vector analyzing power atElab =25, 50, 96
and 143 MeV at NNLO and N3LO in comparison with the data and the Nijmegen PWA
sults. In this calculation, we have included allnp partial waves up toj � 8 and did not take
into account the magnetic moment interaction. At the lowest energy we have cons
Elab = 25 MeV, both NNLO and N3LO results are consistent with the ones of the
jmegen PWA. The small disagreement with the Nijmegen PWA in the analyzing power
forward direction is due to the neglected magnetic moment interaction. At higher en
the NNLO predictions become less precise. At N3LO the uncertainty in the cross-sectio
due to the cut-off variation at the largest energy we have calculated,Elab = 143 MeV, is
less than 10%. It is comforting to see that NNLO and N3LO results overlap in most case

and are both in agreement with the Nijmegen PWA. We further notice that the small but
visible deviations of our N3LO result for the differential cross section from the Nijmegen



re

due to
tial
it has
oss

uteron
LECs
prop-

eron
sed on

l
.

E. Epelbaum et al. / Nuclear Physics A 747 (2005) 362–424 411

Fig. 10.np differential cross section and vector analyzing power atElab = 50 MeV. Data for the cross section a
taken from [108,111] and for the analyzing power from [110,112–115]. For remaining notations see Fig. 9.

PWA curve at forward and backward angles and higher energies is most probably
the lack of partial waves withj > 8 in our calculations. The convergence of the par
wave expansion is well known to be slow in these particular cases. For example,
been found in [92] that a sum up toj = 16 is needed to obtain convergence for the cr
section atElab = 300 MeV within 1%.

6.4. Deuteron properties

We now turn to the bound state properties. We stress that we do not use the de
binding energy as a fit parameter as it is frequently done but rather adopt the same
as obtained in the fit to the low phases. In Table 10 we collect the resulting deuteron
erties in comparison to the NLO and NNLO results from [21]. All results for the deut
properties in this table have been calculated using the formulae given in section 4 ba
the relativistic wave functionΨ d(p). First, we note a clear improvement at N3LO in the
chiral expansion. The predicted binding energy at N3LO is within 0.4% of the experimenta
value. This has to be compared with 1%–1.5% (∼2%–2.5%) deviation at NNLO (NLO)
Also visibly improved is the asymptoticS-wave normalization strengthAS , which now

deviates from the experimental (central) value by 0.3% as compared to∼1.1% (∼1.9%) at
NNLO (NLO). Our predictions for the asymptoticD/S-ratio have a tendency to slightly
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Fig. 11.np differential cross section and vector analyzing power atElab = 96 MeV. Data for the cross sectio
are taken from [116,118,119]. Data for the analyzing power are atElab = 95 MeV and taken from [117]. Fo
remaining notations see Fig. 9.

Table 10
Deuteron properties derived from the chiral potential at N3LO compared to the NLO and NNLO results from [2

and the data. Here,Ed is the binding energy,Qd the quadrupole moment,ηd the asymptoticD/S ratio,
√

〈r2〉dm
the root-mean-square matter radius,AS the strength of the asymptoticS-wave normalization andPd theD-state
probability. The data forEd are from [102], forQd from [103,104], forηd from [105] and forAS from [104]. For
the rms-radius we actually show the experimental value for the deuteron “point-nucleon” rms-radius from [64].
In the N3LO calculation, the cut-offs are varied as specified in Eq. (5.1)

NLO NNLO N3LO Exp

Ed [MeV] (−2.171)–(−2.186) (−2.189)–(−2.202) (−2.216)–(−2.223) −2.224575(9)

Qd [fm2] 0.273–0.275 0.271–0.275 0.264–0.268 0.2859(3)

ηd 0.0256–0.0257 0.0255–0.0256 0.0254–0.0255 0.0256(4)√
〈r2〉dm [fm] 1.973–1.974 1.970–1.972 1.973–1.985 1.9753(11)

AS [fm−1/2] 0.868–0.873 0.874–0.879 0.882–0.883 0.8846(9)

Pd [%] 3.46–4.29 3.53–4.93 2.73–3.63 –

reduce its value when going from NLO to NNLO to N3LO. The results at all orders are

agreement with the data within the experimental uncertainty. Further, our N3LO result for
ηd agrees well with the one of the Nijmegen PWA [93],ηd = 0.0253(2). We do not ob-
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Fig. 12.np differential cross section and vector analyzing power atElab = 143 MeV. Data for the cross sectio
are atElab = 142.8 MeV and taken from [120] and for the analyzing power from [121]. For remaining nota
see Fig. 9.

serve any improvement for the quadrupole momentumQd at N3LO, which shows an eve
larger deviation from the data compared to NNLO (6%–8% versus 4%–5%). We, how
remind the reader that the present calculation ofQd is based on formulae of Section 4. It
incomplete and does, in particular, not take into account the contribution of the two-nu
current. Notice that apart from the pion-exchange two-nucleon currents, there are con
butions from two-nucleon contact current, where the corresponding LEC cannot be
from nucleon–nucleon scattering. Such current results from the operator in the ef
Lagrangian with four nucleon fields, one photon field and two derivatives. It appear
ural to fix the value of the accompanying LECfrom the requirement to reproduce the va
of the deuteron quadrupole moment. For the calculations of the various deuteron p
ties including the quadrupole moment as well as other two-nucleon observables in p
EFT the reader might consult Refs. [94,95]. Notice that the situation with the quadr
moment is analogous to the one described in [96] for the deuteron magnetic moment.
that case the corresponding short-range two-nucleon current results from the opera
just one derivative and thus appears even at a lower order. The situation with the de
rms-radius is similar to the one with the quadrupole moment: we observe a larger de

from the data at N3LO as compared to the NLO and NNLO results. Notice however that the
deviations at N3LO from the experimental number are still of the order of 0.5% or less. The
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above comment on the missing contributions in the quadrupole moment calculation a
to the deuteron rms-radius as well. At N3LO one should account for the contribution d
to the short-range two-nucleon current, which results from the contact operator with fo
nucleon fields, one photon field and two derivatives, see [94] for more details. It
markable that the cut-off dependence of

√〈r2〉d
m at N3LO is significantly larger compare

to NLO and NNLO. This implicitly confirmsour previous statement about the neces
to incorporate the short-range current at thisorder. The cut-off dependence of the cor
sponding LEC will compensate the cut-off dependence of

√〈r2〉d
m making the deutero

“point-nucleon” radius cut-off independent up to higher-order corrections. The comp
N3LO calculation of the quadrupole moment and the “point-nucleon” electric charg
dius of the deuteron will be presented in a separate publication. As a numerical che
have recalculated all deuteron properties using the nonrelativistic wave functionφd(p) in
Eq. (4.3). As expected from the discussion in Section 4, we reproduce the valuesEd
andηd. The asymptoticS-wave normalizationAS changes byÃS −AS = 0.00039 fm−1/2.
This has to be compared with the valueÃS − AS = 0.000392 fm−1/2 from Eq. (4.21). The
quadrupole moment and the rms-radius change by 0.4% and 0.1%, respectively. F
we show the deuteron wave function in coordinate space in Fig. 13 for a particular c
choice, together with results obtained at NLO and NNLO. One observes a stronge
pression of theS-wave component at short distances compared to NLO and NNLO, as
Fig. 13. Coordinate space representation of theS- (upper panel) andD-wave (lower panel) deuteron wave func-
tions at NLO, NNLO and N3LO for the cut-offs:Λ = 550 MeV,Λ̃ = 600 MeV.
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as the lower probability for the deuteron to be in theD-state. The latter observation fo
lows also from the smaller value ofPd quoted in Table 10. The shape of the wave funct
changes for different cut-off choices. We remind the reader that the deuteron wave funct
is not observable (except at very large distances).

7. Summary

In this paper, we have considered the interactions between two nucleons at N3LO in
chiral effective field theory. The pertinent results of this study can be summarized as
lows:

(i) The two-nucleon potential at N3LO consists of one-, two- and three-pion exchan
and a set of contact interactions with zero, two and four derivatives, respectively, accordi
to the chiral power counting, see also Table 1. We have applied spectral function re
ization to the multi-pion exchange contributions. This allows for a better separation
low and high momentum components in the pion loop diagrams than dimensional
larization. Within this framework, we have shown that three-pion exchange can saf
neglected. The corresponding cut-off is varied from 500 to 700 MeV. The LECs rela
the dimension two and threēNNππ vertices are taken consistently from studies of pio
nucleon scattering in chiral perturbation theory, [23,73]. In the isospin limit, there a
LECs related to four-nucleon interactions which feed into theS-, P - andD-waves and
various mixing parameters, cf. Eq. (2.5).

(ii) We have reviewed the various isospin breaking mechanisms and proposed a
ordering scheme, based on one small parameter that collects strong as well as ele
tromagnetic isospin violation, cf. Eq. (2.32) accompanied by a particular counting ru
for photon loops, see Eq. (2.33). This differs from the scheme proposed and app
Ref. [7]. In the actual calculations, we have included the leading charge-indepen
and charge-symmetry breaking four-nucleon operators, the pion mass difference
1PE, the kinematical effects due to the nucleon mass difference and the same electrom
netic corrections as done by the Nijmegen group (the static Coulomb potential and v
corrections to it, magnetic moment interactions and vacuum polarization). This is do
because we fit to the Nijmegen partial waves. In the future, it would be important to als
include isospin violation in the 2PE,πγ -exchange and the isospin breaking correction
the pion–nucleon scattering amplitude (which have been consistently determined in [44

(iii) We have discussed in some detail the form of the scattering equation that is
to iterate the potential and similar for the bound state. We use the Lippmann–Sch
equation with the relativistic form of the kinetic energy. Such an approach can eas
extended to external probes or few-nucleon systems. We have also discussed the re
to a nonrelativistic form which be might of easier use in some applications. The LS
tion is regulated in the standard way, cf. Eq. (2.28), with the cut-off varied from 45
600 MeV.

(iv) The total of 26 four-nucleon LECs has been determined by a combined fit to

np andpp phase shifts from the Nijmegen analysis together with thenn scattering length
valueann = −18.9 fm, as detailed in Section 5. The resulting LECs are of natural size
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exceptD1
1S0

andD1
3S1

. Comparing to the fits at NLO and NNLO, we had to extend the
range to higher energies for the reasons discussed in Section 5.

(v) The description of the low phase shifts(S,P,D) is excellent, see Figs. 3–6. In a
cases, the N3LO result is better than the NNLO one with a sizeably reduced theore
uncertainty. This holds in particular for the problematic3P0 wave which was not well re
produced at NNLO. The peripheral waves(F,G,H, . . .), that are free of parameters, a
also well described with the expected theoretical uncertainty related to the cut-off
tions, see Figs. 7, 8. We stress that the description of the phases in general improve
going from LO to NLO to NNLO to N3LO, as it is expected in a converging EFT.

(vi) The resultingS-wave scattering lengths and range parameters in thenp (cf. Ta-
bles 8 and 9) andpp systems (cf. Eq. (6.4)) are in good agreement with the ones obt
in the Nijmegen PWA. In addition, we can give theoretical uncertainties for all these
tities, which are mostly in the one percent range.

(vii) The scattering observables (differential cross sections, analyzing powers) f
np system displayed in Figs. 9–12 are well described, with a small theoretical unce
at the order considered here.

(viii) The deuteron properties are further predictions. In particular, we have no
cluded the binding energy in the fits, the deviation from the experimental value is
range from 0.4 to 0.07%. The asymptoticS-wave normalization and the asymptoticD/S

are also well described. The remaining discrepancies in the quadrupole moment a
rms matter radius are related to the short-ranged two-nucleon current not considered he

In the future, these studies should be extended in various directions. In particula
should construct the electroweak current operators to the same accuracy and work ou
corresponding three-nucleon force, which is of special interest since it does not c
any novel LECs. Furthermore, a more systematic study of isospin violation in the two
three-nucleon systems based on the formalism developed here should be pursue
along these lines is under way.
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Appendix A. Kinematics
Consider two nucleons moving with momenta�p1 and �p2. We use the relativistic kine-
matics for relating the energyElab of two nucleons in the laboratory system to the square
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of the nucleon momentum�p in the center-of-mass system, which is defined by the c
dition �p1 + �p2 = 0.14 The relation betweenElab and �p2 reads (here and in what follow
p ≡ | �p|):

• Proton–proton case:

p2 = 1

2
mpElab. (A.1)

• Neutron–neutron case:

p2 = 1

2
mnElab. (A.2)

• Neutron–proton case:

p2 = m2
pElab(Elab + 2mn)

(mn + mp)2 + 2Elabmp

. (A.3)

The relativistic Schrödinger equation for two protons or two neutrons in the c.m. sy
reads[(

2
√

p2 + m − 2m
)+ V

]
Ψ = EΨ, (A.4)

wherem is the proton or neutron mass. For the neutron–proton system it takes the fo

[(√
p2 + m2

n +
√

p2 + m2
p − mn − mp

)+ V
]
Ψ = EΨ. (A.5)

The free HamiltonianH0 can be expressed in terms of the massm defined as

m = 2mpmn

mp + mn

, (A.6)

in the following way

H0 =
√

p2 + m2
n +
√

p2 + m2
p − mn − mp � 2

√
p2 + m2 − 2m, (A.7)

modulo terms which are proportional to(mp − mn)
2. Taking into account such terms go

beyond the accuracy of the present analysis. We will therefore use the approximate expr
sion (A.7) in this work, which leads to the Schrödinger equation of the type (A.4).

Appendix B. Partial wave decomposition of the NN potential

In this appendix we describe the partial wave decomposition of the two-nucleon p
tial. For that we first rewrite the potentialV in the form
14 It would be more appropriate to call such a system center-of-momenta or rest-frame and not center-of-mass
as usually done in the literature.
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V = VC + Vσ �σ1 · �σ2 + VSLi
1

2
(�σ1 + �σ2) · (�k × �q) + VσL�σ1 · (�q × �k)�σ2 · (�q × �k)

+ Vσq(�σ1 · �q)(�σ2 · �q) + Vσk(�σ1 · �k)(�σ2 · �k), (B.1)

with six functionsVC(p,p′, z), . . . , Vσk(p,p′, z) depending onp ≡ | �p|, p′ ≡ | �p′| and the
cosine of the angle between the two momenta is calledz. These functions may depend
the isospin matricesτ as well. To perform the partial wave decomposition ofV , i.e., to
express it in the standardlsj representation, we have followed the steps of Ref. [97]
particular, we start from the helicity state representation|p̂λ1λ2〉, wherep̂ = �p/p andλ1
andλ2 are the helicity quantum numbers corresponding to nucleons 1 and 2, respe
We then expressed the potential in the|jmλ1λ2〉 representation using the transformat
matrix〈p̂λ1λ2|jmλ1λ2〉, given in Ref. [97]. The final step is to switch to the|lsj 〉 represen-
tation. The corresponding transformation matrix〈lsjm|jmλ1λ2〉 is given in Refs. [97,98]

Forj > 0, we obtain the following expressions for the nonvanishing matrix elemen
the |lsj 〉 representation:

〈j0j |V |j0j 〉

= 2π

1∫
−1

dz
{
VC − 3Vσ + p′2p2(z2 − 1

)
VσL − q2Vσq − k2Vσk

}
Pj (z),

〈j1j |V |j1j 〉

= 2π

1∫
−1

dz

{[
VC + Vσ + 2p′pzVSL − p′2p2(1+ 3z2)VσL

+ 4k2Vσq + 1

4
q2Vσk

]

× Pj (z) +
[
−p′pVSL + 2p′2p2zVσL − 2p′p

(
Vσq − 1

4
Vσk

)]

× (Pj−1(z) + Pj+1(z)
)}

,

〈j ± 1,1j |V |j ± 1,1j 〉

= 2π

1∫
−1

dz

{
p′p
[
−VSL ± 2

2j + 1

(
−p′pzVσL + Vσq − 1

4
Vσk

)]

× Pj (z) +
[
VC + Vσ + p′pzVSL + p′2p2(1− z2)VσL

± 1

2j + 1

(
2p′2p2VσL − (p′2 + p2)(Vσq + 1

4
Vσk

))]
Pj±1(z)

}
,

〈j ± 1,1j |V |j ∓ 1,1j 〉
√

j (j + 1)
1∫ {
=
2j + 1

2π

−1

dz −p′p(4Vσq − Vσk)Pj (z),
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+
[
∓2p′2p2

2j + 1
VσL + p′2

(
2Vσq + 1

2
Vσk

)]
Pj∓1(z)

+
[
±2p′2p2

2j + 1
VσL + p2

(
2Vσq + 1

2
Vσk

)]
Pj±1(z)

}
. (B.2)

Here,Pj (z) are the conventional Legendre polynomials. Forj = 0 the two nonvanishing
matrix elements are

〈000|V |000〉 = 2π

1∫
−1

dz
{
VC − 3Vσ + p′2p2(z2 − 1

)
VσL − q2Vσq − k2Vσk

}
,

〈110|V |110〉 = 2π

1∫
−1

dz

{
zVC + zVσ + p′p

(
z2 − 1

)
VSL + p′2p2z

(
1− z2)VσL

− ((p′2 + p2)z − 2p′p
)
Vσq − 1

4

((
p′2 + p2)z + 2p′p

)
Vσk

}
.

(B.3)

Note that sometimes another notation is used in which an additional overall minu
enters the expressions for the off-diagonal matrix elements withl = j + 1, l′ = j − 1 and
l = j − 1, l′ = j + 1.

Appendix C. Momentum space treatment of the Coulomb interaction

In this appendix we would like to explain our way of treating the nucleon–nucleon
tering problem in the presence of the Coulomb interaction in momentum space (foll
closely Ref. [7]). The starting point is the nonrelativistic Schrödinger equation of the
(3.7) or (3.12), where the potential consistsof two pieces: the short-range one given by
strong interaction and the long-range one given by the Coulomb force.

As the Coulomb potential is of infinite range, theS-matrix has to be formulated i
terms of asymptotic Coulomb states. Therefore, the phase shifts for a given angul
mentuml due to the strong potential in the presence of the long-range electroma
interactions, denoted byδl

l , are defined in terms of a linear combination of (ir)regu
Coulomb-functionsF(G) as

χl
l (r) = Fl(r) + tan

(
δl
l

)
Gl(r) (C.1)

analogously to the expression for an arbitrary potential of short range (i.e., in the ab
of the Coulomb force)

χs
l (r) = F 0

l (r) + tan
(
δs
l

)
G0

l (r) (C.2)

with F 0, G0 denoting solutions of the Coulomb problem with zero charge (conventio
expressed in terms of Bessel and Neumann functions) and the corresponding phase

calledδs

l . So far, we have restricted ourselves to uncoupled channels. We will consider the
coupled case later on.
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As Eq. (C.1) exhibits asymptotical Coulomb-states, we have to re-express our
mann–Schwinger equation in terms of them. A very convenient scheme for inclusion
Coulomb force in momentum space was suggested long time ago by Vincent and
[99] and is used in the present analysis. In what follows we will briefly describe thi
proach.

The starting point of this technique is the observation, that for a potential of the fo

V = VC + VS (C.3)

with

VSψl = 0 (r � R), (C.4)

andψl the two-nucleon wave-function for a given angular momentum, two exact solu
for the wave-function can be given for every point on a sphere with radiusR + ε. One is
of the form as in Eq. (C.1), and another one according to Eq. (C.2) with the phase
calculated for the following potential as in Eq. (C.3), with VC, however, being the Fourie
transformed Coulomb-potential integrated to the radiusR,

VC
(|�q ′ − �q|)=

R∫
0

d3r ei(�q ′−�q)·�r α

r
= 4πα

|�q ′ − �q|2
(
1− cos

(|�q ′ − �q|R)). (C.5)

Here,�q, �q ′ are the cms momenta andα is the fine-structure constant. On the above-defi
sphere, both wave functions describe the same system. Now we know how to ob
expression for the strong phase shiftδl

l in the presence of the Coulomb interaction in ter
of the short-range shiftδs

l in the absence of electromagnetism: we only have to matc
two solutions. This is most conveniently done by requiring the logarithmic derivativ
both solutions to be equal, what enables us to express the strong shift in the presenc
Coulomb force in a Wronskian form

tan(δl
l ) = tan(δs

l )[F,G0] + [F,F0]
[F0,G] + tan(δs

l )[G0,G] (C.6)

with

[F,G] =
(

G
dF

dr
− F

dG

dr

)
r=R

. (C.7)

Let us now extend the previous consideration to the coupled case. For that we r
Eq. (C.1) by the matrix equation

χl(r) = F(r) − mqKlG(r), (C.8)

whereKl is theK-matrix for the strong potential in the presence of the Coulomb inte
tion, χl(r) is the 2× 2 matrix which contains the wave functions

χl(r) =
(

χl
j−1,j−1(r) χl

j−1,j+1(r)

χl
j+1,j−1(r) χl

j+1,j+1(r)

)
, (C.9)

andF(r) andG(r) are the 2× 2 matrices which contain the Coulomb wave functions( ) ( )

F(r) = Fj−1(r) 0

0 Fj+1(r)
, G(r) = Gj−1(r) 0

0 Gj+1(r)
. (C.10)
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All subscripts in the above equations refer to the values of the angular momentuml. Anal-
ogously, Eq. (C.2) has to be replaced by

χs(r) = F 0(r) − mqKsG0(r), (C.11)

whereKs is theK-matrix for the strong potential only.
Matching now the wave functionχl(r) with χs(r), calculated from the potentialV de-

fined in Eqs. (C.3) and (C.5), at some radiusR by equating the corresponding logarithm
derivatives as described above one obtains for theK-matrixKl :

Kl = 1

mq

[
F
(
F0 − mqKsG0

)−1(
F ′

0 − mqKsG′
0

)− F ′]
× [G(F0 − mqKsG0

)−1(
F ′

0 − mqKsG′
0

)− G′]−1
. (C.12)

The only remaining difficulty is the determination of the matching radiusR, because the
given solution is wrong as long as (C.4) is not valid. On the other hand, it is not po
to extendR to arbitrarily large values, because the cosine in Eq. (C.5) will cause ra
oscillations.R ∼ 10 fm turns out to be a good choice, see [7]. We use the valueR = 12 fm
in the present analysis.

Appendix D. Effective range expansion

In this appendix we collect the formulae for theS-wave effective range expansion.
the simplest case of the scattering with the finite-range potential, the quantityk cot(δ0),
whereδ0 is theS-wave phase shift andk is the c.m.s. momentum, is well known to ha
the low-momentum (or effective range) expansion:

k cot(δ0) = −1

a
+ 1

2
rk2 + v2k

4 + v3k
6 + v4k

8 +O
(
k10). (D.1)

Herea is the scattering length,r the effective range andv2,3,4 the shape parameters.
In the presence of the long-range potential the effective range expansion has to b

ified. In that case one usually defines an effective range function instead of the qu
k cot(δ0), in which the left-hand singularities due to the long-range interaction ar
moved, see Ref. [50] for more details. In the case of the modified Coulomb potential
in Eq. (2.53), the effective range functionFC takes the form [50]

FC = C2
0(η′)k cot

(
δC

0

)+ 2kη′h(η′), (D.2)

where the quantityη′ is given by

η′ = mp

2k
α′, (D.3)

and the functionsC2
0(η′) (the Sommerfeld factor) andh(η′) read

C2
0(η′) = 2πη′

e2πη′ − 1
and h(η′) = Re

[
Ψ (1+ iη′)

]− ln(η′). (D.4)
Here,Ψ denotes the digamma function. Notice that the phase shiftδC
0 is theS-wave phase

shift of the finite-range plus Coulomb potential with respect to Coulomb wave functions.
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In the notation of Section 5,δC
0 should be written asδC1

C1+N. The effective range expansio
for the functionFC is

FC = − 1

aC
+ 1

2
rCk2 + vC

2 k4 + vC
3 k6 + vC

4 k8 +O
(
k10). (D.5)

In a general case of an arbitrary long-range interaction, the effective range functio
may be obtained, e.g., along the lines of Ref. [100] provided that the long-range po
is weak enough to be treated perturbatively. For more discussion on the effective
expansion in presence of electromagnetic interaction the reader is referred to [50].
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