Improving dynamical lattice QCD simulations through integrator tuning using Poisson brackets and a force-gradient integrator
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We show how the integrators used for the molecular dynamics step of the Hybrid Monte Carlo algorithm can be further improved. These integrators not only approximately conserve some Hamiltonian $H$ but conserve exactly a nearby shadow Hamiltonian $\tilde{H}$. This property allows for a new tuning method of the molecular dynamics integrator and also allows for a new class of integrators (force-gradient integrators) which is expected to reduce significantly the computational cost of future large-scale gauge field ensemble generation.

INTRODUCTION AND MOTIVATION

Hybrid Monte Carlo (HMC) [1] is the algorithm of choice to generate lattice QCD configurations including the effect of dynamical fermions. The most time consuming ingredient of HMC is the molecular dynamics (MD) step, which consists of a reversible volume-preserving approximate MD trajectory of $\tau/\delta\tau$ steps (with $\tau$ being the length of the trajectory and $\delta\tau$ the stepsize) followed by a Metropolis accept/reject test with acceptance probability $\min(1, e^{-\delta H})$ where $\delta H$ is the change in the Hamiltonian $H = T + S$ whose kinetic and potential parts are $T$ and $S$.

A molecular dynamics trajectory is not only an approximate integral curve of the Hamiltonian vector field $\hat{H}$ corresponding to $H$, but is also an exact integral curve of the Hamiltonian vector field $\hat{\tilde{H}}$ of an exactly conserved shadow Hamiltonian $\tilde{H}$. The asymptotic expansion of this shadow Hamiltonian in the stepsize $\delta\tau$ may be computed using the Baker–Campbell–Hausdorff (BCH) formula and expressed in terms of Poisson brackets (PBs) [2, 3]. As a simple example consider the PQPQP (also known as 2MN [4]) integrator

$$U_{PQPQP}(\tau) = \left( e^{\lambda\delta\tau} e^{\frac{1}{2}\delta\tau} e^{(1-2\lambda)\delta\tau} e^{\frac{1}{2}\delta\tau} e^{\lambda\delta\tau} \right)^{\tau/\delta\tau}$$

whose shadow Hamiltonian is

$$\tilde{H}_{PQPQP} = H + \left( \frac{6\lambda^2 - 6\lambda + 1}{12} \{S, \{S, T\}\} + \frac{1 - 6\lambda}{24} \{T, \{S, T\}\} \right) \delta\tau^2$$

$$+ \left( \frac{-1 + 30\lambda^2 - 60\lambda^3 + 30\lambda^4}{720} \{S, \{S, \{S, T\}\}\} \right) + \frac{-4 + 15\lambda + 15\lambda^2 - 30\lambda^3}{720} \{T, \{S, \{S, T\}\}\}$$

$$+ \frac{-7 + 30\lambda}{1440} \{T, \{S, \{S, T\}\}\} + \frac{-7 + 30\lambda}{5760} \{T, \{T, \{S, T\}\}\}$$

$$+ \left( \frac{-2 + 15\lambda - 35\lambda^2 + 30\lambda^3}{240} \{\{S, T\}, \{S, \{S, T\}\}\} \right)$$

$$+ \frac{-2 + 15\lambda - 30\lambda^2}{720} \{\{S, T\}, \{T, \{S, T\}\}\} \delta\tau^4 + O(\delta\tau^6).$$

Note that we have one free parameter, $\lambda$, which is often set to some value not taking PBs into account. In [2], the authors chose $\lambda$ by minimising $\delta H$ empirically, requiring a sequence of runs at different values of $\lambda$. Others used $\lambda_c \approx 0.193183$ [2], which minimizes the norm of the coefficients of the PBs in the second-order term. However, this is not necessarily the best choice.

We have evaluated PBs and shadow Hamiltonians for gauge theories (where gauge fields are constrained to live on a Lie group manifold) for the first time [2, 3, 5]. Therefore, in this letter we propose to measure the volume-averaged PBs and tune the free parameters of an MD integrator taking PB measurements into account. As we will see, our tuning procedure also allows us to find out the best number of steps of a nested integrator scheme. We also present a new integrator step and a new integrator which will be able to reduce the cost of large volume simulations.
INTTEGRATOR TUNING

Let us define the difference between the shadow (\(\tilde{H}\)) and actual (\(H\)) Hamiltonians as \(\Delta H = \tilde{H} - H\). Noting that \(\text{Var}(\Delta H)\) means the variance of the distribution of values of \(\Delta H\) over phase space, one can show that the acceptance rate \(P_{\text{acc}}\) can be given by

\[
P_{\text{acc}} = \text{erfc} \left( \sqrt{\frac{1}{4} \text{Var}(\Delta H)} \right).
\]

To estimate \(P_{\text{acc}}\) from eq. (2) one only needs to measure the PB from equilibrated configurations. This allows us to express \(P_{\text{acc}}\) as a function of the integrator parameters and find their optimal values that maximize \(P_{\text{acc}}\).

As a simple test, we consider an HMC simulation of two flavors of Wilson fermions at \(\kappa = 0.158\) and Wilson gauge action at \(\beta = 5.6\) on an \(8^4\) lattice. We use a single level PQPQP integrator and a unit trajectory length, therefore we have two tunable parameters: the integrator parameter \(\lambda\) and the step size \(\delta \tau\). We measure \(\Delta H\) up to fourth order in \(\delta \tau\). In Figure 1 we compare the acceptance rates predicted by the formula above with numerical data taken from simulations at various values of \(\lambda\) and \(\delta \tau\). The PB values used for the predictions were measured at \(\lambda = 0.18\) and \(\delta \tau = 0.1\) – but one should note that our predictions are independent of the integrator parameters used to get the Poisson bracket values.

The plots show good agreement between predicted and measured acceptance rates, provided the stepsize is not too big, otherwise the BCH expansion breaks down. Moreover, the maximum of the acceptance rate in the left hand plot is achieved at \(\lambda_{\text{max}} \approx 0.1836\) (to be compared with \(\lambda_c\)). We now use eq. (2) to tune the MD integrator on a larger volume. Ultimately, we are interested in reducing the computational cost, which depends on the wall-clock time spent computing the force terms on a unit of MD time as well as the acceptance rate, and the autocorrelation time \(\tau_{\text{corr}}\) for the observables. We neglect \(\tau_{\text{corr}}\) in this discussion as it is not sensitive to the choice of integrator parameters as long as the acceptance rate is reasonable, and define our cost metric as

\[
\text{cost} = \frac{\text{trajectory CPU time}}{P_{\text{acc}} \tau}.
\]

For our purposes, the numerator of eq. (3) is estimated by considering the time spent in force computation along the trajectory. In particular, for a nested integrator, the numerator of this cost function is a function of the number of steps at each level times the CPU time required to compute the forces at that level. Therefore, minimizing eq. (3) will allow us to both find out the optimal integrator parameters, as well as find out the optimal stepsize, or the number of steps at each level of a nested integrator scheme. This is a more direct approach than the popular “balancing forces” method [3].

TUNING A REAL SIMULATION

<table>
<thead>
<tr>
<th>Level</th>
<th>Force</th>
<th>F time</th>
<th>FG time</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Hasenbusch ((\mu = 0 / \mu = 0.057))</td>
<td>21.21 s</td>
<td>26.61 s</td>
</tr>
<tr>
<td>1</td>
<td>Hasenbusch ((\mu = 0.057 / \mu = 0.25))</td>
<td>3.98 s</td>
<td>7.55 s</td>
</tr>
<tr>
<td>2</td>
<td>Wilson ((\mu = 0.25))</td>
<td>1.05 s</td>
<td>1.98 s</td>
</tr>
<tr>
<td>3</td>
<td>Gauge</td>
<td>0.075 s</td>
<td>0.142 s</td>
</tr>
</tbody>
</table>

*Table I.* Set-up used in the HMC simulation described in this section, together with typical times spent on force computation. \(\mu\) is the twisted mass parameter [3]. For convenience, times for the force-gradient computation are also shown here.

As an application of our tuning technology, we consider a HMC simulation of a \(24^3 \times 32\) lattice, with two flavours of Wilson fermions with \(\kappa = 0.1580\) and \(\beta = 5.6\). As in [3], we use a nested PQPQP integrator scheme, with the inclusion of two Hasenbusch fields with twisted mass fermions as “preconditioners”. In [3], each nested level of the integrator has one force term, and the free parameter of the PQPQP integrator has been set to \(\lambda = 1/6\) at all levels. In Table I for each level \(i\) (note that 0 is the outermost level), we show the type of force and its parameters, and mean values of the time spent on force and force-gradient computation.

In order to improve the integrator scheme used in [3], we considered two different nested schemes:

- PQ4. the original scheme, but with tuned values of \(\lambda\);
- PQ3. the two Hasenbusch fields appear now at the same level (so we have only 3 different levels).
Table II shows parameters which minimize the cost metric 3. In our simulations, we have fixed \( \tau = 1 \), unless stated otherwise. For each scheme (which is also described by the highest power of \( \delta \tau \) used to compute \( \Delta H \)), we show the optimal number of steps at each level, the optimal \( \lambda \) parameters, our predictions for the acceptance rate, the estimated time spent in force computation in one trajectory, and measurements of acceptance rates and trajectory times. For comparison we also show data for the original scheme 9.

We see that all predicted acceptance rates agree, within errors, with the measured ones. Furthermore, the tuning of \( \lambda \)'s in the PQ4 scheme allows a reduction of the number of steps on the inner levels, so the CPU time per trajectory decreases. Moreover, the PQ3 scheme allows further improvement in cost measures. For this scheme, we also show the performance obtained using other \( \lambda \) values. We conclude that, for an optimal choice of integrator parameters, one is encouraged to tune the integrator using the best available approximation to \( \Delta H \).

### FORCE-GRADIENT INTEGRATOR

Since the Poisson bracket \( \{S,\{S,T\}\} \) does not depend on momentum 3, we can evaluate the integrator step \( e^{i\{S,\{S,T\}\}\delta \tau} \) explicitly. If one uses \( \lambda = 1/6 \) for the PQPQP integrator together with this integrator step, we eliminate all \( O(\delta \tau^2) \) terms in \( \Delta H \). We therefore define a PQPQP force-gradient integrator as

\[
U_{FG}(\tau) = \left( e^{\frac{1}{2} S_{\delta \tau}} e^{\frac{1}{2} T_{\delta \tau}} e^{\frac{1}{2} S_{\delta \tau} - \{S,\{S,T\}\}\delta \tau} e^{\frac{1}{2} T_{\delta \tau}} e^{\frac{1}{2} S_{\delta \tau}} \right)^{\tau/\delta \tau}.
\]

Note that the performance of this integrator has been shown to be much better than Campostrini integrator 5. This is not surprising since the coefficients of the \( O(\delta \tau^4) \) term in the shadow Hamiltonian are about two orders of magnitude smaller 3.

In order to test the performance of this integrator, we considered the two integrator schemes defined in the last section, replacing the PQPQP integrator, at all levels, by this new one. We will denote these new schemes as FG4 and FG3 which have 4 and 3 different levels, respectively. As in this case there are no tuneable parameters, we could only vary the number of steps at each level. In Table III we show the best parameters we found as well as the measured values of acceptance rates and trajectory times.

A comparison between Tables II and III shows that the use of a force-gradient integrator allows a smaller number of steps in the inner levels. Furthermore, comparing the 4 nested level schemes, one sees that the force-gradient acceptance rates are higher. However, the trajectory CPU times also increase (because we have to evaluate one more step), so the cost measures are higher.

### A LARGER VOLUME

Despite the comparison done in the last section does not favour the use of a force-gradient integrator, it is expected this integrator will be of use for larger lattice volumes. Thus we now consider a thermalized 40^4 simulation (using the same action parameters as used in the
TABLE IV. Tuning of a 40^4 simulation. CPU times refer to runs utilizing 256 cores of the Iridis cluster.

<table>
<thead>
<tr>
<th>Tuning Scheme</th>
<th>n_i</th>
<th>λ_i</th>
<th>Prediction</th>
<th>Measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>FG4</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>PQ3 / 4th</td>
<td>5</td>
<td>3</td>
<td>1</td>
<td>–</td>
</tr>
<tr>
<td>FG3</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>–</td>
</tr>
</tbody>
</table>

TABLE V. Cost ratios (FG over PQPQP).

<table>
<thead>
<tr>
<th>Nested scheme</th>
<th>FG4/PQ4</th>
<th>FG3/PQ3</th>
</tr>
</thead>
<tbody>
<tr>
<td>24^3 × 32</td>
<td>1.30</td>
<td>1.18</td>
</tr>
<tr>
<td>40^4</td>
<td>1.17</td>
<td>1.12</td>
</tr>
</tbody>
</table>

This cross-over point can be estimated from appealing to the requirement that the equilibrium distribution must satisfy \(\langle e^{\delta H} \rangle = 1\). Expanding to second order, we have \(\langle \delta H \rangle \sim \frac{1}{2} \langle \delta H^2 \rangle\), thus for second- and fourth-order integrators \(\langle \delta H \rangle \sim \delta \tau^4\) and \(\langle \delta H \rangle \sim \delta \tau^8\), respectively. The cost has a trivial linear volume factor and scales linearly with \(1/\delta \tau\). Since \(\delta H\) is extensive in the volume we can equate it with the volume stepsize scaling, thus we have \(\text{cost}^{PQPQP} \sim V^{3/4}\) and \(\text{cost}^{FG} \sim V^{9/8}\), so the cost ratio will behave as \(V^{-1/8}\). Using the data in table V to estimate the multiplicative coefficient, we estimate that the force-gradient integrator becomes more efficient at \(V = 56^4\) and \(V = 50^4\) for the four-level and three-level integrators, respectively. Given current leading-edge lattice computations are presently at this volume, or slightly larger, we therefore predict that the force-gradient integrator will reduce significantly the computational cost for future large-scale gauge field ensemble generation.

CONCLUSIONS

We have presented a novel way of tuning a HMC integrator, together with practical examples. This tuning procedure can be used for all lattice gauge and fermionic actions, and allows a systematic study of the MD integrators currently used in large scale dynamical lattice simulations. We have also presented a new fourth-order integrator which is expected to reduce significantly the computational cost of HMC simulations.

We are currently working towards a general implementation of the calculation of Poisson brackets and force-gradient terms in Chroma [10]. Details about computing Poisson Brackets will be presented elsewhere [11]. In the near future we will also consider tuning simulations using other lattice actions.
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