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#### Abstract

Beam Normal Single Spin Asymmetry in Forward Angle Inelastic Electron-Proton Scattering Using the Q-weak Apparatus. (December 2014)

Nuruzzaman, M. S., Mississippi State University; M. Sc., Indian Institute of Technology Roorkee; B. Sc., University of Kalyani Chair of Advisory Committee: Liguang Tang

The Q-weak experiment in Hall-C at the Thomas Jefferson National Accelerator Facility has made the first direct measurement of the weak charge of the proton through the precision measurement of the parity-violating asymmetry in elastic electron-proton scattering at low momentum transfer. There is also a parity conserving Beam Normal Single Spin Asymmetry or transverse asymmetry $\left(B_{n}\right)$ on $H_{2}$ with a $\sin (\phi)$-like dependence due to two-photon exchange. If the size of elastic $B_{n}$ is a few ppm, then a few percent residual transverse polarization in the beam, combined with small broken azimuthal symmetries in the detector, would require a few ppb correction to the Q -weak data. As part of a program of $B_{n}$ background studies, we made the first measurement of $B_{n}$ in the N-to- $\Delta$ (1232) transition using the Q-weak apparatus. The final transverse asymmetry, corrected for backgrounds and beam polarization, was found to be $B_{n}=42.82 \pm 2.45$ (stat) $\pm 16.07$ (sys) ppm at beam energy $E_{\text {beam }}=1.155 \mathrm{GeV}$, scattering angle $\theta=8.3^{\circ}$, and missing mass $W=1.2 \mathrm{GeV}$. $B_{n}$ from electron-nucleon scattering is a unique tool to study the $\gamma^{*} \Delta \Delta$ form factors, and this measurement will help to improve the theoretical models on beam normal single spin asymmetry and thereby our understanding of the doubly virtual Compton scattering process.

To help correct false asymmetries from beam noise, a beam modulation system was implemented to induce small position, angle, and energy changes at the target to characterize detector response to the beam jitter. Two air-core dipoles separated by $\sim 10 \mathrm{~m}$ were pulsed at a time to produce position and angle changes at the target, for virtually any tune of the beamline. The beam energy was modulated using an SRF cavity. The hardware and associated control instrumentation will be described in this dissertation. Preliminary detector sensitivities were extracted which helped to reduce the width of the measured asymmetry. The beam modulation system has also proven valuable for tracking changes in the beamline optics, such as dispersion at the target.
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## Figure

1.1 The Standard Model of elementary particles [1]. The three generations of matter, gauge bosons are shown in the fourth column, whereas the newly discovered Higgs boson in the fifth.
1.3 The Feynman diagrams for the parity conserving and parity violating semileptonic electroweak tree level interactions. The electromagnetic interaction (left) is mediated via the exchange of a virtual photon whereas a $Z^{0}$ boson is exchanged during neutralweak interaction (right).
1.4 The schematic diagram for inelastic electron-proton scattering [3]. The incident electron (e) interacts with the proton ( p ) and loses energy ( $\mathrm{e}^{\prime}$ ). The lost energy is transferred to the proton, which is excited to its first resonance $\left(\Delta^{+}\right)$then decays to a pion and a nucleon.9

2.1 Electron-proton $\rightarrow$ electron- $\Delta$ transition in the one-photon exchange process. ..... 11
2.2 The beam normal single spin asymmetry in inelastic electron-nucleon scattering with $\Delta$ in the final state of the two-photon exchange process. The nucleon as the intermediate state is shown in the left, whereas $\Delta$ as intermediate state is shown in the right.
2.3 Ratio $\mu_{p} G_{E} / G_{M}$ extracted from the polarization transfer (filled diamonds) and LT measurements (open circles). The figure (a) and (b) shows LT separations without and with the two-photon exchange corrections applied to the cross sections, respectively. Figures are from Ref. [4].13
2.4 The schematic of transverse electron-nucleon scattering reaction. The electron spin is polarized in the vertical transverse direction. The initial (final) momentum of the electron is given by $\vec{K}\left(\vec{K}^{\prime}\right)$.
2.5 The two-photon exchange diagram. The filled blob represents the response of the nucleon to the scattering of the virtual photon $[5,6]$.16
2.6 Inelastic transverse asymmetry model from Pasquini et al. [7]. $\Delta$ intermediate state is shown in red, N intermediate state is shown in blue, and total $(\Delta+\mathrm{N})$ contribution is shown in black.18
3.1 Sketch of the elastic electron-proton scattering process. An electron with energy $(E)$ and momentum $(p)$ scatters off a proton conserving the total energy of the system. $E^{\prime}$ and $p^{\prime}$ are the energy and momentum of the electron after scattering. The + helicity is denoted as the projection of the electron spin $S$ along the direction of the momentum
(shown in left), whereas the - helicity is the projection of the spin opposite to the
direction of the momentum (shown in right).
3.2 Schematic of Jefferson Lab and its beamline. (a) Dipole at Lambertson region where beam splits for three different experimental halls. (b) Three separate beamlines for three halls. (c) Hall-C beamline before entering in the hall. A typical quadrupole, dipole, and BPM are shown. (d) Aerial view of Jefferson Lab. (e) A JLab made 5-cell accelerating cavity. (f) Schematic diagram of Jefferson Lab. The elliptical region is the electron accelerator. Beam is accelerated by two linear accelerators, namely the North and South linacs, in the straight sections. Three existing Halls A, B, C are shown.
3.3 Schematic showing the process of producing circularly polarized light. The LASER is circularly polarized before GaAs photocathode using pockels cell.
3.4 Beam position and current monitors. (a) Beam Position Monitors with four antennae rotated by $45^{\circ}$ in the plane. Z axis is perpendicular to the plane. (b) Beam Current Monitors and their locations at Hall-C.
3.5 Layout of the Hall C Møller polarimeter showing tin foil target, set of superconducting solenoids, quadrupoles (Q2 was off during Q-weak), collimator box, and symmetric detectors.
3.6 Schematic of the Hall-C Compton polarimeter. The incoming electron beam interacts with the green LASER at the straight section of the chicane. The scattered electrons and back-scattered photons are detected by electron detector and photon detector, respectively for each helicity (MPS) state.32
3.7 Q-weak target system. (a) Conical shaped Computer Aided Drawing (CAD) model of target cell design. (b) Assembled $\mathrm{LH}_{2}$ target cell. (c) Simulation of $\mathrm{LH}_{2}$ velocity contours inside target cell using CFD. (d) Schematic of solid target ladder. (e) Assembled solid target. (f) Full schematic of the target system with key components such as main $\mathrm{LH}_{2}$ target cell, pump, heater, heat exchanger, solid targets are shown.
3.8 Raster studies. (a) Main detector width dependence on raster size. (b) Target boiling noise studies at $180 \mu \mathrm{~A}$ [8]. (c) 2 d raster rate map with a hole target.
3.9 Schematic diagram of the Q-weak apparatus. The basic experimental design showing the target, collimators, toroidal magnet coils, and detectors. Elastically scattered electrons focus at the Čerenkov detectors. High current production mode apparatus components are shown in red rectangular boxes and low current tracking mode components are shown in blue elliptical boxes. Beam direction is from right to left.
3.10 Q-weak torodial magnetic spectrometer (QTor). (a) QTor design using TOSCA. (b) Co-ordinate system. (c) e-p scattering using GEANT-III simulation. (d) Assembled QTor at JLab. (e) One of the race track coil. (f) Hall probe inside QTor.37
3.11 QTor controls and hall probe. (a) Lake Shore controller and IOC. (b) Hall probe mount. (c) QTor controller GUI. (d) Hall probe.
3.12 Q-weak main Čerenkov detector system. (a) Two quartz bars. (b) Installed main detectors in Hall-C with scanner system. (c) A GEANT-IV simulation showing the elastic scattered electron profile on the quartz bars [9]. (d) The measured rate distribution in the main detector at $50 \mu \mathrm{~A}$ beam current with $\mathrm{LH}_{2}$ target using the scanner [10].
3.14 Luminosity monitors. (a) Four upstream luminosity monitors installed on the face of the primary collimator. (b) Eight downstream luminosity monitors near beam dump.
4.1 Simple cartoon of the accelerator. The beam modulation magnets are shown in Hall-C beamline. The BPMs, BCMs, and other key components of the experiment are shown in the Hall-C beamline.46
4.2 Jefferson Lab and its beamline schematic for all three experimental halls using Computer Aided Design (CAD) drawings (informally referred as songsheets at Jefferson Lab) are shown. Beam modulation magnets, fast feed back coils, and BPMs in the Hall-C beamline are labeled separately.
4.3 Inverse orbit excursions simulation from OptiM. The direction of the beam is from right to left. The tiny blue and red boxes on the horizontal axis at the bottom of the figures are dipoles and quadrupoles, respectively. The location of the target and beam dump are also marked. The orbit excursion for the relatively pure $X, X^{\prime}, Y^{\prime}$ and $Y$ displacement at the target are shown in the four panels (from top left in clock wise direction). The electron beam direction is from right to left, whereas for this exercise the beam tracks were created at the target and sent in the upstream direction.
4.4 A sketch of beam modulation concept. A pair of magnets (at $\mathrm{Z}=0$ and $\mathrm{Z}=\mathrm{d}_{1}$ ) with opposite kick were used to match a trajectory at a point $\left(\mathrm{Z}=\mathrm{d}_{2}\right)$ in the beamline. There were two big dipoles between the modulation magnets. Using simple algebra $\theta_{1}$ and $\theta_{2}$ can be expressed in terms of position and angle at the match point. Hence required field integral in the beam modulation magnets can be calculated to generate a particular trajectory (details of the calculation in APPENDIX A).
4.5 Forward orbit excursions simulation from OptiM. Beam moves from left to right. The ting blue and red boxes on the horizontal axis at the bottom of the figures are dipoles and quadrupoles, respectively. Simulated location of the modulation magnets and recommended location for ion chambers are shown in the figures. The forward orbit excursion for the relatively pure $X, X^{\prime}, Y^{\prime}$ and $Y$ motion at the target are shown in the four panels (from top left in clock wise direction).
4.6 Forward orbit excursions simulation for energy modulation from OptiM. Beam moves from left to right. The energy was changed by 10 ppm using a horizontal corrector in the simulation. The pronounced horizontal position (red) change of $41 \mu \mathrm{~m}$ at the middle of the arc is due to the energy change of 10 ppm . A small vertical position (green) bump can be identified at the Compton region.
4.7 Beam modulation hardware sketch. BMod hardware spans three different regions: BSY service building, accelerator beamline, and Hall-C. In BSY service building there were two VME-4145 signal generators controlled by an IOC (iochcnmr). The sinusoidal signals from signal generator were sent to Trim power amplifier, and amplified signals were sent to two pairs of MAT coils and one SRF cavity (SL20 vernier) in the beamline. The read-backs from signal generators, power amplifiers, current transducers, BPMs, and cavity were sent to two ADCs at Q-weak cage and one ADC at BSY service building. The drive or input signals are shown by green and read-backs by blue lines, respectively. In order to trigger the process, a signal from parity violating DAQ in the Hall-C counting house were sent to the IOC.
4.8 LEM current transducer output response (blue) to input sine drive signal (yellow) seen by oscilloscope (left). The output from the LEM was out of phase with the input signal. The figure on the right shows LEM calibration up to 5 V of input signal. The frequency dependence of the input signals were studied up to 250 Hz .
4.9 The effect of Fast Feed Back (FFB) system on energy modulation [11]. Top panel shows function generator drive signal vs time. Bottom panel shows the response of the BPM 3C12X (which is located in the middle of the arc and supposed to see maximum response for energy modulation) for the same drive signals. No response was observed in the BPM when FFB was on. The missing portions of the BPM response are beam trips removed by the software stability cut.59
4.10 Beam modulation hardware bench test setup. It consists of one $\pm 15 \mathrm{~V}$ power supply, two Trim power amplifiers, a pair of assembled MAT coils, and one signal generator. A VME signal generator was also used during the latter part. To see the responses, two multimeters, a LEM current transducer, a Hall probe, and an oscilloscope were used.
4.11 Zoomed ramp and drive signal from a beam modulation cycle during a typical production run. (a) Ramp signal vs time. The ramp signal is a sawtooth wave used to track the phase of the sinusoidal drive signals. (b) Drive signal vs time. The drive signal is a sinusoidal wave.
4.12 Field map of MAT coil for different input coil currents (left). The field was linear in the region of the coil span of 10 cm . The field profile did not change with coil current up to 3 A . The field was normalized with respect to 1 A (right).63
4.13 Orbit excursions using a pair of coils with incorrect polarity on one of the coils. Beam moves from left to right. Large excursions would be observed for angle modulation. The used field strength was 5 times higher than nominal. The recommended locations for ion chambers (IC) based on this study are shown by the thick arrows at the bottom of each panel.
4.14 Orbit excursions with only one coil energized. Beam moves from left to right. Large excursions were observed for $X_{1}$ and $Y_{2}$ coils. The maximum current used for all the coils was $I_{\max }=0.6 \mathrm{~A}$. A hard coded restriction of $I_{\max }=0.3 \mathrm{~A}$ in the software was set for the safety of the accelerator based on this analysis.68
4.15 Beam modulation cycle during a typical production run. 1st panel shows ramp wave to calibrate sinusoidal signals vs time. 2nd and 3rd panels show sinusoidal drive signals for horizontal position $(X)$ and angle ( $X^{\prime}$ ) modulation vs time. 4th panel shows sinusoidal drive signals for energy $(E)$ modulation vs time. 5 th and 6 th panels show sinusoidal drive signals for vertical position $(Y)$ and angle $\left(Y^{\prime}\right)$ modulation vs time. The cycle for each parameter is $\sim 4 \mathrm{~s}$. One macro cycle consists of the $X, X^{\prime}, E, Y, Y^{\prime}$ cycles and ran for 320 s .
4.16 Main detector response to $X$ position modulation. Main detector yields vs modulation phase (ramp wave) plotted for each detector.70
4.17 Target BPM response to $X$ position modulation. The signals were plotted vs modulation phase. The drive signals in coils $X_{1}$, and $X_{2}$ are shown in top two panels and the corresponding BPM response in $X$, and $Y$ are shown in bottom two panels. There is a small phase shift between the drive signals and BPM responses.
5.1 Main detector sensitivities with respect to target BPM X position for X Position Mod-
ulation.
5.2 Main detector sensitivities for X (solid red square), $\mathrm{X}^{\prime}$ (empty red square), E (solid blue square), Y (solid green triangle), and $\mathrm{Y}^{\prime}$ (empty green triangle) are shown.
5.3 Subset of the Run 2 production data showing the blinded asymmetry (in ppb) grouped by (monthly) Wien state, and corrected using two different approaches to determine the sensitivities of the apparatus to HC beam properties that can give rise to false asymmetries. Other needed corrections are not applied to the data in this figure. The results without any correction (solid squares) are compared to the results after correction using the intrinsic random variations in beam properties (Natural motion: upward pointing triangles) and to the results using the driven beam motion (Beam modulation: downward pointing triangles) where the sensitivities are derived by actively modulating each property of the beam with a magnitude significantly larger than that intrinsically carried by the beam. The asymmetries derived using each technique are consistent with each other, and the overall correction for HCBAs is small. The data shown here represent the $80 \%$ of the Run 2 data for which driven motion was available. Run 1 provides an additional $\sim 1 / 3$ of the total data acquired in the experiment [12].
5.4 All Hall-C BPM responses in X due to X modulation using a pair of coils. The vertical axis is BPM X-response and horizontal axis is ramp-wave (the ramp-wave was used to monitor the phase of the drive signals). The data are shown in red and fits are shown in dark red. Starting at the target BPM in the top left, upstream BPMs are shown along the left to right and top to bottom directions, BPM 3C07 being the first BPM in the Hall-C beamline.
5.5 Beam position response of all the BPMs in the Hall-C beamline to X modulation. The locations of all the BPMs are shown at the top of the plot by vertical line. All the quadrupoles, dipoles, Compton dipoles, Møller magnets, target, and BMod magnets are shown at the bottom of the plot by vertical lines. Data are shown in solid circles, and simulated points from OptiM are shown in empty squares.78
5.6 Beam position response of all the BPMs in the Hall-C beamline to X modulation. The locations of all the BPMs are shown at the top of the plot by vertical line. All the quadrupoles, dipoles, Compton dipoles, Møller magnets, target, and BMod magnets are shown at the bottom of the plot by vertical lines. Data are shown in solid circles, and simulated points from OptiM are shown in empty squares.
5.7 Hall-C target BPM responses due to modulation kick using a pair of coils in X. The sinusoidal response of the target BPM of a modulation signal for relatively pure X is fitted and the amplitude of the sinusoidal signal is plotted in vertical axis. The vertical axis is BMod BPM position in mm . The X target position is shown with solid red diamond, Y target position is shown with solid green triangle, BPM 3C12 X position is shown with solid blue square, BPM 3 C 12 Y position is shown with solid orange circle. For a relatively pure X position motion, we expect largely X target response and very small X angle response. We do not expect any Y position or Y angle response in this case. BPM 3C12X position response is relatively constant and 3C12Y is consistent with zero.
5.8 The beam position response of all the BPMs in the Hall-C beamline to X modulation. The locations of all the BPMs are shown at the top of the plot by vertical line. All the
quadrupoles, dipoles, Compton dipoles, Møller magnets, target, and BMod magnets are shown at the bottom of the plot by vertical lines. Data are shown in solid circles,
and simulated points from OptiM are shown in empty squares.
5.9 Hall-C BPM responses in X due to X angle modulation using a pair of coils. The vertical axis is BPM X-signal amplitude and horizontal axis is beamline elements. The simulated points from OptiM are shown in solid red squares, data with FFB ON are shown in empty red circles and data with FFB OFF are shown in empty black triangles. There is almost no effect of FFB on data for X motion. The locations of all the BPMs are shown at the top of the plot by vertical lines. All the quadrupoles, dipoles, Compton dipoles, Møller magnets, target, and BMod magnets are shown at the bottom of the plot by vertical lines.82
5.10 A simulation of the beam steering due to QTor fringe field ( 4250 Gauss-cm) for the primary electron beam $(1.2 \mathrm{GeV})$ is shown in purple. The simulated tracks of the low energy electrons are also shown here. The primary beam spot moved $\sim 2 \mathrm{~cm}$ on the dump viewer between QTor OFF and ON.
5.11 Bellows hardware and vacuum heat load before and after the activation. The top panel shows the Run 1 hardware of the bellows in the left and volume heat loads in the flange during QTor ON and OFF, respectively. Run2 bellows hardware and volume heat loads are shown in the bottom panel.
5.12 The simulated tracks of the primary and low energy electrons, after inserting a corrector magnet in front of the QTor with a magnetic field of 4000 Gauss-cm in the simulation, are also shown here. The corrector magnet focuses electron tracks on the dump by correcting the fringe field (4250 Gauss-cm) in QTor.
5.13 A 3-dimensional view of the QTOR corrector magnet design is shown here. The radius of the inner coil is half of the outer coil radius. The two coils carry currents in opposite direction (the direction of the current is shown by the arrows).
5.14 The field integral of the QTOR corrector magnet along the X, Y, and Z axes are shown in blue, green, and red, respectively. The filed along the Z axis was measured along the center of the magnet, whereas the filed along X and Y axes were measured at collimator openings ( 40 cm away from the center).
5.15 BPM position resolution. (a) Beam position differences for a typical one hour production run during Wien 0 at beam current of $145 \mu \mathrm{~A}$. Error weighted poll fits are shown by solid lines. BPM $3 \mathrm{H} 04,08$ and, Tgt are not included in the fit. Fit is extrapolated using dashed line to guide the view. (b) Extracted BPM resolutions using (a) are shown for Wien 0 at beam current of $145 \mu \mathrm{~A}$. (c) and (d) show beam position differences and BPM resolution, respectively for Run 2 at beam current of $180 \mu \mathrm{~A}$.
5.16 BPM resolution cartoon. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.17 Target BPM angle resolution at beam current of $180 \mu \mathrm{~A}$.
5.18 Target BPM consistency check. Beam position differences for a typical one hour production run during Run 2 at beam current of $180 \mu \mathrm{~A}$ are shown in (a). Error weighted pol1 fits are shown by solid lines. BPM $3 \mathrm{H} 04,3 \mathrm{H} 08$ and, Tgt are not in the fit. Fit is extrapolated using dashed line to guide the view. The residual of the BPM position differences and extrapolated orbit from target are shown in (b).
5.20 The mean of the pedestal differences from Hel_Tree for MD allbars, DS lumi, US lumi and Charge are shown. Each data point is averaged over a Wien. Two half wave plate states are shown separately.
5.21 The pull distribution of helicity correlated pedestal differences for all channels and Wien (left). The data are from the pedestal runs taken during the Q-weak experiment. The black curve in the pull distribution plot is the Gaussian fit. The ostensibly non-zero mean is probably statistical and corresponds to roughly $0.1 \pm 0.06 \mathrm{ppb}$. The pull of helicity correlated pedestal differences vs run number for all the channels are shown (right). The vertical dotted lines represent the Wien periods.
5.22 The width of the pedestal differences from Hel_Tree for MDAllbars, DSLumiSum, USLumiSum and Charge are shown.

5.23 The mean of pedestal subtracted signal from Mps_Tree for MDAllbars, DSLumiSum,
USLumiSum and Charge are shown. ..... 98
5.24 The widths of pedestal subtracted signal from Mps_Tree for MDAllbars, DSLumiSum, USLumiSum and Charge are shown.99

6.1 Simulated missing mass, W, distribution at the inelastic QTor setting.
6.2 Azimuthal dependence of the main detector sensitivities to HCBA for the " $5+1$ " regression scheme in the vertical $\mathrm{LH}_{2}$ transverse data set are shown here. Sensitivities for beam positions and angles have sinusoidal dependence with octant. No such strong dependence is seen for energy and charge. Two IHWP states are shown separately for each beam parameter. Fit functions used to fit the parameters are shown on the plot. The constant in the fit gives the error weighted average of the sensitivities. See APPENDIX-D, section D. 4 for the sensitivities and corrections from full data sets.
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6.4 Main detector corrections (using sensitivities from " $5+1$ " regression scheme) vs octant for vertical $\mathrm{LH}_{2}$ transverse data set are shown here. Beam positions and angles have sinusoidal dependence with octant inherited from the sensitivities. No such dependence is seen for energy and charge. Both IHWP states are shown separately for each beam parameter.106
6.5 Total corrections in " $5+1$ " regression scheme vs octant for vertical $\mathrm{LH}_{2}$ transverse data set are shown here. The total correction is the sum of all the corrections (with sign) shown in Figure 6.4.
6.6 Main detector corrections (using sensitivities from " $5+1$ " regression scheme) for horizontal (top) and vertical (bottom) $\mathrm{LH}_{2}$ transverse data sets are shown here. Both IHWP states are shown separately for each beam parameter. The total correction is the sum of all the corrections (with sign).
6.7 Main detector asymmetry for horizontal (top), vertical (bottom) data set. For comparison, asymmetries for IN and OUT data are also shown separately. The regressed asymmetries change sign with the insertion of the IHWP with comparable amplitudes. The $(<\mathrm{IN}>+<\mathrm{OUT}>) / 2$ asymmetries of the eight Cerenkov detectors, given by $C^{(\mathrm{IN}+\mathrm{OUT}) / 2}$ is compatible with zero except in the vertical data set. The extraction of BNSSA depends on the amplitudes in the fits and by comparison of IN and OUT, not the constant term.
6.8 Regressed main detector asymmetry for horizontal, vertical transverse polarization are shown with red circle and blue square, respectively. Data points for horizontal transverse are $\sim 4$ hour long measurement, whereas vertical transverse data points are $\sim 2$ hour long. The fit functions used are $\epsilon_{M}^{H} \sin \left(\phi+\phi_{0}^{H}\right)+C^{H}$ for horizontal transverse and $\epsilon_{M}^{V} \cos \left(\phi+\phi_{0}^{V}\right)+C^{V}$ for vertical transverse, respectively. Asymmetries in each case shows $\sim 90^{\circ}$ phase offset, as expected between horizontal and vertical configurations. 109
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6.10 Cut dependence study. Shift in the central value of the regressed asymmetry for different cut widths for $\mathrm{LH}_{2}$. The expected statistical shift is shown by the shaded region using the total number of quartets lost when a cut is applied to all parameters.
6.11 Summary of uncertainties on measured asymmetry for horizontal and vertical data set. The relative total uncertainty is dominated by statistical uncertainty compared to systematic uncertainties.
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6.13 Simulation of contributions from elastic and inelastic electron-proton, and elastic electronAl scattering from upstream (US) and downstream (DS) target windows [13]. All but elastic electron-proton events have been multiplied by 10 for better visualization.
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6.16 The $Q^{2}$ from GEANT 3 simulation [14]. The $Q^{2}$ was weighted by cross section and did not include any internal bremsstrahlung in the simulation (left panel). The simulated scattering angle is also shown in the right panel.
Figure
6.17 Summary of uncertainties in inelastic beam normal single spin asymmetry extraction. Measurement systematic contains the systematic uncertainties related to the extraction of the physics asymmetry such as regression, nonlinearity and acceptance averaging. The uncertainties are in ppm and the corresponding relative uncertainties are shown in parentheses. ..... 125
6.18 BNSSA calculation from Pasquini et al. The points are taken from [7]. Then, the calcu- lation is fitted with a function of the form $f\left(\theta_{\text {lab }}\right)=\exp \left(p_{0}+p_{1} \theta_{\text {lab }}\right)$ and extrapolated to Q -weak $\theta_{\text {lab }}$ value. ..... 126
6.19 BNSSA asymmetry calculation from Pasquini et al. and its extension. The asymmetries from Figure 6.18 at $\theta_{\text {lab }}=8.35^{\circ}$ are plotted here. A fit function of the form $f(E)=$ $\exp \left(p_{0}+p_{1} E\right)$ is used to extrapolate the asymmetry to the desired Q-weak kinematic region $(E=1.155 \mathrm{GeV})$. ..... 127
6.20 BNSSA at $\mathrm{N} \rightarrow \Delta$ peak and off peak asymmetries in $\mathrm{LH}_{2}$. The QTor current was changed to 6000 A , and 7000 A from 6700 A to cover the both sides of the $\mathrm{N} \rightarrow \Delta$ peak. The missing mass, $W$, at the inelastic peak ( 6700 A ) is 1.2 GeV . The uncertainty in the asymmetry is the total uncertainty and is the quadrature sum of the statistical and systematic uncertainties. The total uncertainty is dominated by the systematic uncertainty from elastic radiative tail. ..... 128
A. 1 BMod GUI design flow chart. ..... 135
A. 2 The circuit design of the LEM current transducer used to measure the current through the beam modulation magnet ..... 135
A. 3 Fast shut down circuit diagram for Q-weak. The modification shown are implemented before the experiment. ..... 136
A. 4 The cable path for the modulation system. The components are spanned into counting house Hall-C and beamline. ..... 137
A. 5 The cable map for the modulation system. ..... 138
A. 6 Main detector sensitivities with respect to target BPM X position for X modulation. The eight octants along with combined sensitivities are shown. ..... 139
A. 7 Effect of beam modulation on main detector asymmetry. Comparison of main detector asymmetry when modulation is OFF (top) and modulation is ON (bottom) are shown here. ..... 140
A. 8 Effect of beam modulation on main detector asymmetry. Main detector asymmetry mean when modulation is OFF and ON (top) and asymmetry width (bottom) are compared here. ..... 141
A. 9 Effect of beam modulation on charge asymmetry. Comparison of charge asymmetry when modulation is OFF (top) and modulation is ON (bottom) are shown here ..... 142
A. 10 Effect of beam modulation on charge asymmetry. Comparison of charge asymmetry without modulation with charge asymmetry only during modulation ON. ..... 143
A. 11 Effect of beam modulation on target BPM. Comparison of target BPM differences when modulation is OFF (left) and modulation is ON (right) are shown here. ..... 144
A. 12 Beamline drawing 1. ..... 145
A. 13 Beamline drawing 2. ..... 146
A. 14 Beamline drawing 3. ..... 147
A. 15 Beamline drawing 4. ..... 148
A. 16 Beamline drawing 5 . ..... 149
A. 17 Beamline drawing 6. ..... 150
A. 18 Beamline drawing 7. ..... 151
B. 1 QTor hall probe mounts and their locations inside the QTor are shown here. ..... 153
B. 2 The QTor corrector magnet design and magnetic field for an octant at $\mathrm{Z}=0$. The primary collimator openings are also shown in the figure. The magnetic fields along the collimator openings are simulated. ..... 154
B. 3 The QTor with its corrector magnet from side view. ..... 154
B. 4 A three-dimensional view of the QTor with its corrector magnet. ..... 155
B. 5 The trajectory of scattered electrons 4000 Gcm QTor fringe field at the dump viewer. ..... 155
B. 6 The QTor corrector field integral variation along the radial direction. ..... 156
B. 7 The QTor corrector magnet power dissipation calculation. ..... 156
B. 8 The QTor corrector magnet sensitivities to the position and angle change. ..... 157
B. 9 A Computer-aided design (CAD) of the QTor and nearby region. ..... 157
C. 1 Mean of the helicity correlated differences for MD9 pos, MD9 neg, PMT onl, and PMT ltg are shown in the figure (top to bottom). Helicity correlated differences for these important background detectors from Hel_Tree are zero within $\sim 1 \sigma$ for averaged over each wien. ..... 163
C. 2 Mean of the helicity correlated differences for PMT led, preamp, battery, and cages source are shown in the figure (top to bottom). Helicity correlated differences for these important background detectors from Hel_Tree are zero within $\sim 3 \sigma$ for averaged over each wien. ..... 164
C. 3 Width of the helicity correlated differences for MD9 pos, MD9 neg, PMT onl, and PMT ltg are shown in the figure (top to bottom). ..... 165
C. 4 Width of the helicity correlated differences for PMT led, preamp, battery, and cages source are shown in the figure (top to bottom). ..... 166
D. 1 Transverse $\mathrm{N} \rightarrow \Delta$ run by run old weighted yields for negative PMT. ..... 168
D. 2 Transverse $\mathrm{N} \rightarrow \Delta$ run by run new weighted yields for negative PMT. ..... 168
D. 3 Transverse $\mathrm{N} \rightarrow \Delta$ run by run new weighted yields for negative PMT with a zoomed view. ..... 169
D. 4 Transverse $\mathrm{N} \rightarrow \Delta$ run by run old weighted yields for positive PMT. ..... 169
D. 5 Transverse $\mathrm{N} \rightarrow \Delta$ run by run new weighted yields for positive PMT. ..... 170
D. 6 Transverse $\mathrm{N} \rightarrow \Delta$ run by run new weighted yields for positive PMT with a zoomed view. ..... 170
D. 7 Azimuthal dependence of the main detector sensitivities to HCBA for the " $5+1$ " re- gression scheme in the horizontal $\mathrm{LH}_{2}$ transverse data set are shown here. Sensitivities for beam positions and angles have sinusoidal dependence with octant. No such strong dependence is seen for energy and charge. Two IHWP states are shown separately for each beam parameter. Fit functions used to fit the parameters are shown on the plot. The constant in the fit gives the error weighted average of the sensitivities. ..... 177
D. 8 Main detector corrections (using sensitivities from " $5+1$ " regression scheme) vs octant for horizontal $\mathrm{LH}_{2}$ transverse data set are shown here. Beam positions and angles have sinusoidal dependence with octant inherited from the sensitivities. No such dependence is seen for energy and charge. Both IHWP states are shown separately for each beam parameter. ..... 178
D. 9 Total corrections in " $5+1$ " regression scheme vs octant for horizontal $\mathrm{LH}_{2}$ transverse data set are shown here. The total correction is the sum of all the corrections (with sign) shown in Figure D.8. ..... 178
D.10 Beam position differences for horizontal transverse data set. ..... 179
D. 11 Beam position differences for vertical transverse data set. ..... 179
D. 12 Main detector barsum asymmetry for horizontal transverse at inelastic peak. For com- parison, asymmetries for IN and OUT data are also shown separately. The regressed asymmetries change sign with the insertion of the IHWP with comparable amplitudes. ..... 180
D. 13 Main detector barsum asymmetry for vertical transverse at inelastic peak. For com- parison, asymmetries for IN and OUT data are also shown separately. The regressed asymmetries change sign with the insertion of the IHWP with comparable amplitudes. ..... 180
D. 14 The individual fits over POS, NEG PMTs and PMTavg asymmetries vs octant for inelastic horizontal transverse dataset [15]. ..... 181
D. 15 Difference between POS-NEG asymmetries vs octant for inelastic horizontal transverse dataset. The error here is the quadrature sum of the POS and NEG asymmetry errors. See Table 1 for the values [15]. ..... 181
D. 16 The individual fits over POS, NEG PMTs and PMTavg asymmetries vs octant for inelastic vertical transverse dataset [15]. ..... 182
D. 17 Difference between POS-NEG asymmetries vs octant for inelastic vertical transverse dataset. The error here is the quadrature sum of the POS and NEG asymmetry errors. See Table 1 for the values [15]. ..... 182
D. 18 Cut dependence for horizontal transverse. ..... 185
Figure Page
D. 19 Cut dependence for vertical transverse. ..... 185
D. 20 Cut dependence cartoon. ..... 186
D. 21 Summary of uncertainties on measured asymmetry for transverse data set in $\mathrm{LH}_{2}$ at QTor current 6000 A. ..... 186
D. 22 Summary of uncertainties on measured asymmetry for transverse data set in $\mathrm{LH}_{2}$ at QTor current 7300 A . ..... 186
D. 23 Summary of uncertainties on measured asymmetry for transverse data set in 4\% DS Al at QTor current 6700 A . ..... 187
D. 24 Summary of uncertainties on measured asymmetry for transverse data set in $4 \% \mathrm{DS} \mathrm{Al}$ at QTor current 7300 A . ..... 187
D. 25 Summary of uncertainties on measured asymmetry for transverse data set in Carbon at QTor current 6700 A . ..... 188
D. 26 Regressed " $5+1$ " USLumi asymmetries longitudinal running for octant $1,3,5$, and 7 are shown in panel 1-4. USLumi sum asymmetry is shown in panel 5 . Each point is a runlet. The average asymmetries vs octant for each time period are shown in panel 6. ..... 188
E. 1 The BPM target X correlation with other upstream BPMs for a run during Wien 0. ..... 189
E. 2 The BPM target Y correlation with other upstream BPMs for a run during Wien 0. ..... 190
E. 3 The correlation between regression variables for a run during Wien 0. ..... 191
E. 4 The correlation between regression variables for a run during Run 2. ..... 192
E. 5 The weighted yield for each PMT tube in the main detector and can be expressed as $w_{i} \times Y_{i}=Y_{i} /<Y_{i}>$. Ideally expect to be equal to 1 . The weights are equal to the yields at about the $5 \%$ level for run1. One can see drifts during Run 2. Each data point is a runlet and the plot was made using the database rootfiles. The weights used for a given runlet to calculate the relative weighted yield are those appropriate for that time based on the mapfile names. ..... 193
E. 6 The relative weighted yield for each PMT tube in the main detector and can be ex- pressed as $w_{i} \times Y_{i} / \sum\left(w_{i} \times Y_{i} / 16\right)$. Color transitions mark the beginning of a weighting period defined by the mapfiles. ..... 194
F. 1 Main detector asymmetries for PV e-p scattering in $N \rightarrow \Delta$ dataset from Run 1 pass 4 b database for slugs 3 and 4 . ..... 195
F. 2 The downstream luminosity monitor asymmetries for PV e-p scattering in $N \rightarrow \Delta$ dataset from Run 1 pass 4b database for slugs 3 and 4 . ..... 196
F. 3 The upstream luminosity monitor asymmetries for PV e-p scattering in $\mathrm{N} \rightarrow \Delta$ dataset from Run 1 pass 4b database for slugs 3 and 4 . ..... 197
H. 1 The Q-weak collaboration during meeting at College of W\&M 2011. ..... 201

## LIST OF TABLES

## Table

1.1 The electromagnetic and weak charges of the up and down quarks, proton and neutron in the Standard Model. The third column gives the respective weak charges in terms of quark vector couplings $C_{1 u}$ and $C_{1 d}$. At tree level, the weak charges can be written as a function of the weak mixing angle $\left(\theta_{W}\right)$.
1.2 Nucleons and $\Delta$ resonances and their associated properties. The $\Delta^{++}$and $\Delta^{-}$require the nucleon to undergo a spin flip and a quark flavor change given the initial state was a nucleon. Whereas, the $\Delta^{+}$and the $\Delta^{0}$ can be created from the proton and nucleon, respectively, with solely a quark spin flip8
3.1 Proposed error budget of the Q-weak experiment [16]. The second and third columns show the relative uncertainty of the parity violating asymmetry, and of the weak charge of proton, respectively. The total uncertainty is the quadrature sum of the statistical and systematic uncertainty.19
3.2 Basic parameters and typical operating conditions of the Q-weak experiment [16-18]. . 21
3.3 Definition of different variables used in the experiment [19]. The subscripts indicate the event sequence in a quartet pattern defined as $1,2,3,4$ with helicity " +--+ ". The definition of differences, yields, and asymmetries are shown here. Two different ways of combining yields and asymmetries were used in the experiment. The barsum yields are extracted using yields of the left/right PMTs $\left(Y_{L / R}\right)$ with proper weights $\left(W_{L / R}\right)$. The yields and asymmetries for each detector bar or for the whole detector were computed using the barsum yields and asymmetries. Another way to combine yields and asymmetries was pmtavg. The yield and asymmetry for each PMT were calculated first and then averaged to get yields and asymmetries for each detector or whole detector.
4.1 Dead time calculation for beam modulation. The clock time needed to measure detector sensitivity for a single parameter and how it varies with asymmetries are shown here. The clock times given below are calculated assuming a square wave modulation.47
4.2 A crude estimate of the modulation amplitudes to generate 10 ppm whole detector asymmetries.48
4.3 Required field integrals for the modulation dipole pair to generate relatively pure position and angle at the target from OptiM are shown here. Coil currents to produce such field integrals are calculated. The ratio between coil current in 2nd and 1st coil is defined as the "tune". A negative tune signifies opposite current in the two coils.52
4.4 Basic properties of the air core MAT coils used for the beam modulation system. . . . 56
4.5 Different beam modulation modes and related pattern numbers. In single coil mode, just one coil was pulsed and the response was a linear combination of position and angle.

In pair of coils, two coils were pulsed at a time to produce relatively pure position or angle.
4.6 Summary of orbit excursions from the machine protection simulation. . . . . . . . . . . 67
5.1 A typical amplitudes used for driven beam modulation (column 2). Columns 3 and 4 provide typical average monthly results measured during Run 2 for the helicity correlated beam parameter differences $\Delta T_{i}$ and detector sensitivities $\partial A / \partial T_{i}$ for the beam parameters i listed in the first column. The total HCBA for this example is only 0.4 ppb . The uncertainties associated with $\Delta T_{i}$ and $\partial A / \partial T_{i}$ are discussed in the text [12].75
5.2 The design parameters for the QTor corrector magnet. ..... 86
5.3 BPM position resolution at beam current of $145 \mu \mathrm{~A}$. ..... 90
5.4 Summary of helicity correlated pedestal survey. ..... 100
6.1 The transverse $N \rightarrow \Delta$ data set. The runs with vertical transverse polarization are in parentheses, the rest are from horizontal transverse polarization. Data collected in an hour was defined as run. The beam currents are shown in second to last row. Total charge on target in Coulombs is shown in the bottom row. ..... 102
6.2 Beam parameter differences for the Hydrogen horizontal and vertical transverse data sets. The X differences are higher compared to Y differences. ..... 105
6.3 Asymmetries from different regression schemes, along with the raw asymmetry, are shown for horizontal and vertical transverse data sets from Run 2 Pass 5 database. Corrections are small ( $\lesssim 4 \%$ ) compared to the amplitude of the measured asymmetry. The schemes without and with charge as regression variable are shown separately. Set 5 and 6 were not available due to failure of BPM 9 b during Run 2. Set 9 was ignored for this analysis as it used the upstream luminosity monitor as an independent variable (more details about regression variables are in APPENDIX G).110
6.4 Fit scheme dependence of the measured asymmetry. The fit function was varied to observe the effect on measured regressed asymmetry. The difference in asymmetry between case 1 and rest are shown. Biggest offset comes from the possible phase shift.
6.5 Summary of uncertainties on measured asymmetry for combined horizontal and vertical data sets. The relative uncertainties are also shown in the table.116
6.6 Beam polarization using Møller polarimeter for Run 2 transverse data set [20]. ..... 116
6.7 Measured asymmetry on aluminum target. ..... 118
6.8 Summary of input quantities to extract the BNSSA. The measured regressed asymmetry is corrected for detector acceptance using the factor provided in the table. The table shows the contributions of normalization factors on $\epsilon_{\text {reg }}$, then the properly normalized contributions from other sources. Background corrections listed here include $M_{\text {total }} B_{b i} f_{b i} /\left(1-f_{\text {total }}\right)$. Uncertainties in BNSSA due to dilution fraction and background asymmetry uncertainties are noted separately.125
6.9 Measured regressed five-parameter asymmetries in inelastic electron-nucleon scattering for transverse polarized beam. Horizontal and vertical transverse data set are shown
Table Page
separately. The combined (error weighted average) asymmetries are also noted. Theinelastic peak is at QTor current 6700 A . The other QTor currents were taken to improvethe simulation for elastic radiative tail. The first uncertainty represents statisticalcontribution, whereas second represents systematic contribution. The missing mass,$W$, at the inelastic peak $(6700 \mathrm{~A})$ is 1.2 GeV .129
A. 1 The components of beam modulation bench test. ..... 134
D. 1 Inelastic $\mathrm{N} \rightarrow \Delta$ hydrogen: new weights for range 16065-16066 from run 16065. Used in map file qweak_maindet.16065-16066.map. ..... 171
D. 2 Inelastic $\mathrm{N} \rightarrow \Delta$ hydrogen: new weights for range 16129-16132 from run 16132. Used in map file qweak_maindet.16129-16132.map. ..... 171
D. 3 Inelastic $\mathrm{N} \rightarrow \Delta$ hydrogen: new weights for range 16133-16137 from run 16135. Used in map file qweak_maindet.16133-16137.map. ..... 172
D. 4 Inelastic $\mathrm{N} \rightarrow \Delta$ hydrogen: new weights for range 16152-16158, from run 16152. Used in map file qweak_maindet.16152-16158.map. ..... 173
D. 5 Inelastic $\mathrm{N} \rightarrow \Delta$ aluminum: new weights for ranges 16067-16069 and 16115-16124 from run 16067. Used in map files qweak_maindet.16067-16069.map and qweak_maindet.16115- 16124.map. ..... 173
D. 6 Inelastic $\mathrm{N} \rightarrow \Delta$ aluminum: new weights for range 16160-16161, from run 16160. Used in map file qweak_maindet.16160-16161.map. ..... 174
D. 7 Inelastic $\mathrm{N} \rightarrow \Delta$ carbon: new weights for range 16148-16151, from run 16148. Used in map file qweak_maindet.16148-16151.map. ..... 174
D. 8 Systematic error table. ..... 176
D. 9 Barsum and PMTavg asymmetries. ..... 176
D. 10 MD Sensitivities for X and Y . ..... 177
D. 11 MD Sensitivities for $\mathrm{X}^{\prime}$ and $\mathrm{Y}^{\prime}$. ..... 183
D. 12 MD Sensitivities for E and $\mathrm{A}_{Q}$. ..... 183
D. 13 Regression scheme dependence of measured main detector transverse asymmetry from Run 2 Pass 5 for vertical transverse polarization. ..... 183
D. 14 Regression scheme dependence of measured main detector transverse asymmetry from Run-II Pass5 for horizontal transverse polarization. ..... 184
D. 15 Correction on measured main detector transverse asymmetry from Run 2 Pass5 due to regression scheme dependence. ..... 184
D. 16 Regression time dependence ..... 184
D. 17 Cut dependence. ..... 184
G. 1 Summary of the variables used in different regression schemes used [21]. ..... 198

## SECTION 1

## INTRODUCTION

The Q-weak experiment at the Thomas Jefferson National Accelerator Facility, USA, (TJNAF or JLab) is aimed at determining the weak charge of the proton by measuring the parity-violating asymmetry of elastic electron-proton scattering at a low four-momentum-transfer squared $\left(Q^{2}\right)$. The weak charge of the proton in the Standard Model (SM) is suppressed (very small in magnitude) and any significant deviation from the SM prediction found in this high precision measurement would suggest of new physics.

The Q-weak experiment is a rich program and consists of several auxiliary physics measurements. Measurement of parity-violating asymmetries in the N -to- $\Delta$ transition, which provides information about the axial transition form factor, is the topic of other theses. There is also a parity conserving beam normal single spin asymmetry or transverse asymmetry $\left(B_{n}\right)$ generated in the scattering of transversely polarized electrons from unpolarized nucleons which is proportional to the imaginary part of the two-photon exchange amplitude. If the size of $B_{n}$ is a few ppm, then a few percent residual transverse polarization in the beam, combined with small broken azimuthal symmetries in the detector, would require a few ppb correction to the Q-weak data. As part of a program of $B_{n}$ background studies, we made the first measurement of $B_{n}$ in the N-to- $\Delta$ (1232) transition.

### 1.1 Thesis Outline

This dissertation will present a preliminary analysis of the beam normal single spin asymmetry measured from the inelastic electron-proton scattering using the Q-weak apparatus. Another main focus of this thesis is the design, testing and operation of the beam modulation system designed to measure and correct for any false asymmetry. The outline of this dissertation is as follows:

- Chapter 1: INTRODUCTION - an introduction and motivation for the Q -weak experiment.
- Chapter 2: THEORY - a brief overview of the theory of beam normal single spin asymmetry measurements.
- Chapter 3: EXPERIMENTAL SETUP - a brief description of the experimental apparatus.
- Chapter 4: BEAM MODULATION - provides a detailed description of the beam modulation system emphasizing the work I have done on the design, hardware assembly, and operation.
- Chapter 5: BEAMLINE OPTICS AND FALSE ASYMMETRIES - application of beam modulation system, beamline characterization, and pedestal survey. This chapter present a summary of my other contributions to the Q-weak experiment to assist the main measurement of the weak charge of the proton.
- Chapter 6: BEAM NORMAL SINGLE SPIN ASYMMETRY - describes my work on the data analysis and treatment of systematic uncertainties of the beam normal single spin asymmetry in inelastic electron-proton scattering.
- Chapter 7: SUMMARY OF CONTRIBUTIONS AND CONCLUSIONS - a summary of this work and the analysis status.


### 1.2 The Standard Model and the Electroweak Interaction

The development of the SM in the twentieth century is one of the greatest achievements of particle physics, which is a theory concerning the electromagnetic, weak, and strong nuclear interactions [22]. The SM states that quarks and leptons are the fundamental particles which comprise all matter, and they interact through strong, weak, and electromagnetic fundamental interactions by exchanging force carrier particles. A summary of the SM particles with their mass, charge, and spin is shown in Figure 1.1. The weak interaction is unique among the four known forces since this is the only force known to violate parity. A parity transformation is defined as a discrete change of spatial coordinates from $(x, y, z)$ to $(-x,-y,-z)$. The electromagnetic and weak interactions have been unified in an electroweak theory, which is one of the several successes of the SM. The Prescott experiment [23] at the Stanford Linear Accelerator Center (SLAC) helped confirm the SM predictions of the weak neutral current for the first time [24-26] by measuring the parity violating asymmetry in deep inelastic electron-deuteron scattering. This experimental verification of a prediction of the SM raised the acceptance of the SM over the other theories of particle physics at the time. Over the past half-a-century, the general structure of the SM has been confirmed by many experiments.

Despite many successes, there are many unresolved issues due to which the SM cannot be claimed as a complete theory. Some such drawbacks are that the SM does not account for dark matter, dark energy or gravity. The recently observed $3 \sigma$ deviation of the anomalous magnetic moment of


Figure 1.1 The Standard Model of elementary particles [1]. The three generations of matter, gauge bosons are shown in the fourth column, whereas the newly discovered Higgs boson in the fifth.
muon [27] at Brookhaven National Laboratory could also be related to particle physics beyond the SM.

The SM incorporates parity violation by expressing the weak interaction as a chiral gauge interaction. Over the last couple of decades, parity-violating electron scattering (PVES) has become an important experimental tool to investigate the contribution of the quark-antiquark sea ${ }^{1}$ of the nucleon to its electromagnetic structure. Advancing technologies and improved experimental techniques have allowed us to do challenging experiments to measure parity-violating asymmetries at the parts-per-billion level. Figure 1.2 shows a brief history of the measured asymmetry in different PVES experiments. The difficulty level of an experiment increases with the decrease of the size and precision of the asymmetry. The Q-weak experiment is expected to measure the most precise value of the PV asymmetry in electron-proton scattering to date (see Figure 1.2).
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Figure 1.2 Q-weak will be the most precise (relative and absolute) PVES result to date. Technical progress over three decades since E122 has lead to smaller measured asymmetries and smaller absolute and fractional uncertainties on the asymmetries [2].

### 1.3 The Q-weak Experiment

The SM makes a firm prediction of the weak charge of the proton $\left(Q_{W}^{p}\right)$ based on the running ( $Q^{2}$ evolution) of the weak mixing angle $\sin ^{2} \theta_{W}$ from the $Z^{0}$ pole mass down to low energies. Any significant deviation of $\sin ^{2} \theta_{W}$ from the SM prediction at low $Q^{2}$ would be a signal of new physics, whereas agreement would place new and significant constraints on possible SM extensions. The weak charge of the proton is very small in magnitude in the SM (as shown in Table 1.1), and a precise measurement will challenge the SM predictions and search for new physics.

Table 1.1 The electromagnetic and weak charges of the up and down quarks, proton and neutron in the Standard Model. The third column gives the respective weak charges in terms of quark vector couplings $C_{1 u}$ and $C_{1 d}$. At tree level, the weak charges can be written as a function of the weak mixing angle $\left(\theta_{W}\right)$.

| Particle | EM Charge | Weak Charge |  |  |
| :---: | :---: | :---: | :---: | :---: |
| u | $2 / 3$ | $-2 C_{1 u}$ | $1-(8 / 3) \sin ^{2} \theta_{W}$ | $\sim 1 / 3$ |
| d | $1 / 3$ | $-2 C_{1 d}$ | $1-(8 / 3) \sin ^{2} \theta_{W}$ | $\sim 1 / 3$ |
| p (uud) | 1 | $-2\left(2 C_{1 u}+C_{1 d}\right)$ | $1-4 \sin ^{2} \theta_{W}$ | $\sim 0.07$ |
| n (udd) | 0 | $-2\left(2 C_{1 u}+C_{1 d}\right)$ |  | $\sim 1$ |



Figure 1.3 The Feynman diagrams for the parity conserving and parity violating semileptonic electroweak tree level interactions. The electromagnetic interaction (left) is mediated via the exchange of a virtual photon whereas a $Z^{0}$ boson is exchanged during neutral-weak interaction (right).

Neutral current electron-proton scattering can involve either an exchange of a photon or a $Z^{0}$ boson (Figure 1.3). The amplitude from the weak neutral-current exchange is highly suppressed, due to the large mass of the $Z^{0}$ boson. This interaction can be accessed through the violation of parity in the weak interaction and asymmetry is formed. The total cross section for neutral-current exchange is

$$
\begin{equation*}
\mathcal{M}_{\text {total }} \approx\left|\mathcal{M}_{E M}+\mathcal{M}_{\text {weak }}\right|^{2} \approx\left|\mathcal{M}_{E M}\right|^{2}+2 \Re \mathcal{M}_{E M}^{*} \mathcal{M}_{\text {weak }}+\left|\mathcal{M}_{\text {weak }}\right|^{2} \tag{1.3.1}
\end{equation*}
$$

where $\mathcal{M}_{E M}$ and $\mathcal{M}_{\text {weak }}$ are the amplitudes for the exchange of a photon and $Z^{0}$ boson, respectively. The sign of $\mathcal{M}_{\text {weak }}$ changes the sign of the interference term under a parity transformation. Experimentally, this is achieved by changing the helicity of a longitudinally polarized electron scattering from an unpolarized nucleon. The parity-violating asymmetry is then defined as

$$
\begin{equation*}
A_{P V}=\frac{\sigma^{+}-\sigma^{-}}{\sigma^{+}+\sigma^{-}} \tag{1.3.2}
\end{equation*}
$$

where $\sigma^{+}\left(\sigma^{-}\right)$is the cross section for the electrons scattering with spin polarized parallel (antiparallel) to their direction of motion. Given that $\left|\mathcal{M}_{\text {weak }}\right| \ll\left|\mathcal{M}_{E M}\right|$, this asymmetry reduces to being proportional to

$$
\begin{equation*}
A_{P V} \sim \frac{2 \mathcal{M}_{\text {weak }} \mathcal{M}_{E M}}{\left|\mathcal{M}_{E M}\right|^{2}} \tag{1.3.3}
\end{equation*}
$$

At tree level ${ }^{2}$ (lowest order diagrams), the full form of the asymmetry for electron-proton scattering can be written as [16]

$$
\begin{equation*}
A_{P V}=\left[\frac{-G_{F} Q^{2}}{4 \sqrt{2} \pi \alpha}\right]\left[\frac{\varepsilon G_{E}^{p \gamma} G_{E}^{p Z}+\tau G_{M}^{p \gamma} G_{M}^{p Z}-\left(1-4 \sin ^{2} \theta_{W}\right) \varepsilon^{\prime} G_{M}^{p \gamma} G_{A}^{e}}{\varepsilon\left(G_{E}^{p \gamma}\right)^{2}+\tau\left(G_{M}^{p \gamma}\right)^{2}}\right] \tag{1.3.4}
\end{equation*}
$$

where the Fermi constant is denoted by $G_{F}$. The kinematic factors in terms of proton mass $M$, scattering angle $\theta$, and four-momentum transfer squared $Q^{2}$ are given by

$$
\begin{equation*}
\varepsilon=\frac{1}{1+2(1+\tau) \tan ^{2} \frac{\theta}{2}}, \varepsilon^{\prime}=\sqrt{\tau(1+\tau)\left(1-\varepsilon^{2}\right)}, \tau=\frac{Q^{2}}{4 M} \tag{1.3.5}
\end{equation*}
$$

the neutral weak form factors for the proton can be expressed in terms of the electromagnetic form factors as

$$
\begin{equation*}
G_{E, M}^{p Z}=\left(1-4 \sin ^{2} \theta_{W}\right) G_{E, M}^{p \gamma}-G_{E, M}^{n \gamma}-G_{E, M}^{s} \tag{1.3.6}
\end{equation*}
$$

The weak charge of the proton in the SM is given by

$$
\begin{equation*}
Q_{W}^{p}=\left(1-4 \sin ^{2} \theta_{W}\right) \tag{1.3.7}
\end{equation*}
$$

Defining

$$
\begin{equation*}
A_{0}=\frac{-G_{F} Q^{2}}{4 \sqrt{2} \pi \alpha} \tag{1.3.8}
\end{equation*}
$$

and using equations $1.3 .4,1.3 .5,1.3 .6,1.3 .7$, the reduced asymmetry, $\frac{A_{P V}}{A_{0}}$, can be written as
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$$
\begin{align*}
\frac{A_{P V}}{A_{0}}= & {\left[\frac{\varepsilon G_{E}^{p \gamma}\left(Q_{W}^{p} G_{E}^{p \gamma}-G_{E}^{n \gamma}-G_{E}^{s}\right)+\tau G_{M}^{p \gamma}\left(Q_{W}^{p} G_{M}^{p \gamma}-G_{M}^{n \gamma}-G_{M}^{s}\right)-\left(1-4 \sin ^{2} \theta_{W}\right) \varepsilon^{\prime} G_{M}^{p \gamma} G_{A}^{e}}{\varepsilon\left(G_{E}^{p \gamma}\right)^{2}+\tau\left(G_{M}^{p \gamma}\right)^{2}}\right] }  \tag{1.3.9}\\
& =Q_{W}^{p}+\left[(-1) \frac{\varepsilon G_{E}^{p \gamma} G_{E}^{n \gamma}+\tau G_{M}^{p \gamma} G_{M}^{n \gamma}}{\varepsilon\left(G_{E}^{p \gamma}\right)^{2}+\tau\left(G_{M}^{p \gamma}\right)^{2}}\right]+\left[(-1) \frac{\left(1-4 \sin ^{2} \theta_{W}\right) \varepsilon^{\prime} G_{M}^{p \gamma} G_{A}^{e}}{\varepsilon\left(G_{E}^{p \gamma}\right)^{2}+\tau\left(G_{M}^{p \gamma}\right)^{2}}\right] \tag{1.3.10}
\end{align*}
$$
\]

The total reduced asymmetry then can be expressed as a combination of three reduced asymmetries as following

$$
\begin{equation*}
\frac{A_{P V}}{A_{0}}=A_{Q-\text { weak }}+A_{\text {hadronic }}+A_{\text {axial }} \tag{1.3.11}
\end{equation*}
$$

Here, the individual asymmetries are

$$
\begin{gather*}
A_{Q-\text { weak }}=Q_{W}^{p}  \tag{1.3.12}\\
A_{\text {hadronic }}=Q_{W}^{n}\left[\frac{\varepsilon G_{E}^{p \gamma} G_{E}^{n \gamma}+\tau G_{M}^{p \gamma} G_{M}^{n \gamma}}{\varepsilon\left(G_{E}^{p \gamma}\right)^{2}+\tau\left(G_{M}^{p \gamma}\right)^{2}}\right],  \tag{1.3.13}\\
A_{\text {axial }}=-G_{A}^{e}\left[\frac{\left(1-4 \sin ^{2} \theta_{W}\right) \varepsilon^{\prime} G_{M}^{p \gamma}}{\varepsilon\left(G_{E}^{p \gamma}\right)^{2}+\tau\left(G_{M}^{p \gamma}\right)^{2}}\right], \tag{1.3.14}
\end{gather*}
$$

where the contribution from the strange form factors is ignored.
Under the kinematic condition of $\theta \rightarrow 0, \varepsilon \rightarrow 1$, and $\tau \ll 1$, the asymmetry simplifies as

$$
\begin{equation*}
\frac{A_{P V}}{A_{0}}=Q_{W}^{p}+Q^{2} B\left(Q^{2}, \theta\right) \tag{1.3.15}
\end{equation*}
$$

where the $\mathrm{B}\left(Q^{2}, \theta\right)$ term contains the hadronic contribution to the asymmetry and is about $30 \%$. Previous PVES experiments at higher $Q^{2}$ constrain this latter contribution.

The goal of the Q-weak experiment is to measure this parity violating asymmetry ( $\sim 250 \mathrm{ppb}$ ) in elastic electron-proton scattering at $Q^{2}=0.025(\mathrm{GeV} / \mathrm{c})^{2}$ and forward angles to determine the proton's weak charge with $4 \%$ combined statistical and systematic uncertainties [16]. The experiment will also provide a $\sim 0.3 \%$ measurement of the weak mixing angle. A 2200 hours measurement using a $88 \%$ polarized electron beam of $180 \mu \mathrm{~A}$ on a 35 cm liquid Hydrogen target was performed during 2010-2012.

### 1.4 Inelastic Parity Violating Asymmetry

In addition to measuring the elastic PV asymmetry for Q -weak, dedicated data were taken to extract the inelastic PV asymmetry in electron-proton scattering. During normal production running, the detector signals were integrated. There is no way to separate the inelastic signal from the elastic signal. The inelastic asymmetry is expected to be a factor of 10 larger than the elastic asymmetry and the dilution was estimated to be as high as $0.2 \%$. This meant a potential $2 \%$ inelastic contribution in the elastic asymmetry and hence, it was critical to measure and correct for it. The inelastic contribution in the Q-weak acceptance is mainly dominated by the production of the $\Delta$ resonance.

### 1.4.1 The $\Delta$ Resonance

The $\Delta$ is the first resonance of the nucleon with nucleon spin $J=3 / 2$ and mass 1232 MeV . In the ground state, the total spin of the proton is $J=1 / 2$, which is the sum of the spins of its constituent quarks (uud). The nucleon has two valence quark spins aligned parallel and one antiparallel. Therefore, only two possible flavor states (uud, udd) exist corresponding to isospin $1 / 2$, protons and neutrons, whereas the $\Delta$ baryons have all three quark spins aligned parallel [28]. A list of allowed $\Delta$ resonance states and their properties is given in Table 1.2.

Table 1.2 Nucleons and $\Delta$ resonances and their associated properties. The $\Delta^{++}$and $\Delta^{-}$require the nucleon to undergo a spin flip and a quark flavor change given the initial state was a nucleon. Whereas, the $\Delta^{+}$and the $\Delta^{0}$ can be created from the proton and nucleon, respectively, with solely a quark spin flip.

| Particle | Quarks | EM Charge | Spin | Isospin | $I_{3}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| p | uud | +1 | $\uparrow \uparrow \downarrow$ | $1 / 2$ | $+1 / 2$ |
| n | udd | 0 | $\uparrow \downarrow \downarrow$ | $1 / 2$ | $-1 / 2$ |
| $\Delta^{++}$ | uuu | +2 | $\uparrow \uparrow \uparrow$ | $3 / 2$ | $+3 / 2$ |
| $\Delta^{+}$ | uud | +1 | $\uparrow \uparrow \uparrow$ | $3 / 2$ | $+1 / 2$ |
| $\Delta^{0}$ | udd | 0 | $\uparrow \uparrow \uparrow$ | $3 / 2$ | $-1 / 2$ |
| $\Delta^{-}$ | ddd | -1 | $\uparrow \uparrow \uparrow$ | $3 / 2$ | $-3 / 2$ |

A photon or Z boson can interact with a nucleon and flip the spin of one of the quarks to make them all parallel to produce a $\Delta$ baryon. Only a $\Delta^{+}$or $\Delta^{0}$ can be created by this kind of interaction if the target particle is a proton or neutron, respectively. On the other hand, in charged current scattering, a quark can change flavor and flip the spin to produce $\Delta^{++}$and $\Delta^{-}$. An electron-proton interaction that induces a quark spin flip can reveal information about how the
quark spin is redistributed during the transition. For the Q -weak experiment where the interactions were predominantly electron-proton, only the relevant resonance $\Delta^{+}$is considered.


Figure 1.4 The schematic diagram for inelastic electron-proton scattering [3]. The incident electron (e) interacts with the proton (p) and loses energy ( $\mathrm{e}^{\prime}$ ). The lost energy is transferred to the proton, which is excited to its first resonance $\left(\Delta^{+}\right)$then decays to a pion and a nucleon.

In inelastic PV electron-proton scattering, the incident electron interacts with the proton and loses energy. The proton absorbs this energy and get excited to its first resonance $\left(\Delta^{+}\right)$, then decays to a pion $(\pi)$ and a nucleon (as shown in Figure 1.4). The parity-violating asymmetry in the nucleon $\rightarrow \Delta$ transition can be expressed as $[29,30]$

$$
\begin{equation*}
A_{P V}^{i n}=\left[\frac{-G_{F} Q^{2}}{4 \sqrt{2} \pi \alpha}\right]\left[\Delta_{(1)}^{\pi}+\Delta_{(2)}^{\pi}+\Delta_{(3)}^{\pi}\right] \tag{1.4.1}
\end{equation*}
$$

where $\Delta_{(1)}^{\pi}$ contains the resonant terms, which are all isovector, $\Delta_{(2)}^{\pi}$ contains the nonresonant terms including both isovector and isoscalar, and $\Delta_{(3)}^{\pi}$ contains all axial-vector couplings at the hadron vertex. The asymmetry for the $\mathrm{N} \rightarrow \Delta$ transition was measured as a part of the Q-weak background studies.

### 1.5 The Beam Normal Single Spin Asymmetry

The beam normal single spin asymmetry (BNSSA) is generated by polarized electrons when scattered from unpolarized protons and is a possible background asymmetry in parity violating electron scattering experiments (PVES). The BNSSA is a parity conserving asymmetry and can be expressed as

$$
\begin{equation*}
B_{n}=\frac{\sigma^{\uparrow}-\sigma^{\downarrow}}{\sigma^{\uparrow}+\sigma^{\downarrow}}, \tag{1.5.1}
\end{equation*}
$$

where $\sigma^{\uparrow, \downarrow}$ are cross sections with incoming electrons polarized up or down, perpendicular to the scattering plane. Theoretical calculations [31] indicate that the size of this asymmetry can be several orders of magnitude larger than that of the parity violating asymmetry. For a precision experiment like Q-weak, it was important to estimate the background due to BNSSA and, therefore, a dedicated measurement was performed.

Elastic electron-nucleon scattering in the one-photon exchange approximation gives a direct access to the electromagnetic form factors of the nucleon which contain information about its structure. The ratio of the proton's electric to magnetic form factors ( $G_{E p} / G_{M_{p}}$ ) has been measured precisely up to large momentum transfer $\left(Q^{2}\right)$ in precision experiments using two different methods, namely the polarization transfer $[32,33]$ and unpolarized measurements [34-36] using the Rosenbluth separation technique. These two different methods shows inconsistent results. This puzzle may be explained by a two-photon exchange amplitude as shown in Ref. [37]. A beam normal single spin asymmetry measurement provides direct access to the two-photon exchange process which is required to properly estimate the electron-nucleon scattering cross-sections beyond the Born approximation.

### 1.6 Inelastic Beam Normal Single Spin Asymmetry

The size of $B_{n}$ is at least a few ppm, so a few percent residual transverse polarization in the beam, in addition to potentially small broken azimuthal asymmetries in the main detector, might lead to few ppb corrections to the Q -weak data. As part of a program of $B_{n}$ background studies, we made the first measurement of $B_{n}$ in the $\mathrm{N} \rightarrow \Delta(1232)$ transition using the Q -weak apparatus. In this dissertation, I will present the analysis of the transverse asymmetry in inelastic electron-proton scattering at beam energy $E_{\text {beam }}=1.155 \mathrm{GeV}$, scattering angle $\theta=8.3^{\circ}$, and missing mass $W=$ 1.2 GeV .

## SECTION 2

## THEORY

The electromagnetic form factors are the fundamental quantities of theoretical and experimental interest as they encode extensive information on the internal structure of the hadron [38]. These electromagnetic form factors express the non-local nature of the nucleon in its interactions with photons and have been studied extensively as the basic observables of the nucleon compositeness [39]. The increased precision of the electron-proton scattering experiments allowed the extraction of the form factors and using two methods: the Rosenbluth method - also known as the longitudinaltransverse separation technique [34, 40, 41] , and the polarization-transfer technique [32,33]. The two methods show incompatible results when considered in the one-photon exchange approximation, called the Born approximation, to extract the form factors. It is important to find an explanation of this discrepancy for the use of the electron-proton scattering as a precise and reliable tool in hadronic physics. Theoretical studies [42,43] have indicated that the discrepancy could be partially resolved by including higher-order two-photon exchange corrections in the analysis in addition to the lowest-order one-photon exchange approximation. The calculation in Ref. [42] for the two-photon exchange diagrams considered only nucleons in the intermediate state. However, the $\Delta$ resonance has an important role in many hadronic reactions and it is essential to evaluate its contribution to the two-photon exchange in electron-proton scattering.


Figure 2.1 Electron-proton $\rightarrow$ electron- $\Delta$ transition in the one-photon exchange process.

### 2.1 Electron Scattering Beyond the Born Approximation

Beyond the Born approximation, the calculation of the amplitude of the scattering process becomes very complicated. Two or more photons are exchanged in the scattering process and one
needs to include all of the excited states of the proton. There are several existing models to calculate multi-photon processes [44], but they are incomplete.


Figure 2.2 The beam normal single spin asymmetry in inelastic electron-nucleon scattering with $\Delta$ in the final state of the two-photon exchange process. The nucleon as the intermediate state is shown in the left, whereas $\Delta$ as intermediate state is shown in the right.

### 2.1.1 Two-photon Exchange

In elastic electron-proton scattering at leading order involves the exchange of a single photon (see Figure 2.1), followed by higher-order processes such as two-photon exchange (as shown in Figure 2.2). In the Born approximation this is usually approximated as a one-photon. This approximation is possible due to the small value of the electromagnetic coupling constant $\alpha \sim 1 / 137$. The higher order processes, such as two-photon exchange, are treated as radiative corrections. The two-photon exchange process involves the exchange of two virtual photons with an intermediate hadronic state that includes the ground state and all the excited states. In the analysis of the form-factor for electron-proton scattering, the contribution of the two-photon exchange amplitude is assumed to be very small [45]. The real (or dispersive) part of this amplitude is obtained by comparing electronproton and positron-proton scattering cross sections. The calculations of the two-photon amplitude can be divided into two categories: unexcited intermediate proton states and excited intermediate proton states. The effect of the two-photon exchange contribution with an intermediate $\Delta$ resonance on the elastic electron-proton scattering cross section is smaller in magnitude than the nucleon contribution [39].

The first experimental evidence for the importance of the proper treatment of the two-photon exchange was seen with the measurement [32] of the protons electric ( $G_{E}$ ) and magnetic form factor $\left(G_{M}\right)$ ratio using the polarization transfer technique [46]. This is a complementary measurement to the Rosenbluth separation technique [47]. The discrepancy in the form factors extracted between


Figure 2.3 Ratio $\mu_{p} G_{E} / G_{M}$ extracted from the polarization transfer (filled diamonds) and LT measurements (open circles). The figure (a) and (b) shows LT separations without and with the two-photon exchange corrections applied to the cross sections, respectively. Figures are from Ref. [4].
the Rosenbluth separation and the polarization transfer techniques using the one-photon exchange approximation is shown in Figure 2.3 (a) [4]. The form factor results start to deviate above $Q^{2}$ of $1(\mathrm{GeV} / \mathrm{c})^{2}$. After applying the two-photon exchange correction, the discrepancy seems to be resolved between the two methods, as shown in Figure 2.3 (b) [4]. The two-photon exchange calculations are not complete and have not been tested over a wider range of kinematics.

Another question naturally arises whether other higher-mass resonances could also have a nonnegligible contribution to the two-photon exchange correction such as the $\Delta(1232)$ resonance [31]. The effects turn out to be not too important, as shown by Kondratyuk and Blunden [48] by generalizing the calculation to full spectrum of the most important hadron resonances as intermediate states involving spin $1 / 2$ and $3 / 2$ resonances.

### 2.2 Experimental Observation of Beam Spin Asymmetry

The beam spin asymmetries are time-reversal odd, parity conserving observables which vanish in the Born approximation. The beam spin asymmetry is an observable of the imaginary part of the two-photon exchange amplitude and can be extracted by observing only the electron (as shown in Figures 2.1 and 2.2). The asymmetry arises from the interference of the imaginary part of the two-photon exchange and one-photon exchange amplitude. Since the one-photon amplitude is real, only the imaginary part of the two-photon amplitude contributes to the beam spin asymmetry. The asymmetry is due to an electron helicity flip. The asymmetry can be obtained either by polarizing
the target perpendicular (transverse) to the incoming unpolarized electron beam, or by a transversely polarized beam on an unpolarized target. The asymmetry in the first case is known as target normal single spin asymmetry $\left(A_{n}\right)$ while the latter case is called the beam normal single spin asymmetry $\left(B_{n}\right)$. The measured asymmetry can be expressed as

$$
\begin{equation*}
\epsilon_{M}=\frac{\sigma^{\uparrow}-\sigma^{\downarrow}}{\sigma^{\uparrow}+\sigma^{\downarrow}}=\frac{\Im\left[\sum_{\text {spins }}\left(\mathcal{M}^{\gamma}\right)^{*}\left(A b s \mathcal{M}^{\gamma \gamma}\right)\right]}{\sum_{\text {spins }}\left|\mathcal{M}^{\gamma}\right|^{2}} \tag{2.2.1}
\end{equation*}
$$

where $\sigma^{\uparrow, \downarrow}$ are cross sections with incoming electrons polarized up or down, perpendicular to the scattering plane. Here, $\Im$ is the imaginary part and $A b s \mathcal{M}^{\gamma \gamma}$ is a sum over all the possible intermediate states in the two-photon exchange process. The cross section can be parameterized using six invariant amplitudes $\tilde{G}_{E}\left(\nu, Q^{2}\right), \tilde{G}_{M}\left(\nu, Q^{2}\right)$, and $\tilde{F}_{i}\left(\nu, Q^{2}\right)$, which are complex functions of the $Q^{2}$ and $\nu$. Here $\nu=K \cdot P$, where K and P are the average of the incoming electron and outgoing proton four-momenta, respectively [49,50]. In the Born approximation, the complex electromagnetic form factors become the usual Pauli and Sachs form factors of the nucleon, $\tilde{G}_{E}\left(\nu, Q^{2}\right) \rightarrow G_{E}\left(Q^{2}\right)$, $\tilde{G}_{M}\left(\nu, Q^{2}\right) \rightarrow G_{M}\left(Q^{2}\right)$, and $\tilde{F}_{i}\left(\nu, Q^{2}\right) \rightarrow 0$. Since $\tilde{F}_{i}$ and the phases of $\tilde{G}_{E}$ and $\tilde{G}_{E}$ vanish in the Born approximation, they must originate from processes involving at least the exchange of two photons. After Born approximation, using this parameterization, with the virtual photon polarization parameter,

$$
\begin{equation*}
\varepsilon=\frac{\nu^{2}-M^{4} \tau(1+\tau)}{\nu^{2}+M^{4} \tau(1+\tau)} \tag{2.2.2}
\end{equation*}
$$

the beam normal single spin asymmetry can be expressed as [51]

$$
\begin{align*}
B_{n}= & \frac{2 m_{e}}{Q} \sqrt{2 \varepsilon(1-\varepsilon)} \sqrt{1+\frac{1}{\tau}}\left(G_{M}^{2}+\frac{\varepsilon}{\tau} G_{E}^{2}\right)^{-1}  \tag{2.2.3}\\
& \times\left[-\tau G_{M} \Im\left(\tilde{F}_{3}+\frac{1}{1+\tau} \frac{\nu}{M^{2}} \tilde{F}_{5}\right)-G_{E} \Im\left(\tilde{F}_{4}+\frac{1}{1+\tau} \frac{\nu}{M^{2}} \tilde{F}_{5}\right)\right]+\mathcal{O}\left(e^{4}\right)
\end{align*}
$$

whereas the target normal spin asymmetry can be written as

$$
\begin{align*}
A_{n}= & \sqrt{\frac{1 \varepsilon(1+\varepsilon)}{\tau}}\left(G_{M}^{2}+\frac{\varepsilon}{\tau} G_{E}^{2}\right)^{-1}  \tag{2.2.4}\\
& \times\left[-G_{M} \Im\left(\delta \tilde{G}_{E}+\frac{\nu}{M^{2}} \tilde{F}_{3}\right)+G_{E} \Im\left(\delta \tilde{G}_{M}+\frac{2 \varepsilon}{1+\varepsilon} \frac{\nu}{M^{2}} \tilde{F}_{3}\right)\right]+\mathcal{O}\left(e^{4}\right)
\end{align*}
$$

An ultra-relativistic particle can be polarized in the direction normal to its momentum with a suppression factor $m / E$, where $m$ is the mass and $E$ is the energy of the particle [52]. The suppression
factor for the electron with beam energy in the 1 GeV range is of order $10^{-4}$ to $10^{-3}$. The resulting beam normal single spin asymmetry is expected to be of order $10^{-6}$ to $10^{-5}$, whereas the targetnormal spin asymmetry is of order $10^{-2}$ [52].


Figure 2.4 The schematic of transverse electron-nucleon scattering reaction. The electron spin is polarized in the vertical transverse direction. The initial (final) momentum of the electron is given by $\vec{K}\left(\vec{K}^{\prime}\right)$.

### 2.2.1 Measurement of the Beam Normal Single Spin Asymmetry

The beam normal single spin asymmetry (BNSSA) is measured by scattering transversely polarized electrons from unpolarized nucleons. The measured asymmetry $\left(\epsilon_{M}\right)$ has a sinusoidal dependence about the beam axis

$$
\begin{equation*}
\epsilon_{M}(\phi)=-B_{n} \vec{S} \cdot \hat{n}=-B_{n}|\vec{S}| \sin \left(\phi-\phi_{0}\right) \tag{2.2.5}
\end{equation*}
$$

where $\vec{S}$ is the electron spin in the transverse direction, and $\hat{n}$ is the unit vector normal to the scattering plane (see Figure 2.4). Here, $\phi_{0}$ and $\phi$ are the azimuthal angles of $\vec{S}$ and the scattering plane, respectively with respect to incident plane. The beam normal single spin asymmetry can be measured and extracted from the asymmetry measured in the detectors placed at fixed scattering angle $\theta$ along the azimuthal angle $\phi$.


Figure 2.5 The two-photon exchange diagram. The filled blob represents the response of the nucleon to the scattering of the virtual photon [5, 6].

### 2.2.2 Imaginary Part of Two-photon Diagram

The imaginary part of the two-photon exchange amplitude is related to the absorptive part of the doubly virtual Compton scattering (DVCS) amplitude on the nucleon, as shown in Figure 2.5 and can be written as [53]

$$
\begin{equation*}
A b s \mathcal{M}^{\gamma \gamma}=e^{4} \int \frac{\left|\vec{k}_{1}\right|^{2} d\left|\vec{k}_{1}\right| d \Omega_{k_{1}}}{2 E_{k_{1}}(2 \pi)^{3}} \bar{u}\left(k^{\prime}\right) \gamma_{\mu}\left(\gamma k_{1}+m_{e}\right) \gamma_{\nu} u(k) \frac{1}{Q_{1}^{2} Q_{2}^{2}} W^{\mu \nu}\left(w, Q_{1}^{2}, Q_{2}^{2}\right) \tag{2.2.6}
\end{equation*}
$$

The inelastic contribution to $W^{\mu \nu}$ corresponding with the $\pi \mathrm{N}$ intermediate states in the blob of Figure $2.5^{1}$ [53] is given by

$$
\begin{align*}
W^{\mu \nu}\left(p^{\prime}, \lambda_{N}^{\prime} ; p, \lambda_{N}\right)= & \frac{1}{4 \pi^{2}} \frac{\left|\vec{p}_{\pi}\right|^{2}}{\left[\left|\vec{p}_{\pi}\right|\left(E_{\pi}+E_{n}\right)+E_{\pi}\left|\vec{k}_{1}\right| \hat{k}_{1} \cdot \hat{p}_{\pi}\right]}  \tag{2.2.7}\\
& \times \sum_{\lambda_{n}} \int d \Omega_{\pi} \bar{u}\left(p^{\prime}, \lambda_{N}^{\prime}\right) J_{\pi N}^{\dagger \mu} u\left(p_{n}, \lambda_{n}\right) \times \bar{u}\left(p_{n}, \lambda_{n}\right) J_{\pi N}^{\nu} u\left(p, \lambda_{N}\right)
\end{align*}
$$

where $p_{\pi}=\left(E_{\pi}, \vec{p}_{\pi}\right)$ and $p_{n}=\left(E_{n}, \vec{p}_{n}\right)$ are the four-momenta of the intermediate pion and nucleon states, respectively, and $k_{1}=-\vec{p}_{\pi}-\vec{p}_{n}$. The integration runs over the polar and azimuthal angles of the intermediate pion, and $J_{\pi N}^{\nu}$ and $J_{\pi N}^{\dagger \mu}$ are the pion electro-production currents, describing the excitation and deexcitation of the $\pi N$ intermediate state, respectively. $u$ and $\bar{u}$ are matrix elements and can be parameterized. The inelastic contribution is dominated by the region of pion production threshold.

[^2]
### 2.3 The $\gamma^{*} \Delta \Delta$ Form Factors

The proton electromagnetic form factor is well known, experimentally. The proton $\rightarrow \Delta$ electromagnetic transition form factor is also fairly well known. For proton and $\Delta$ intermediate hadrons, vertices therefore are known except for the $\gamma^{*} \Delta \Delta$ electromagnetic vertex. The information about the $\gamma^{*} \Delta \Delta$ form factor has the potential to measure the charge radius of $\Delta$ and magnetic moment of $\Delta$. Besides there have been many theoretical interest:

- Dyson-Schwinger approach [54]
- Covariant quark model [55]
- Lattice QCD [56]

This form factor has never been measured before. No dedicated calculations exist to relate $\gamma^{*} \Delta \Delta$ form factors to cross section or asymmetry data.

### 2.4 Model Calculations

The only model calculation of the beam normal single spin asymmetry in inelastic electronnucleon scattering was performed (unpublished) by Pasquini \& Vanderhaeghen for forward angles and low energies $[7,57]$. The BNSSA as a function of the center-of-mass angle, $\theta_{c m}$, for $\Delta$ (red) and nucleon (blue) intermediate states is shown in Figure 2.6. If the intermediate hadronic states are not included in the calculation, the prediction is nearly flat as a function of the $\theta_{c m}$. This calculation was performed for lower energy than Q-weak, and an effort to extrapolate this result to the Q-weak kinematic settings is discussed in chapter 6 . The beam normal single spin asymmetry is positive and of the order of 50 ppm . The large asymmetries in the forward region are dominated by quasi-virtual Compton scattering kinematics, where one exchanged photon becomes quasi-real. The asymmetry almost exponentially varies with scattering angle.

### 2.5 Goals of the Inelastic Transverse Physics Program

The objective of the Q-weak experiment is to challenge the predictions of the Standard Model in low $Q^{2}$ range and search for new physics at the TeV scale through a $4 \%$ measurement of the weak charge of the proton via the parity-violating asymmetry ( $\sim 250 \mathrm{ppb}$ ) in elastic $\mathrm{e}+\mathrm{p}$ scattering [16]. There is a parity conserving beam normal single spin asymmetry, or transverse asymmetry, $B_{n}$ on $\mathrm{H}_{2}$ with a $\sin (\phi)$-like dependence due to the two-photon exchange. The expected magnitude of $B_{n}$ is few ppm which is an order of magnitude larger than PV asymmetry for the Q-weak and may


Figure 2.6 Inelastic transverse asymmetry model from Pasquini et al. [7]. $\Delta$ intermediate state is shown in red, N intermediate state is shown in blue, and total $(\Delta+\mathrm{N})$ contribution is shown in black.
produce a small background. Also $B_{n}$ provides direct access to the imaginary part of the twophoton exchange amplitude. It will be interesting to see the magnitude of $B_{n}$ in the $\mathrm{N} \rightarrow \Delta$ region which has never been measured before. $B_{n}$ from electron-nucleon scattering is also a unique tool to study the $\gamma^{*} \Delta \Delta$ form factors. This dissertation presents the analysis of the $9 \%$ measurement of the beam normal single spin asymmetry in inelastic electron-proton scattering at a $Q^{2}$ of 0.0209 $(\mathrm{GeV} / \mathrm{c})^{2}$. This measurement will help to improve the theoretical models on the beam normal single spin asymmetry and thereby our understanding of the doubly virtual Compton scattering process.

## SECTION 3

## EXPERIMENTAL SETUP

The Q-weak experiment (E08-016) was performed at the Thomas Jefferson National Accelerator Facility (TJNAF/JLab) [58] in Newport News, Virginia from January 2011 to May 2012 [16, 59, 60]. The goal of the Q-weak experiment is to extract the weak charge of the proton by measuring parity violating (PV) asymmetry in elastic electron-proton scattering at low momentum transfer. The Standard Model (SM) predicts this asymmetry to be $\sim-250$ parts per billion ( ppb ) and the Qweak collaboration proposed to measure this asymmetry with $2.1 \%$ statistical uncertainty. The Q-weak experiment has highly benefited from technologies developed by previous parity violating experiments such as SAMPLE [61] at the MIT/Bates Linear Accelerator Center, and G0 [62] and HAPPEX [63] at JLab. As the Q-weak PV asymmetry and its absolute uncertainty are an order of magnitude smaller than its predecessors, a dedicated design, significant improvement to hardware and software, and additional control of systematic uncertainties were needed to reach the proposed precision goals summarized in Table 3.1. A brief description of the experimental setup will be discussed in this chapter.

Table 3.1 Proposed error budget of the Q-weak experiment [16]. The second and third columns show the relative uncertainty of the parity violating asymmetry, and of the weak charge of proton, respectively. The total uncertainty is the quadrature sum of the statistical and systematic uncertainty.

| Source of Error | $\frac{\Delta A_{P V}}{A_{P V}}$ | $\frac{\Delta Q_{W}^{p}}{Q_{W}^{p}}$ |
| :--- | :---: | :---: |
|  | $2.1 \%$ | $3.2 \%$ |
| Hadronic structure | - | $1.5 \%$ |
| Beam polarization | $1.0 \%$ | $1.5 \%$ |
| Absolute $Q^{2}$ | $0.5 \%$ | $1.0 \%$ |
| Backgrounds | $0.7 \%$ | $0.7 \%$ |
| Helicity correlated beam properties | $0.5 \%$ | $0.8 \%$ |
| Total | $2.6 \%$ | $4.2 \%$ |

### 3.1 Q-weak Kinematics

In two-body elastic electron-proton scattering, an incident electron with energy $E$ and momentum $p$ scatters from a stationary proton with mass $M$. The electron scatters with energy $E^{\prime}$ and momentum $p_{0}$ at an angle $\theta$ with respect to the incident electron as shown in Figure 3.1. The energy


Figure 3.1 Sketch of the elastic electron-proton scattering process. An electron with energy ( $E$ ) and momentum $(p)$ scatters off a proton conserving the total energy of the system. $E^{\prime}$ and $p^{\prime}$ are the energy and momentum of the electron after scattering. The + helicity is denoted as the projection of the electron spin $S$ along the direction of the momentum (shown in left), whereas the - helicity is the projection of the spin opposite to the direction of the momentum (shown in right).
transfer can be expressed as $\nu=E-E^{\prime}$ and the 3 -momentum transfer as $\mathbf{q}=\mathbf{p}-\mathbf{p}^{\prime}$. Then the four momentum transfer can be defined as

$$
\begin{equation*}
Q^{2}=-q^{2}=-\left(\nu^{2}-\mathbf{q}^{2}\right) \geq 0 \tag{3.1.1}
\end{equation*}
$$

Using energy and momentum conservation for two-body scattering, the scattered energy $E^{\prime}$ and $Q^{2}$ can be written as

$$
\begin{align*}
E^{\prime} & =\frac{E}{1+2 \frac{E}{M} \sin ^{2} \frac{\theta}{2}}  \tag{3.1.2}\\
Q^{2} & =\frac{4 E^{2} \sin ^{2} \frac{\theta}{2}}{1+2 \frac{E}{M} \sin ^{2} \frac{\theta}{2}} \tag{3.1.3}
\end{align*}
$$

A dedicated tracking system was used to measure the scattering angle $\theta$ and $Q^{2}$ (more details in Section 3.12). Simulations were used to confirm the measurements. A longitudinally polarized electron beam with energy 1.155 GeV was incident on a 34.4 cm long liquid hydrogen target $\left(\mathrm{LH}_{2}\right)$. A magnetic spectrometer selected out the elastic electron-proton scattering at $Q^{2} \sim 0.025(\mathrm{GeV} / \mathrm{c})^{2}$. A summary of the basic parameters and typical operating conditions for the experiment are shown in Table 3.2. The design parameters of the experiment were chosen to minimize the contributions from the anticipated systematic uncertainties shown in Table 3.1.

Table 3.2 Basic parameters and typical operating conditions of the Q-weak experiment [16-18].

| Parameter | Value |
| :--- | :---: |
| Incident beam energy | 1.155 GeV |
| Beam polarization | $89 \%$ |
| Beam current | $180 \mu \mathrm{~A}$ |
| LH $_{2}$ target thickness | 34.4 cm |
| Cryopower | 2.5 kW |
| Production running time | 2544 hours |
| Nominal scattering angle | $7.9^{\circ}$ |
| Scattering angle acceptance | $\pm 3^{\circ}$ |
| Acceptance | $49 \% \mathrm{of} 2 \pi$ |
| Solid angle | $\Delta \Omega=43 \mathrm{msr}$ |
| Acceptance averaged $Q^{2}$ | $\left\langle Q^{2}\right\rangle=0.025(\mathrm{GeV} / \mathrm{c})^{2}$ |
| Acceptance averaged physics asymmetry | $\langle A\rangle=-234 \mathrm{ppb}$ |
| Acceptance averaged experimental asymmetry | $\langle A\rangle=-200 \mathrm{ppb}$ |
| Luminosity | $2 \times 10^{39} \mathrm{~s}^{-1} \mathrm{~cm}^{-2}$ |
| Integrated cross section | $4.0 \mu \mathrm{~b}$ |
| Integrated rate (all sectors) | $6.5 \mathrm{GHz}(0.81 \mathrm{GHz} \mathrm{per} \mathrm{sector)}$ |
| Full Current Production Running | 2544 hours |

### 3.2 Experimental Techniques

The parity-violating asymmetry is defined as the difference over sum of the cross section for two different helicity states $(+/-)$ as shown in Equation 3.2.1. The helicity state of the longitudinally polarized electron beam is flipped between "+" and "-" and scattered off of a fixed un-polarized proton target. The signal from elastically scattered electrons for each helicity state is integrated to measure the yield $\left(Y^{+/-}\right)$. The difference in helicity correlated yield is sensitive to parity violating quantities. The raw asymmetry extracted from helicity correlated yields is defined as

$$
\begin{equation*}
A_{\mathrm{raw}}=\frac{Y^{+}-Y^{-}}{Y^{+}+Y^{-}} \propto \frac{\left(\frac{d \sigma}{d \Omega}\right)^{+}-\left(\frac{d \sigma}{d \Omega}\right)^{-}}{\left(\frac{d \sigma}{d \Omega}\right)^{+}+\left(\frac{d \sigma}{d \Omega}\right)^{-}} \tag{3.2.1}
\end{equation*}
$$

The electron beam polarization was changed pseudo-randomly in a quartet (QRT) pattern of either " +--+ " or "- ++- " with a helicity reversal rate of 960 Hz . The combination of fast helicity reversal and pseudo-random QRT patterns cancels slow drifts in yields, and minimizes target density fluctuations. Any common scale factors between the two helicity states cancel, but any difference does not. Hence Helicity Correlated Beam Asymmetries (HCBAs) in beam parameters like position, angle, energy, and charge can generate false asymmetries in measured asymmetry. Linear regression based on natural beam jitter or driven beam modulation is used to correct for such false asymmetries.


Figure 3.2 Schematic of Jefferson Lab and its beamline. (a) Dipole at Lambertson region where beam splits for three different experimental halls. (b) Three separate beamlines for three halls. (c) Hall-C beamline before entering in the hall. A typical quadrupole, dipole, and BPM are shown. (d) Aerial view of Jefferson Lab. (e) A JLab made 5-cell accelerating cavity. (f) Schematic diagram of Jefferson Lab. The elliptical region is the electron accelerator. Beam is accelerated by two linear accelerators, namely the North and South linacs, in the straight sections. Three existing Halls A, B, C are shown.

The asymmetry is then corrected for the beam polarization, several background contributions, and various experimental biases to obtain the final party violating asymmetry.

### 3.3 TJNAF Overview

The electron accelerator in TJNAF or Jefferson Lab (JLab) is known as the Continuous Electron Beam Accelerator Facility (CEBAF) [64], uses superconducting radio frequency (SRF) technology to accelerate electrons up to 6 GeV and is capable of simultaneous beam delivery to all three
experimental halls (A, B and C) at different energies, beam intensities, and orientations of beam polarization. The Q-weak experiment was carried out in experimental Hall-C during January 2011 to May 2012, although preparation began in 2001. In the future, JLab will upgrade its energy from 6 GeV to 12 GeV , and a new experimental hall (Hall-D) will be added [65]. A schematic of CEBAF is shown in Figure 3.2 (f). The JLab electron beam starts from a polarized source and ends in the beam dump at the end station. The longitudinally polarized beam starts from the source, travels through a series of spin rotators, is then accelerated by two linear accelerators and enters experimental Hall-C. Throughout the beamline, quadrupoles and dipoles are used to focus/defocus the beam and beam position monitors (BPMs), and beam current monitors (BCMs) are used to track the beam at any given point along the beamline. Polarimeters are used to measure the beam polarization before the hall entrance. Inside Hall-C there are various modules of the experimental apparatus like targets, collimators, toroidal magnet, and detectors. This chapter will discuss various key components of the experimental apparatus in following subsections.


Figure 3.3 Schematic showing the process of producing circularly polarized light. The LASER is circularly polarized before GaAs photocathode using pockels cell.

### 3.3.1 Polarized Source and Helicity Reversal

The production of the electron beam starts with the polarized electron source. Circularly polarized light is used to produce polarized electrons from a strained super-lattice Gallium-Arsenide (GaAs) cathode via the photo-electric effect. This cathode is composed of several layers of material
containing GaAs with varying amounts of phosphorus doping, grown on a substrate. The supperlattice structure (alternating layers of GaAs and strained GaAs) increased the quantum efficiency (QE), which is the probability of electron emission per photon [66]. Each experimental hall has a dedicated laser that emits light at 1560 nm with pulses that are $120^{\circ}$ out of phase in order to provide beam delivery in all halls simultaneously. To ensure total linear polarization, the light was passed through linear polarizers (shown in Figure 3.3). An insertable half wave plate (IHWP) was used to flip the relative direction of the linearly polarized light without changing the electronic helicity signal, helping to isolate false asymmetry effects. THe IHWP changes the spin of the electrons by $180^{\circ}$, this provided two independent data sets namely IHWP-IN and IHWP-OUT, that helped remove further helicity correlated beam asymmetries (HCBA). IHWP states were changed at a time interval of eight hours, called slugs. A Pockels Cell was used to convert linearly polarized light to circularly polarized electrons using induced birefringence. Just after the Pockels Cell, a rotatable half wave plate (RHWP) was used to rotate the residual linear polarization to circular polarization. This also helped to minimize the effect due to helicity-correlated beam parameters that arise from the residual linear polarization interacting with the photocathode. A more detailed overview of polarized electron beam technology with references to the scientific literature on the subject is available in [67].

A double Wien filter was used to rotate the polarization of the electron beam in order to fine tune and produce a fully longitudinally polarized beam during the experiment [68]. A single Wien system can flip the polarization of the beam by $90^{\circ}$. In a double Wien system both Wiens can rotate polarization by $90^{\circ}$ which helps to cancel systematic false asymmetries. This method also helped to produce a fully transversely polarized beam for ancillary and background measurements. The transverse polarization measurement is discussed in a dedicated chapter.

### 3.4 Accelerator

The length of the accelerator is about $7 / 8$ miles for one complete cycle. A thermionic electron gun is used as the source of electrons at the injector to extractan electron beam of energy 67 MeV with the standard setup. The electron beam is accelerated by two linear accelerators (linacs), the north and south linacs. A series of magnets bends the beam along the arcs which connects the two linacs. The beamlines, transporting the beam to the three halls are shown in the Figure 3.2 (f) by the red lines. Electrons from the injector are sent to the north linac at an energy of 67 MeV . Superconducting niobium RF resonant cavities, shown in Figure 3.2 (e) in the north linac section,
accelerate the electrons. In a standard tune, the maximum gain in energy per linac is 600 MeV . There are 20 cryomodules per linac, where each cryomodule consists of 8 cavities with an outer vacuum vessel, thermal radiation shield, magnetic shield, super insulation, and a welded helium vessel $[8,64]$. The beam then goes through the east arc and into the south linac to accelerate for another 600 MeV energy gain. This beam can be sent directly to the Beam Switch Yard (BSY) for distribution to the experimental halls (Figure 3.2 (a)) or the beam can be steered along the west arc for another pass through the two linacs for another 1.2 GeV of energy gain. This process can be repeated up to four times. A maximum of five passes through both linacs provide energies from 445 MeV to 5945 MeV . As the beam energies are different in each pass, a different set of magnets are used to steer the beam around the arcs after each pass. A one pass beam was used for the Q-weak experiment as the required beam energy was 1.155 GeV .

### 3.5 Beamline

The beamlines that transport the beam from the accelerator to the experimental halls are shown in Figure 3.2. A two meter long dipole splits the beam for three different halls at the Lambertson (Figure 3.2 (a)). Beamlines for each hall (Figure 3.2 (b)) consists of a series of quadrupole and dipole magnets to transport the beam to the target in each hall (shown in Figure 3.2 (c) for Hall-C). The total length of Hall-C beamline from the Lambertson to the beam dump is 196.12 m . The beam position, profile and current were measured at various points along the beamline using BPMs (Figure 3.2 (c)) and BCMs, respectively. A part of Hall-C beamline also forms an arc, the bending magnets of which were used to measure the relative beam energy with a precision of $\Delta \mathrm{E} / \mathrm{E} \approx 10^{-4}$ (details in Section 3.6.4). A detailed sketch of Hall-C beamline elements is provided in APPENDIX A and discussed in technical document [69].

### 3.6 Beam Monitoring

### 3.6.1 Beam Position Monitor

The beam position was continuously monitored at many places along the Hall-C beamline and throughout the accelerator by SEE beam position monitors (BPM) during data collection to ensure that the beam was centered on the target. Each beam position monitor consists of a resonant cavity of a fundamental frequency equal to that of the accelerator and the Hall-C beam. The position of the beam is measured using four antennae rotated by $45^{\circ}$ in the plane (y axis is in direction opposite


Figure 3.4 Beam position and current monitors. (a) Beam Position Monitors with four antennae rotated by $45^{\circ}$ in the plane. Z axis is perpendicular to the plane. (b) Beam Current Monitors and their locations at Hall-C.
to gravity, x is horizontal) perpendicular to beam direction (z-axis) shown in Figure 3.4 (a). Four antennae inductively pick up the fundamental frequency of the beam as it passes through the BPM. Then the radio frequency ( RF ) signal from each antena (wire) is processed electronically which yields a DC signal proportional to the beam current times the distance between the wire and the beam. The DC signals were sent through voltage-to-frequency converters and recorded with scalers that are read out by the Experimental Physics Industrial Control System (EPICS), the system used by the accelerator and end stations for slow control and monitoring of accelerator and experiment parameters with the rest of the data from the experiment. The beam position $X^{a}$ and $Y^{a}$ along the axis of the wires are calculated by a difference over sum of each opposite wire as:

$$
\begin{equation*}
X^{a}=k \frac{\left(X_{+}-X_{\text {offset }+}\right)-\alpha_{X}\left(X_{-}-X_{\text {offset- }}\right)}{\left(X_{+}-X_{\text {offset }+}\right)+\alpha_{X}\left(X_{-}-X_{\text {offset- }}\right)} \tag{3.6.1}
\end{equation*}
$$

Where $X_{\text {offset+(-) }}$ is the offset for the $X_{+(-)}$wire, $k$ is the sensitivity of the BPM at 1497 MHz and $\alpha_{X}$ is a measure of the possibly different gains between the $X_{+}$and $X_{-}$antennae [70, 71]. The gain difference $\alpha_{X}$ is defined as

$$
\begin{equation*}
\alpha_{X}=\frac{X_{+}-X_{\text {offset }+}}{X_{-}-X_{\text {offset- }}} \tag{3.6.2}
\end{equation*}
$$

The center of gravity of the four antenna signals measures relative changes in the offset of the beam from its ideal trajectory. The same approach is used to compute the relative beam position $Y^{a}$. Then the position of the beam in hall co-ordinate system can be written as:

$$
\binom{X}{Y}=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
1 & -1  \tag{3.6.3}\\
1 & 1
\end{array}\right)\left[\binom{X^{a}}{Y^{a}}-\binom{X_{\mathrm{offset}}^{a}}{Y_{\mathrm{offset}}^{a}}\right]
$$

The information from a BPM for an event can not be understood as the exact beam position on target for that event, as the signals are not synchronized with the event data itself and also because the actual position on target is constantly changing due to the fast raster system. Practically, an average beam position is calculated using a rolling average of BPM data information over a specified number of previous events depending on the experiment data rate. This average beam position is then corrected for each event using the fast raster signals [72]. Normally, the average beam position on target is very stable over the period of a single CODA run, it is more practical to simply ignore the event-by-event BPM information and fix the average beam position as a parameter of the analysis, and to use the raster signals to measure the change in beam position relative to the fixed average position. BPMs were calibrated using the super harps in Hall-C beamline [73]. Typically, calibrated BPMs have a resolution of $1 \mu \mathrm{~m}$. Basic details about the BPMs can be found in [74].

Six BPMs in the Hall-C beamline over a span of 10 m upstream of the target were used to project the beam path at the target continuously during the experiment. Error averaged postion changes over six BPMs were used to measure the position and angle changes at the target, where BPMs in front of the target were used for the same to verify the result. A Detailed description about the target BPM can be found in $[75,76]$ and B. Waidyawansa's thesis [19].

### 3.6.2 Superharp

A more precise and accurate determination of the beam position and profile is obtained using the superharp system. Each superharp consists of a set of two vertical wires and one horizontal wire strung on a moveable frame. These wires can be scanned across a low current beam to measure its profile and absolute position. The signals induced on the wires as they are scanned across the beam are digitized by an analog to digital converter (ADC) and correlated with the wire positions as recorded by an encoder equipped with absolute position readout electronics. Since a harp scan interferes destructively with the electron beam, data taking must be interrupted to perform the measurement. In addition to measuring the beam profile, the superharp system provides a reference coordinate against which the BPMs were calibrated.

### 3.6.3 Beam Current Monitor

Čerenkov detector yields were normalized with beam current monitors to remove charge fluctuation . A series of six beam current monitors (BCMs) were used continuously for relative measurement of the beam current in the Hall-C beamline (as shown in Figure 3.4 (b)). The BCMs were coupled cylindrical stainless steel resonant cavities [77,78] which were used to measure the beam current by measuring the resonance of the $\mathrm{TM}_{010}$ mode at 1497 MHz . This signal was then converted to a voltage in an RMS-DC voltage converter and read by TRIUMF made ADCs. This voltage signal was also sent to a 1 MHz voltage to frequency (V-F) converter and scalers for event-mode normalization. In the beginning, the only available BCMs were 1 and 2 and latter $\mathrm{BCMs} 5,6,7,8$ with low noise digital receivers were added. The BCMs were calibrated using a parametric current transformer device called an Unser monitor for the high beam current (1-180 $\mu \mathrm{A}$ ) whereas for low current (10 nA to $1 \mu \mathrm{~A}$ ) a Faraday cup was used for calibration. The detector yields were normalized with BCM1 and 2 during Run-I and BCM8 during Run-II. The nominal current measured by these BCMs during production running was $180 \mu \mathrm{~A}$. More details about the BCM s used during the Q-weak experiment is discussed in a technical report by Ramesh Subedi [79].

### 3.6.4 Beam Energy

The four momentum transfer squared, $Q^{2}$, is approximately proportional to square of the absolute beam energy, $E^{2}$ (see Equation 3.1.3), and measured precisely. The helicity correlated energy asymmetry was also measured to remove false asymmetry.

### 3.6.4.1 Absolute Beam Energy

The Hall-C beamline arc was used as a spectrometer to measure the absolute beam energy [80]. The initial beam energy before scattering was defined as the absolute beam energy. An electron passing through magnetic fields, such as the beamline arc, changes its direction. That change can be related to the momentum as

$$
\begin{equation*}
p=\frac{e}{\Delta \theta} \int B d l \tag{3.6.4}
\end{equation*}
$$

where $\Delta \theta$ is the change in direction and $\int B d l$ is the magnetic field integral over the electron path. Three sets of superharp scanners [81] were used to determine the position and the angle by scanning
the beam at the beginning, end, and middle of the Hall-C (or $3 \mathrm{C}^{1}$ ) arc. All the active elements (quadrupole, corrector magnets) of the beamline were turned off to avoid any distortion. This procedure is an invasive process and needs dedicated measurements. A typical energy measurement using this method yielded the energy as $1160.39 \pm 1.74 \mathrm{MeV}[8]$.

### 3.6.4.2 Energy Asymmetry

One of the helicity correlated beam parameters is beam energy asymmetry. Small deviations of the energy asymmetry from zero could result in false experimental asymmetries, hence precise measurement of the energy asymmetry is important for Q -weak. The middle of the 3 C arc has the highest dispersion and is represented as 3C12 in JLab accelerator coordinate system. Any change in beam energy could result a big horizontal position change in the 3 C 12 . A relative energy change at the target can be expressed as

$$
\begin{equation*}
\Delta\left(\frac{d E}{E}\right)_{\text {target }}=\frac{1}{M_{15}} \Delta X_{3 \mathrm{C} 12}-\frac{M_{11}}{M_{15}} \Delta X_{\text {target }}-\frac{M_{12}}{M_{15}} \Delta X_{\text {target }}^{\prime} \tag{3.6.5}
\end{equation*}
$$

where $\Delta X_{3 \mathrm{C} 12}, \Delta X_{\text {target }}, \Delta X_{\text {target }}^{\prime}$ are position change at 3 C 12 , position change at target, and angle change at the target, respectively. The first order beam transport matrices between 3C12 and target, $M_{11}, M_{12}$, and $M_{15}$, were determined using OptiM [82]. This calculation works for linear models and any residual dispersion at the target or $\mathrm{X}-\mathrm{Y}$ coupling are not considered in this first order calculation. More details about this model will be discussed in the following chapter. The typical energy asymmetry at the target during the experiment was $\mathcal{O}(1) \mathrm{ppb}$.

### 3.6.5 Beam Modulation

To first order, the e-p scattering rate depends on five beam parameters: horizontal position $(X)$, angle $\left(X^{\prime}\right)$, vertical position $(Y)$, angle $\left(Y^{\prime}\right)$, and beam energy $(E)$. Changes in these beam parameters when the beam polarization is reversed can create false asymmetries. Although different techniques were used to keep helicity-correlated parameter changes as small as possible, one must still correct for such false asymmetries. To do this, $X, X^{\prime}, Y, Y^{\prime}$ were modulated using four aircore dipoles in the Hall C beamline and the beam energy was modulated using a superconducting RF cavity. The goal of the beam modulation system was to occasionally induce controlled beam parameter changes $\Delta X_{i}$, measure the resulting detector false asymmetry $A_{\text {false }}$, and determine the detector sensitivities $\partial A / \partial X_{i}$. This will allow later correction of beam false asymmetries via

[^3]\[

$$
\begin{equation*}
A_{\mathrm{false}}=\sum_{i=1}^{5} \frac{\partial A}{\partial X_{i}} \Delta X_{i} \tag{3.6.6}
\end{equation*}
$$

\]

Even if these corrections prove to be small under ideal running conditions, the modulation system will allow the determination of any undesirable changes [83]. A dedicated chapter on beam modulation system will be discussed in following chapter.

### 3.6.6 Halo Monitors

Another important property of the beam is the beam halo which consists of stray electrons that move along with the primary beam but are far from the beam center and can contribute to the background. Beam halo can be generated via space-charge effects of electrons during bunching, scraping in the beam pipe, or poor vacuum. Halo can be measured using plastic Lucite detectors and scintillation counters. An 8 mm square opening and 13 mm diameter hole were used as halo targets. The halo monitors were located immediately downstream of the halo targets and upstream of the $\mathrm{LH}_{2}$ target. The beam halo can also be estimated using the main detectors and luminosity monitors which can be normalized using the hole targets.

### 3.6.7 Fast Feed Back

The electron beam at JLab has fluctuations in beam position and energy. These fluctuations mostly occur at the power line frequencies of $60,120,180$ etc. Hz and are rooted in the electromagnetic fields generated by the accelerator electronic equipment [84]. These deviations were largely nullified by using the Fast Feed Back (FFB) system which applies real time corrections, targeted at the power line harmonics [85], to the RF verniers along the beamline. The FFB system was implemented by modifying the existing BPM system and integrating it to the algorithm for correction signals. The control system for the FFB is EPICS based which provides a graphical interface on Unix workstations connected via Local Area Network (LAN) to a Input/Output Controller (IOC ${ }^{2}$ ). The FFB system was able to correct the energy fluctuation to better than $10^{-4}$ at power line harmonics up to 720 Hz using a frame rate of 3 kHz [84].

### 3.7 Polarimetry

One of the dominant systematic experimental uncertainty for the Q-weak experiment is expected to come from a $1 \%$ absolute uncertainty on beam polarization as shown in Table 3.1. In order

[^4]to achieve this goal two polarimeters, a well tested invasive low current Møller polarimeter and noninvasive relatively new Compton polarimeter, were used to measure the beam polarization.


Figure 3.5 Layout of the Hall C Møller polarimeter showing tin foil target, set of superconducting solenoids, quadrupoles (Q2 was off during Q-weak), collimator box, and symmetric detectors.

### 3.7.1 Møller Polarimetry

The Møller polarimeter is used to measure the polarization of the longitudinally polarized electron beam entering Hall-C [86]. To accomplish this goal, the polarimeter measures the spin-dependent asymmetry in the elastic scattering of polarized electrons from polarized electrons i.e. $e^{-}+e^{-}$ $\rightarrow \mathrm{e}^{-}+\mathrm{e}^{-}$(Møller scattering). This is a pure Quantum Electrodynamics (QED) process and its cross section can be calculated accurately. The target used for the scattering is a thin foil of iron magnetized by superconducting solenoids with field of $\sim 4 \mathrm{~T}$. A pair of quadrupole magnets, Q1 and Q3, was used (Q2 was off during the experiment) to focus the scattered and recoil electrons into the symmetric detectors in coincidence. Then detectors measure the asymmetry and then the polarization is computed after correcting for the backgrounds. Figure 3.5 shows the layout of the Hall-C Basel Møller polarimeter. It was designed to operate with currents lower than $8 \mu \mathrm{~A}$ whereas the Q-weak production current was $180 \mu \mathrm{~A}$. During the experiment, Møller measurements were performed invasively at low currents $(1 \mu \mathrm{~A})$ three times a week. The typical measured longitudinal polarization using the Møller polarimeter was about $88 \%$. A sample of the Møller result will be shown in later chapters. A more elaborate description of the Møller polarimeter can be found in M. Loppacher's thesis [87] and the polarization technique used during Q-weak can be found in R. Beminiwattha's [88] thesis.


Figure 3.6 Schematic of the Hall-C Compton polarimeter. The incoming electron beam interacts with the green LASER at the straight section of the chicane. The scattered electrons and back-scattered photons are detected by electron detector and photon detector, respectively for each helicity (MPS) state.

### 3.7.2 Compton Polarimetry

A new Hall-C Compton polarimeter was installed and used for the Q-weak experiment [89]. This was a noninvasive high current polarimeter which continuously took data during production data taking ( with $\sim 180 \mu \mathrm{~A}$ ). The apparatus for the Compton polarimeter includes four dipoles in a chicane, a green laser, an electron detector, and a photon detector as shown in Figure 3.6. The Compton polarimeter use the Compton scattering ( $\mathrm{e}^{-}+\gamma \rightarrow \mathrm{e}^{-}+\gamma$ ) of the incident electron beam with photons from a green laser. The scattered electrons and back-scattered photons provides two independent measurements of the polarization using both electron and photon detector, respectively. The dipole chicane was used to move the interaction point away from primary beam in order to detect back-scattered photons in the photon detector. A CsI crystal with photo multiplier tube was used as a photon detector. Later in the experiment, germanium silicon oxide (GSO) and ledtungstate $\left(\mathrm{PbWO}_{4}\right)$ were used instead of CsI in the photon detector. The electron detector consists of radiation hard diamond micro-strips which were used for the first time as a tracking device in an experiment. The scattered electrons were detected in a array of 96 diamond strips after third dipole. There were four detector planes, each with $200 \mu$ m thick 96 strips and readout by four VME 1495 boards. The measured beam polarization using Compton polarimeter was about 87-89\%. A sample of the Compton results will be shown in later chapters. More detailed descriptions of the Compton polarimeter and its electron and photon detector measurements will be discussed by A. Narayan [90] and J. Cornejo [91], respectively in their future theses.

### 3.8 Targets

The Q-weak target system has two main components: a main liquid hydrogen $\left(\mathrm{LH}_{2}\right)$ cell for production data taking and a matrix of solid targets used for background measurements and ancillary tests. The solid target ladder was thermally coupled to the bottom of the $\mathrm{LH}_{2}$ cell. A schematic of the target system is shown in Figure 3.7.

(ESR) and 4K coolant from the Central Helium Liquefier (CHL) were mixed in the heat exchanger (Figure 3.7 (f)). A high power heater was used to replace the heat deposited by the electron beam in case of beam trips. It also helped to stabilize the $\mathrm{LH}_{2}$ target temperature in conjunction with the coolants in a proportional integral derivative (PID) feedback system. The 55 liters of $\mathrm{LH}_{2}$ was contained within a target cell with thin aluminum (Al) alloy windows operated under 35 psi pressure at 20 K temperature and with a transverse flow of $1.2 \mathrm{~kg} / \mathrm{s}$ maintained by a modified automobile centrifugal turbo pump with a rotational frequency of 30 Hz .

The long canonical shaped (see Figure 3.7 (a,b)) cell accommodated the $7.9^{\circ}$ scattering angle and helped to achieve the high luminosity and statistical goal. The current mode production data taking was very sensitive to target density fluctuations. Therefore, the target was designed using Computational Fluid Dynamics (CFD) and simulated using ANSYS [93] (a fluid dynamics simulation code) to minimize noise from density fluctuations and maintain nominal fluid density. The simulation shows that the main hot spots were the entrance and exit windows of the cell as shown in Figure 3.7 (c). The exit window was 0.02 inch thick aluminum alloy with a 10 inch radius of curvature and a 0.005 inch nipple to minimize backgrounds.


Figure 3.8 Raster studies. (a) Main detector width dependence on raster size. (b) Target boiling noise studies at $180 \mu \mathrm{~A}$ [8]. (c) 2 d raster rate map with a hole target.

### 3.8.1.1 Raster

The intrinsic size of the electron beam (perpendicular to beam direction) at JLab is $\sim 2 \mu \mathrm{~m}$ and creates localized high power density on the $\mathrm{LH}_{2}$ target. This could result in boiling the target. Hence the beam was rastered on the target over an area of $4 \mathrm{~mm} \times 4 \mathrm{~mm}$ by the fast raster system. The raster was designed to have a matching beat frequency with fast helicity flip of 960 Hz . This method assures each integration period has the same complete raster pattern on the target and prevents
systematic differences in the beam position between Macro Pulse Signal (MPS). The contribution of target density fluctuation and raster size dependence to the statistical width was measured by using known detector asymmetry widths from statistics and other sources (shown in Figure 3.8 (a)). In typical production running with $180 \mu \mathrm{~A}, 4 \mathrm{~mm} \times 4 \mathrm{~mm}$ rastered beam the contribution from target boiling noise was 46 ppm (shown in Figure 3.8 (b)), which is relatively small contribution to the statistical width of $\sim 200 \mathrm{ppm}$.

### 3.8.2 Solid Target

Along with $\mathrm{LH}_{2}$ target an array of solid targets [94] consist of aluminum (Al) dummy targets, optics targets, and centering targets were used for background and ancillary measurements. The solid target ladder was thermally coupled to the bottom of the $\mathrm{LH}_{2}$ cell as shown in Figure 3.7 (f). A detailed schematic of solid target matrix looking upstream is shown in Figure 3.7 (d,e). Horizontal and vertical motion controller were used to insert different targets into the beam. Three different Al dummy target thicknesses for both upstream and downstream locations were used to measure the effect of radiative corrections in the measured asymmetry. The optics targets were primarily used for particle origin reconstruction in the tracking measurements. Optics target helped to locate the position of the target ladder in raster rate scan as shown in Figure 3.8 (c).

### 3.9 Collimators and Shielding

A set of three lead collimators were used to define the experiment's angular acceptance and minimize the inelastic and neutral background contribution to the detector. The collimator system is shown in Figures 3.9 and 3.10 (c). The first collimator, a water cooled tungsten plug of inner radius $\sim 7 \mathrm{~mm}$, was placed just downstream of the target and was used to reduce the electron scattering from the beamline. The second (or primary) collimator defined the acceptance as $4 \%$ of $\pi$ in $\theta$ and $49 \%$ of $2 \pi$ in $\phi$. The angular acceptance of the primary collimator from the upstream end of the target window is $\theta=5.8^{\circ}-10.2^{\circ}$ and $\theta=6.6^{\circ}-11.5^{\circ}$ from the downstream end. The third collimator was before the Q-weak Toroidal Magnetic Spectrometer (QTor) and further cleaned the electron flux before it reached to QTor magnetic field. Besides these three collimators a 80 cm thick shielding wall of barite-loaded $\left(\mathrm{Ba}_{2} \mathrm{SO}_{4}\right)$ high-density $\left(2.7 \mathrm{~g} / \mathrm{cm}^{3}\right)$ concrete was used after QTor for addition shielding. A details description of shield wall and collimator system can be found in J. Mammei [50], and K. Myers's [8] theses.


Figure 3.9 Schematic diagram of the Q-weak apparatus. The basic experimental design showing the target, collimators, toroidal magnet coils, and detectors. Elastically scattered electrons focus at the Čerenkov detectors. High current production mode apparatus components are shown in red rectangular boxes and low current tracking mode components are shown in blue elliptical boxes. Beam direction is from right to left.

### 3.10 Q-weak Toroidal Magnetic Spectrometer: QTor

The eight fold symmetric torodial magnetic spectrometer used for the Q-weak experiment is known as QTor (shown in Figure $3.10(\mathrm{a}, \mathrm{d})$ ). It has race track shaped water cooled copper (iron free) magnetic coils (shown in Figure 3.10 (e)). The dimensions of the each magnet coil are 2.2 m long along the straight sections with an inner radius of 0.235 m and outer radius of 0.75 m . Eight such identical coil packages with $\Delta \phi \sim 45^{\circ}$ gaps between them made the QTor structure (relevant coordinate system is shown in Figure 3.10 (b)). The primary objective of the QTor magnet was to focus the elastically scattered electrons to the main Čerenkov detector at the focal plane of apparatus (shown in Figure 3.10 (c)). Neutral particles (neutrons, photons, etc.) remain undeflected. Also the QTor did not affect the unscattered beam as there was no field along the geometric center of


Figure 3.10 Q-weak torodial magnetic spectrometer (QTor). (a) QTor design using TOSCA. (b) Co-ordinate system. (c) e-p scattering using GEANT-III simulation. (d) Assembled QTor at JLab. (e) One of the race track coil. (f) Hall probe inside QTor.
the magnet. During the elastic asymmetry measurement, QTor was operated at 8921 A , whereas during the inelastic $(N \rightarrow \Delta)$ asymmetry measurement, the operational current was 6700 A . The magnet required a 10 kA power supply operated at 130 V and produced a field integral of $\int \vec{B} \cdot \overrightarrow{d l}$ $=0.67$ T.m along the central trajectory. P. Wang has more details about the QTor design structure and field map in his master's thesis [95].

### 3.10.1 Hall Probe

A transverse (Lake Shore MNT-4E02-VH) hall probe was used to measure the QTor magnetic field in real time. Three hall probe mount panels were designed and attached to the inside wall of QTor as shown in Figure 3.10(f). The probe was inserted inside the mount and attached with a Lake Shore 460 3-channel Gaussmeter controller [96] via a 30 m long special magnetically shielded


Figure 3.11 QTor controls and hall probe. (a) Lake Shore controller and IOC. (b) Hall probe mount. (c) QTor controller GUI. (d) Hall probe.
cable (MPEC-100). A VME IOC (vmec18) was then connected to the controller in order to read the system remotely. EPICS controls were used as a live read back system via the active EPICS channel (Q1HallP). More details about design and functionality of the QTor hall probe can be found in [97].

### 3.11 Detector System

The Q-weak detector system consists of the main Čerenkov detectors and two sets of luminosity monitors.

### 3.11.1 Main Čerenkov Detectors

The Q-weak main detectors are $200 \mathrm{~cm} \times 18 \mathrm{~cm} \times 1.25 \mathrm{~cm}$ fused silica Čerenkov quartz bars. The QTor magnetic spectrometer focuses elastically scattered electrons onto the eight main detector bars azimuthally oriented around the beamline (Figure 3.12 (b,c)). Each detector consists of two 100 cm long quartz bars optically coupled together. A 5 cm diameter photo-multiplier tube (PMT) is optically glued at end of the coupled bars. The PMTs are located outside of electron flux (shown in Figure 3.12 (a)). Electrons entering the quartz produce a cone of Čerenkov light that undergoes total internal reflection. Light that reaches the ends of the bars enters the PMTs. The silica was chosen for its radiation hardness and low scintillation. A lead $(\mathrm{Pb})$ pre-radiator was installed in front


Figure 3.12 Q-weak main Čerenkov detector system. (a) Two quartz bars. (b) Installed main detectors in Hall-C with scanner system. (c) A GEANT-IV simulation showing the elastic scattered electron profile on the quartz bars [9]. (d) The measured rate distribution in the main detector at $50 \mu \mathrm{~A}$ beam current with $\mathrm{LH}_{2}$ target using the scanner [10].
of the main detectors to improve elastic electron light yield and reduce neutral backgrounds. The pre-radiator improved the signal to noise ratio by absorbing soft photon backgrounds from primary electron bremsstrahlung and by producing low energy electron shower from the primary electrons. A more detailed description of the Čerenkov detector development, construction, and installation can be found in P. Wang's thesis [98].

### 3.11.1.1 Low Noise Electronics

Low noise current-voltage preamplifiers and digitizing integrators were designed and built by TRIUMF [99] to minimize the contribution of electronic noise to the statistical uncertainty. The preamplifiers convert the DC anode current coming from the PMTs to a voltage, $\sim 6 \mathrm{~V}$ signal for nominal production running. This signal is then digitized by 18-bit analog to digital converters (ADCs) at a sampling rate of 500 kHz to integrate at 1 kHz [100]. Each ADC module has eight


Figure 3.13 Schematic of a TRIUMF made ADC and current mode signal chain.

ADC channels which were synchronized and triggered by the MPS signal from helicity board. A signal with 960 Hz event rate was integrated by summing the samples within the event window. The samples were stored in the channel's memory on a First-In-First-Out (FIFO) basis to avoid data loss due to delayed read-cycles. Another feature of this module was to produce the sum of the samples over four equal sub-blocks within an event. This sub-block feature of the ADCs was very useful to observe signal variations within an event for diagnostics.

### 3.11.1.2 Focal Plane Scanner

A focal plane scanner was used to measure the beam profile in both high current production running and low current tracking mode in order to test systematic effects like target density change. Two $1 \mathrm{~cm} \times 1 \mathrm{~cm} \times 1 \mathrm{~cm}$ fused silica quartz radiators overlapped in a "V" shape and signals were read by individual PMTs in the scanner. This scanner system was mounted on MD octant 7 (as shown in Figure 3.12 (b)) for beam profile scans. One example of such a scan at $50 \mu \mathrm{~A}$ beam current with the $\mathrm{LH}_{2}$ target is shown in Figure 3.12 (d). J. Pan has described in detail the construction, schematic and analysis of focal plane scanner in her thesis [10].

### 3.11.2 Luminosity Monitors

The luminosity monitors (lumis), like the main detectors, were based on fused silica Čerenkov radiators with a light guide flushed with nitrogen gas to minimize corrosion. Two types of azimuthally symmetric luminosity monitors were used as beam diagnostic tools for the Q -weak experiment. The upstream luminosity monitors were located on the front face of the primary collimator 5 m from
the target (shown in Figure 3.14 (a)) and the downstream luminosity monitors were located 17 m downstream of the target, very close to the beam dump area (shown in Figure 3.14 (b)). Both lumis were expected to detect electrons from small angle electron-proton and electron-electron scattering with an anticipated null asymmetry (ppb-level asymmetry). The upstream lumis were extremely useful for estimating beamline backgrounds. In some cases the asymmetries measured by the lumis were not as small as expected and and were also time dependent. Examples will be discussed in a later chapter. A more detailed description of luminosity monitors and analysis can be found in J. Leacock's thesis [3].


Figure 3.14 Luminosity monitors. (a) Four upstream luminosity monitors installed on the face of the primary collimator. (b) Eight downstream luminosity monitors near beam dump.

### 3.12 Tracking Detector System

The asymmetry of elastically scattered electrons is approximately proportional to the four momentum transfer squared, $Q^{2}$ (details in Equation 3.1.3). A tracking system was necessary to measure $Q^{2}$ with a $0.5 \%$ relative uncertainty as proposed by the experiment (shown in Table 3.1). A pair of horizontal drift chambers (HDCs) in region 2 (R2) was used to determine the scattering angle $\theta$ with an angular resolution of $\sim 0.6 \mu \mathrm{rad}$ and a particle trajectory with a position resolution of $\sim 200 \mu \mathrm{~m}$ (as shown in Figure 3.9). Four vertical drift chambers (VDCs) and two trigger scintillators were
used downstream of the target (shown in Figure 3.9) in region 3 (R3) to measure $Q^{2}$ (more details in J. Lackey's thesis [101]). The detector packages in R2 and R3 can be rotated into each MD octant pair using a mechanical rotor to measure any octant dependence. The relationship between $Q^{2}$ and $\theta$ is shown in Equation 3.1.3. The tracking system operated at $\sim 6$ order of magnitude smaller beam current than the current for parity production data taking. A detailed description of the tracking system can be found in J. Pan's thesis [10].

### 3.13 Data Acquisition

The Q-weak data acquisition (DAQ) system was based on the CEBAF Online Data Acquisition (CODA) $[102,103]$ framework designed for experiments at Jefferson Lab. Two independent DAQ configurations were used for the experiment: integration mode for high current production data taking and counting mode for low current tracking measurements. The data taking during integration mode was triggered by the MPS signal from the accelerator at a frequency of 960 Hz while the trigger scintillators were used as the trigger for the event mode running. A software prescale factor was used to control how often the DAQ was triggered by the specific trigger for each hardware trigger. Several read out controllers (ROCs) were used to read different subsystem electronics. The CODA system used ethernet to communicate with all the ROCs. The Event Builder (EB) system was used to generate complete events from data fragments read from the ROCs and the Event Transfer (ET) system provided central access to data events for multiple clients in real-time. The data rate during integration mode was approximately $5.6 \mathrm{MB} / \mathrm{s}$. An hour of data was defined as run and each run was segmented into 1.9-2.0 GB data files called runlets. One run has about 9-12 runlets. During the entire experiment, $\sim 120 \mathrm{~TB}$ of raw data were collected. The averaged data such as yields, asymmetries, differences, HWP state, target, regression slopes, flags for data quality were saved to a MySQL database. B. Waidyawansa [19] and R. Beminiwattha [88] provided more technical details on data acquisition in their theses.

### 3.14 Online Displays and Data Monitoring

The collected raw data files were processed to produce CERN ROOT and MySQL structured files for real time data quality monitoring and to store for future analysis. The real time analyzer produced a ROOT file for the first 100,000 events for each one hour production run. This ROOT file was used to generate all the necessary figures and summary tables to monitor the data quality and key physics parameters. Then the C++, ROOT, and HTML based analysis structure qwanalysis
with a Hall-C wrapper script hclog_post [104] was used to produce HTML files and upload them automatically to the Hall-C electronic log book (HCLOG) for each run. A CODA trigger was used to initiate the analysis process when ROOT file generation for the first 100,000 events was completed. Necessary precautions and changes were made for the next run based on careful screening of standard acceptable set of parameters for the ongoing run.

One of the key components of the experiment was the target and it was necessary to monitor it constinuously. A C++ and Virtual Network Computing (VNC) based software setup was used to monitor the target, and related parameters and to publish the status on the web. A snapshot of the target controls, all the key parameters, temperature from different sensors, cryogenic liquid flow, alarm handler, and cameras that monitor the target were taken every few minutes by the software and uploaded to the website [105]. This system was also used as a backup control system for the target in the case of a failure of the computer that controlled the target. The same software and technique was also used to monitor the beamline optics [106] for each production run by monitoring the BPM responses to the beam modulation signals and will be discussed in a later chapter.

### 3.15 Parity Analysis

To extract the main detector normalized yields for asymmetry calculations, several corrections were applied on raw yields as described below.

$$
\begin{equation*}
Y^{+/-}=\frac{\frac{\left(Y_{\mathrm{raw}}^{+/-}-Y_{\mathrm{ped}}\right) \times g}{N_{s}}}{I^{+/-}} \tag{3.15.1}
\end{equation*}
$$

where $Y_{\text {raw }}^{+/-}$is the raw ADC signal in the " $+/-$" helicity state, $Y_{\text {ped }}$ is the measured beam off signal or pedestal (a details pedestal analysis of the entire experiment is discussed in a latter chapter), $g$ is the calibration factor to convert ADC counts per sample to volts, $N_{s}$ is the number of $2 \mu \mathrm{~s}$ read-out samples per MPS state, and $I^{+/-}$is the beam current for the " $+/-$" helicity state. The pedestals were subtracted from the raw signals to remove the effect of the DC offsets in the electronics chain, dark current due to thermal noise and cosmic rays. In order to sum the two PMT signals for one detector to obtain the detectors yield, or to sum the total 16 PMT signals to obtain the yield for all detectors, the gains of those PMT channels were matched to each other. The main detector yields are normalized to beam current to reduce the dependence on beam intensity fluctuations. A beam stability cut was applied to the raw detector yield to eliminate data taken
during a beam trip or unstable beam excursion [88]. Further cuts to the data were made on a runlet-by-runlet basis during the data quality checks.

The parity analysis engine processes raw data to extract event and pattern based quantities. Events which pass the event and pattern number checks are grouped into patterns of four events, known as quartets and the pattern based differences, yields, and asymmetries are computed as shown in Table 3.3. In the final step of the data analysis process, event and pattern based processed data were saved into a set of pre-defined histograms and ROOT trees. Event based yields were saved in the Mps_Tree and pattern based differences, yields, and asymmetries were saved in the Hel_Tree. Additionally, event based EPICs values for key components (QTOR current, target position, etc.) were stored in a Slow_Tree. The running averages, running sums, uncertainties on the running averages and the slow control values were written into the MySQL databases.

Table 3.3 Definition of different variables used in the experiment [19]. The subscripts indicate the event sequence in a quartet pattern defined as $1,2,3,4$ with helicity " +--+ ". The definition of differences, yields, and asymmetries are shown here. Two different ways of combining yields and asymmetries were used in the experiment. The barsum yields are extracted using yields of the left/right PMTs $\left(Y_{L / R}\right)$ with proper weights $\left(W_{L / R}\right)$. The yields and asymmetries for each detector bar or for the whole detector were computed using the barsum yields and asymmetries. Another way to combine yields and asymmetries was pmtavg. The yield and asymmetry for each PMT were calculated first and then averaged to get yields and asymmetries for each detector or whole detector.

| Quantity | Definition | Comments |
| :--- | :---: | :---: |
| differences | $D=\frac{\left(Y_{1}^{+}+Y_{4}^{+}\right)-\left(Y_{2}^{-}+Y_{3}^{-}\right)}{2}$ | BPMs, Combined BPMs, <br> Energy calculator |
| yields | $Y=\frac{\left(Y_{1}^{+}+Y_{4}^{+}\right)+\left(Y_{2}^{-}+Y_{3}^{-}\right)}{2}$ | All detectors |
| asymmetry | $A=\frac{\left(Y_{1}^{+}+Y_{4}^{+}\right)-\left(Y_{2}^{-}+Y_{3}^{-}\right)}{\left(Y_{1}^{+}+Y_{4}^{+}\right)+\left(Y_{2}^{-}+Y_{3}^{-}\right)}$ | PMTs, Lumis, BCMs,BPM <br> effective charge |
| barsum | $Y_{\text {barsum }}=\frac{W_{L} Y_{L}+W_{R} Y_{R}}{W_{L}+W_{R}}$ | $A_{\text {barsum }}$ calculated using yields |
| pmtavg | $A_{\text {pmtavg }}=\frac{1}{2}\left(A_{L}+A_{R}\right)$ | $A_{L / R}$ is calculated from PMT |
| yields |  |  |
| mdallbars | $Y_{\text {allbars }}=\frac{1}{8} \sum_{i=1} Y_{\text {barsum }}^{i}$ | $A_{\text {allbars }}$ calculated using yields |
| mdallpmtavg | $Y_{\text {pmtavg }}=\frac{1}{16} \sum_{i=1}\left(Y_{L}^{i}+Y_{R}^{i}\right)$ | $A_{\text {pmtavg }}$ calculated using yields |

## SECTION 4

## BEAM MODULATION

### 4.1 Introduction

The electron-proton scattering rate largely depends on the five beam parameters: horizontal position $(X)$, horizontal angle $\left(X^{\prime}\right)$, vertical position $(Y)$, vertical angle $\left(Y^{\prime}\right)$, and energy $(E)$. Changes in these beam parameters when the beam polarization is reversed create false asymmetries. Although attempt has been made to keep changes in beam parameters during reversal as small as possible, it is necessary to correct for such false asymmetries. A challenge for the Q-weak experiment was to keep these helicity-correlated parameter differences as small as possible and measure the detector sensitivities. The goal of the beam modulation system was to occasionally induce controlled beam parameter changes $\Delta T_{i}$, measure the resulting detector false asymmetry $A_{\text {false }}$, and determine the detector sensitivities $\frac{\partial A}{\partial T_{i}}$. This technique allows estimation and correction for the beam false asymmetries as shown in Equation 5.1.1. Even if these corrections were small under ideal running conditions, the modulation system described in this chapter will allow to quickly determine if undesirable changes have occurred. The following sections will discuss the basis of the beam modulation system design. More detailed application of modulation to removing false asymmetries will be discussed by J. Hoskins [107] and D. Jones [108] in their future theses.

$$
\begin{equation*}
A_{\mathrm{false}}=\sum_{i=1}^{5}\left(\frac{\partial A}{\partial T_{i}}\right) \Delta T_{i} \tag{4.1.1}
\end{equation*}
$$

### 4.2 Design Measurement Time vs Modulation Asymmetry

It was assumed that it would be helpful to measure the whole-detector sensitivities to $10 \%$ accuracy every few days [109]. Stable sensitivities would yield uncertainties of a few percent by the end of the experiment, which is much better than one would need to regress out the helicitycorrelated differences seen in the previous parity violating experiment HAPPEX [110]. However, frequent whole-detector sensitivity measurements might reveal important changes in the beam, etc. Furthermore, accurate single octant sensitivities (which would be obtained as a by-product) are an essential prerequisite to extract the $\sin \phi$ and $\cos \phi$ dependence which are characteristic of residual transverse beam polarization.


Figure 4.1 Simple cartoon of the accelerator. The beam modulation magnets are shown in Hall-C beamline. The BPMs, BCMs, and other key components of the experiment are shown in the Hall-C beamline.

For the size and duration of the modulations discussed here, the natural beam jitter and the SEE BPM (section 3.6.1) electronic noise of roughly $5 \mu \mathrm{~m} / \sqrt{H z}$ will be negligible [109]. If this was not the case, measurement times would become much longer. This means that the uncertainty on the detector sensitivities is dominated by the statistical uncertainty on the detector false asymmetry. At nominal luminosity, the Q-weak experiment has a rate of $800 \mathrm{MHz} /$ octant, hence the whole-detector statistical sensitivity, $d A$, is $12.5 \mathrm{ppm} / \sqrt{t}(\mathrm{sec})$ or 1 ppm in 156.25 seconds. The clock times needed to measure a single beam sensitivity to $10 \%$ are therefore given by

$$
\begin{equation*}
t(s)=\frac{1}{\mathrm{DF}} \frac{\left(\frac{12.5 \mathrm{ppm}}{A_{\text {false }}(\mathrm{ppm})}\right)^{2}}{\left(\frac{d A}{A}\right)^{2}}=\frac{1}{\mathrm{DF}}\left(\frac{12.5 \mathrm{ppm}}{A_{\text {false }}(\mathrm{ppm})}\right)^{2} 100 \tag{4.2.1}
\end{equation*}
$$

Table 4.1 estimates required clock time for a $10 \%$ measurement of a single beam sensitivity with different assumptions about the modulation asymmetry and the modulation duty factor. A

Table 4.1 Dead time calculation for beam modulation. The clock time needed to measure detector sensitivity for a single parameter and how it varies with asymmetries are shown here. The clock times given below are calculated assuming a square wave modulation.

| Modulation asymmetry <br> [ppm] | Clock time required |  |  |
| :---: | :---: | :---: | :---: |
|  | D0 DF <br> $[$ Hours $]$ | $1 \% \mathrm{DF}$ <br> $[$ Hours $]$ | $0.1 \% \mathrm{DF}$ <br> [Hours] |
| 1 | 43 | 430 | 4300 |
| 10 | 0.43 | 4.3 | 43 |

modulation of 10 ppm would permit a measurement of all 5 sensitivities to $10 \%$, require about 110 calendar days, and have minimal negative impact on production duty cycle. For fixed uncertainty, smaller amplitudes would require at least quadratic increases in measurement time or duty factor (DF). For fixed measurement time and duty factor, smaller amplitudes would cause at least linear increases in the uncertainties.

### 4.3 Design Modulation Amplitude

The next important step was to estimate the modulation amplitudes for beam position and angle necessary to achieve $A_{\text {false }}=10 \mathrm{ppm}$. Detailed simulations on sensitivities have been performed using Geant 3 and discussed in [111]. The simulated single octant detector sensitivities are dominated by the interaction of $\mathrm{e}+\mathrm{p}$ elastic scattering with the defining collimator, and are shown in the second column of Table 4.2. Except for energy, the whole detector sensitivities were much smaller. They were much more complicated since they were determined by imperfect cancellation of the linear sensitivities due to broken symmetries (coil misalignment, radiator radial positions), plus quadratic sensitivities which depend on beam offsets. It was not clear what expected suppression factor to use in going from single octant sensitivities to whole detector sensitivities. Therefore, the relatively conservative cancellation factor was assumed to be 50 , which leads to the required modulation amplitudes for position, angle, and energy to generate 10 ppm whole detector asymmetry (see Table 4.2.

The estimated whole detector sensitivities were small. Compared to the Q-weak statistical uncertainty of $\sim 5 \mathrm{ppb}$, the beam parameter corrections resulting from the helicity-correlated differences seen in the previous parity violating experiments [110] $\mathcal{O}(1 \mathrm{~nm}, 0.1 \mathrm{nrad}, 0.1 \mathrm{ppm}$ in energy) were negligible.

Table 4.2 A crude estimate of the modulation amplitudes to generate 10 ppm whole detector asymmetries.

| Beam <br> Parameter | Single <br> Octant <br> Sensitivity | Assumed <br> Cancellation | Whole <br> Detector <br> Sensitivity | Modulation <br> Amplitude <br> for 10 ppm |
| :--- | :---: | :---: | :---: | :---: |
| Position | $10 \mathrm{ppb} / \mathrm{nm}$ | 50 | $0.2 \mathrm{ppb} / \mathrm{nm}$ | $50 \mu \mathrm{~m}$ |
| Angle | $30 \mathrm{ppb} / \mathrm{nrad}$ | 50 | $0.6 \mathrm{ppb} / \mathrm{nrad}$ | $20 \mu \mathrm{rad}$ |
| Energy | $1 \mathrm{ppb} / \mathrm{ppb}$ | 1 | $1 \mathrm{ppb} / \mathrm{ppb}$ | $10 \mathrm{ppm}(\sim 10 \mathrm{keV})$ |



Figure 4.2 Jefferson Lab and its beamline schematic for all three experimental halls using Computer Aided Design (CAD) drawings (informally referred as songsheets at Jefferson Lab) are shown. Beam modulation magnets, fast feed back coils, and BPMs in the Hall-C beamline are labeled separately.

### 4.4 Optics Calculation

A program written by Valery Lebedev for linear and non-linear optics calculations, OptiM [82], and an input deck prepared by Jay Benesch [112] (JLab) were used to simulate the Hall-C beamline (3C). The 3C beamline was substantially modified before Q -weak to accommodate the Compton
polarimeter. A schematic view of the Hall-C beamline (songsheet ${ }^{1}$ ) along with the other halls are shown in Figure 4.2. The goal for the beam modulation system was to achieve robust modulation in $X, X^{\prime}, Y, Y^{\prime}$, and $E$ at the target. These modulations do not have to be strictly pure, but they have to be linearly independent to yield solutions for the individual sensitivities. The asymmetries from position modulations were an order of magnitude larger than the asymmetries from angle modulations for similar sized magnet kicks in the Q -weak and will be discussed in later sections of this chapter. This fact, plus the relatively large statistical noise in the detector asymmetries, plus the certainty of small drifts in the optics, suggested that mixed mode modulation is unlikely to be robust. Running times and uncertainties were also quite difficult to estimate for the mixed mode modulation. Therefore, we attempted to produce relatively pure modulations in which $\sim 90 \%$ of the asymmetry arises from the variable of interest.

### 4.4.1 Simulation using OptiM

The main OptiM deck [113] contains the information about the location, field strength, size, orientation, etc., for each component of the Hall-C beamline. The OptiM deck was used to obtain transfer matrices, orbit excursions, beta functions, and simulated trajectories between any two beamlime elements in the forward or inverse direction.

### 4.4.2 Inverse Beamline

An insightful exercise was to start with a pure position or angle deviation at the target and use OptiM to send tracks in the upstream direction. This was called the inverse beamline or orbit. Figure 4.3 shows the orbit from the target to the Lambertson (beginning of the 3C line). All 4 panels have the same qualitative features: the beam moves to the right with piece-wise continuous motion, there is a discontinuity at each quadrupole location, and there is at least one zero crossing. The reason this inverse trajectory is so interesting is that, due to time-reversal invariance of electromagnetic interactions, it provides the information about how to perturb a forward beam to obtain a pure position or angle change at the target. As long as the inverse orbit stays inside the beampipe, such a figure is an existence proof that pure modulation at the target is possible with a forward beam.

[^5]

Figure 4.3 Inverse orbit excursions simulation from OptiM. The direction of the beam is from right to left. The tiny blue and red boxes on the horizontal axis at the bottom of the figures are dipoles and quadrupoles, respectively. The location of the target and beam dump are also marked. The orbit excursion for the relatively pure $X, X^{\prime}, Y^{\prime}$ and $Y$ displacement at the target are shown in the four panels (from top left in clock wise direction). The electron beam direction is from right to left, whereas for this exercise the beam tracks were created at the target and sent in the upstream direction.

### 4.4.3 Forward Beamline with Position or Angle Kicks

The simplest way to perturb an arbitrary forward beam onto the magic trajectory suggested by the inverse beamline is to kick the beam with a single dipole at one of the zero crossings. However, if driving coils were restricted to the first half of the 3 C arc, this strategy would not be feasible because there was only one zero crossing in that region (corresponding to pure $X^{\prime}$ modulation), with no zeros corresponding to $X, Y$, or $Y^{\prime}$ modulation. A better approach was then suggested by Mike Tiefenback [114], similar to that used in the JLab Fast Feedback System (FFB) [84, 85]. As schematically shown in Figure 4.4, pairs of separated coils could be used to take an arbitrary forward ray, offset its position and angle, and re-inject it along the appropriate trajectory to produce a pure position or angle change at the target. Detailed OptiM solutions for forward rays are shown in Figure 4.5 for a pair of coils separated by 9.5 m . Note that position modulation of $\pm 250 \mu \mathrm{~m}$ at the target yields orbit deviations of similar magnitude in the beamline, while angle modulation of


Figure 4.4 A sketch of beam modulation concept. A pair of magnets (at $\mathrm{Z}=0$ and $\mathrm{Z}=\mathrm{d}_{1}$ ) with opposite kick were used to match a trajectory at a point $\left(\mathrm{Z}=\mathrm{d}_{2}\right)$ in the beamline. There were two big dipoles between the modulation magnets. Using simple algebra $\theta_{1}$ and $\theta_{2}$ can be expressed in terms of position and angle at the match point. Hence required field integral in the beam modulation magnets can be calculated to generate a particular trajectory (details of the calculation in APPENDIX A).
$\pm 50 \mu \mathrm{rad}$ at the target yields orbit deviations of up to 3 mm . The size of the latter orbit deviations is large enough to cause some concern about scraping of the beam or halo. Hence the angle kick was reduced by an order of magnitude to match the size of the orbit deviations. This might be a better match to the size of natural beam jitter, but the time required in Table 4.2 for a single $10 \%$ measurement would increase by at least a factor of 100 . The field integrals for that yielded pure modulations at the Q-weak target were calculated using most updated available OptiM deck [113] and are shown in Table 4.3. These field integrals were converted to currents using the measured MAT coil field constant of $330 \mathrm{G}-\mathrm{cm} / \mathrm{A}$. This two-coil scheme was very convenient, as any changes in the 3C line was easily simulated for the modulation system by re-tuning the ratio of coil currents without having to move coils.

### 4.4.4 Forward Rays with Energy Kick

The beam energy was modulated using a superconducting RF cavity in the South Linac of the accelerator. The effect of a simulated 10 ppm energy kick from OptiM is shown in Figure 4.6. At 3C12, the point of highest dispersion (the middle of the 3 C arc), the induced motion is shown by a $41 \mu \mathrm{~m}$ red spike. From a comparison of Figures 4.5 and 4.6 , it is clear that energy changes could


Figure 4.5 Forward orbit excursions simulation from OptiM. Beam moves from left to right. The ting blue and red boxes on the horizontal axis at the bottom of the figures are dipoles and quadrupoles, respectively. Simulated location of the modulation magnets and recommended location for ion chambers are shown in the figures. The forward orbit excursion for the relatively pure $X, X^{\prime}, Y^{\prime}$ and $Y$ motion at the target are shown in the four panels (from top left in clock wise direction).

Table 4.3 Required field integrals for the modulation dipole pair to generate relatively pure position and angle at the target from OptiM are shown here. Coil currents to produce such field integrals are calculated. The ratio between coil current in 2nd and 1st coil is defined as the "tune". A negative tune signifies opposite current in the two coils.

| Beam <br> Parameter | Amplitude <br> for 10 ppm | $I_{1}$ <br> $[\mathrm{~A}]$ | $\int \vec{B} \bullet d \vec{l}_{1}$ <br> $[\mathrm{G}-\mathrm{cm}]$ | $I_{2}$ <br> $[\mathrm{~A}]$ | $\int \vec{B} \bullet d \vec{l}_{2}$ <br> $[\mathrm{G}-\mathrm{cm}]$ | "Tune" |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $X$ | $250 \mu \mathrm{~m}$ | 0.159 | 52.4 | -0.372 | -122.9 | -1.875 |
| $X^{\prime}$ | $4 \mu \mathrm{rad}$ | 0.554 | 183.0 | -1.872 | -618.0 | -3.864 |
| $Y$ | $160 \mu \mathrm{~m}$ | -0.242 | -80.0 | 0.060 | 20.0 | -0.367 |
| $Y^{\prime}$ | $3 \mu \mathrm{rad}$ | -1.606 | -530.0 | 0.771 | 254.0 | -0.489 |

not possibly be confused with position or angle changes. Further downstream in the beamline, the small green bump represents the dispersion inside the vertically bending Compton chicane. Because of the lower dispersion, the induced motion in the Compton was only about $5 \mu \mathrm{~m}$, much smaller than the nominal JLab electron beam rms width. The energy change at the target was identified in terms of change in beam position at 3 C 12 and at any arbitrary non-dispersive location. A pair of BPMs at the beginning or the end of the 3 C arc would seem to be the most natural choice
for energy change measurement. Any two $X$ BPMs on the beamline could be used as long as the magnifications were favorable. But there were advantages to work in terms of target position $\left(X_{T}\right)$ and angle $\left(X_{T}^{\prime}\right)$ because: 1) these were the coordinates that were used in the simulations to estimate the beam sensitivities, and 2) there were seven BPMs in the drift region upstream of the target which provided flexibility to determine $X_{T}$ and $X_{T}^{\prime}$ with relatively high accuracy [75]. The position or angle at 3 C 12 in terms of target parameters can be expressed as

$$
\begin{equation*}
\overleftrightarrow{X}_{3 \mathrm{C} 12}=\underline{M} \overleftrightarrow{X}_{T} \tag{4.4.1}
\end{equation*}
$$

Expanding the Eq. 4.4.1

$$
\left[\begin{array}{l}
X  \tag{4.4.2}\\
X^{\prime} \\
Y \\
Y^{\prime} \\
\frac{d E}{E}
\end{array}\right]_{3 \mathrm{C} 12}=\left[\begin{array}{lllll}
M_{11} & M_{12} & M_{13} & M_{14} & M_{15} \\
M_{21} & M_{22} & M_{23} & M_{24} & M_{25} \\
M_{31} & M_{32} & M_{33} & M_{34} & M_{35} \\
M_{41} & M_{42} & M_{43} & M_{44} & M_{45} \\
M_{51} & M_{52} & M_{53} & M_{54} & M_{55}
\end{array}\right]\left[\begin{array}{l}
X \\
X^{\prime} \\
Y \\
\frac{d E}{E}
\end{array}\right]_{T}
$$

where the matrix elements were obtained from [113] and can be written as

$$
M=\left[\begin{array}{ccccc}
0.69 & -928 & 0 & 0 & 411  \tag{4.4.3}\\
-5 \times 10^{-4} & 2.1 & 0 & 0 & -0.5 \\
0 & 0 & -0.60 & -3.5 \times 10^{4} & -1 \\
0 & 0 & -6 \times 10^{-4} & -5 & -1 \times 10^{-3} \\
0 & 0 & 0 & 0 & 1
\end{array}\right]
$$

Using Equation 4.4.2 and 4.4.3, the energy change at the target can be written in terms of horizontal position change at 3 C 12 , and horizontal position and angle changes at the target as

$$
\begin{equation*}
\Delta\left(\frac{d E}{E}\right)_{T}=\frac{1}{M_{15}} \Delta X_{3 \mathrm{C} 12}-\frac{M_{11}}{M_{15}} \Delta X_{T}-\frac{M_{12}}{M_{15}} \Delta X_{T}^{\prime} \tag{4.4.4}
\end{equation*}
$$

In practice, large residual dispersion in $X_{T}$ and/or $Y_{T}$ made Equation 4.4.4 only approximate. More detailed calculation about the energy modulation can be found in [115].


Figure 4.6 Forward orbit excursions simulation for energy modulation from OptiM. Beam moves from left to right. The energy was changed by 10 ppm using a horizontal corrector in the simulation. The pronounced horizontal position (red) change of $41 \mu \mathrm{~m}$ at the middle of the arc is due to the energy change of 10 ppm . A small vertical position (green) bump can be identified at the Compton region.

### 4.5 Beam Modulation Hardware

The hardware of the beam modulation system spans three different regions: the BSY service building, accelerator beamline, and Hall-C. In the BSY service building, there were two signal generators controlled by an IOC. The sinusoidal signals from signal generator were sent to power amplifier, and the amplified signals were sent to two pairs of air core coils and one SRF cavity in the beamline. The read-backs from signal generators, power amplifiers, current transducers to measure the coil current, and BPM responses were sent to two sets of ADCs at the Q-weak cage at Hall-C counting house and at BSY service building to monitor the system and to perform further analysis. A trigger from the parity violating DAQ in the Hall-C counting house was sent to the IOC at the BSY service building to start the process. The schematic diagram of the beam modulation hardware is shown in Figure 4.7.


Figure 4.7 Beam modulation hardware sketch. BMod hardware spans three different regions: BSY service building, accelerator beamline, and Hall-C. In BSY service building there were two VME-4145 signal generators controlled by an IOC (iochenmr). The sinusoidal signals from signal generator were sent to Trim power amplifier, and amplified signals were sent to two pairs of MAT coils and one SRF cavity (SL20 vernier) in the beamline. The read-backs from signal generators, power amplifiers, current transducers, BPMs, and cavity were sent to two ADCs at Q-weak cage and one ADC at BSY service building. The drive or input signals are shown by green and read-backs by blue lines, respectively. In order to trigger the process, a signal from parity violating DAQ in the Hall-C counting house were sent to the IOC.

### 4.5.1 Air-Core Coils

Two pairs of JLab MAT(HF) air-core coils were used to perturb the electron beam for the modulation system as they produced sufficient field integral, were readily available, and were compact enough (each 10 cm long) to be inserted easily almost anywhere in the beamline. Their properties have been measured and summarized by Sarin Philips in [116]. The MAT coils were calibrated in bench test and the most critical parameters are summarized in Table 4.4. The total impedance of the
coil was related to the frequency $(f)$ as $X_{\text {total }}=1.6 \Omega+2 \pi f(0.0038 \mathrm{H})$. The reduction in field due to the skin effect in a standard stainless steel beampipe was estimated to be roughly $10 \%$ at 1 KHz , and less than a few percent at 125 Hz . The skin effect was ignored as the used frequency of the sinusoidal modulation was 125 Hz , which was constrained by the power amplifier (see section 4.5.5).

Table 4.4 Basic properties of the air core MAT coils used for the beam modulation system.

| Magnet Parameter | Value |
| :--- | :---: |
| Magnet Constant $(B / I)$ | $33 \mathrm{G} / \mathrm{A}$ |
| $\int \vec{B} \bullet \overrightarrow{d l}=(\mathrm{B} / \mathrm{I}) \times$ Length | $(330 \mathrm{G}-\mathrm{cm} / \mathrm{A}) \times \mathrm{I}$ |
| Length | 10 cm |
| Inductance | 3.8 mH |
| Resistance | $1.6 \Omega$ |

### 4.5.2 IOC

A VME based Input Output Controller (IOC) hcnmr at the BSY service building was used to operate the beam modulation system. The crate contained a processor, various input/output (I/O) modules, and VME modules that provide access to other I/O buses [117]. The IOC was used to establish communication with two VME 4145 Signal Generator boards through two patch panels and controlled the drive signal of the VME 4145 board via a database access library that works on Unix, VxWorks ${ }^{2}$, and EPICS databases.

### 4.5.3 VME 4145 Signal Generator

Two GE Fanuc Intelligent Platforms' VME-4145 programmable function generator boards [118] were used to drive the two pairs of MAT coils (shown in Figure 4.7). The VME-4145 has an analog output board that provides four high-quality analog output channels with 16 -bit resolution. Each output has a dedicated Digital-to-Analog Converter (DAC), and can source or sink $\pm 10$ V. Each channel has a dedicated 64 Kword $^{3}$ waveform buffer. Each buffer may be segmented to provide independent subwaveforms. The unit was capable of downloading an arbitrary bipolar waveform and then replay it. Two pairs of MAT coils were driven using sine waveform from the four channels of the first VME-4145 board. Only two channels of the second board were used. One channel was used to drive the superconducting RF cavity for energy modulation with a sine waveform and the other channel was used to produce a ramp (sawtooth) wave to monitor the phase of the all five

[^6]drive signals. Each waveform was generated start to finish and then the next was seamlessly started. All of the waveforms were preloaded before waveform generation began to program the sequencing of segments in real time by the host processor (a link list software approach) [118]. An external trigger input from Q-weak main DAQ was used to start playback of the waveform. This feature allowed to trigger the drive signal and ramp wave channels to synchronize in phase. The boards were programmed to run in the continuous mode (Type II) which scanned the waveform table, ran for 510 cycles and then halted. The next cycle started again when the boards were triggered from the Q-weak DAQ.

### 4.5.4 Relay Board

Two sets of JLab-made 16-channel relay output register modules [120] were used for machine protection. The board consists of four 16-bit registers used to control 16 relays and read-back status information. The front panel contains indicator LED's for power, heartbeat and relay on/off status. Relay contacts are brought out on a 50 -pin D connector. A DC shift of $\sim 0.015 \mathrm{~V}$ was observed on the sinusoidal drive signal due to the relay boards which seem to have no effect on the driven coils (more details in [121]).

### 4.5.5 Trim Power Amplifier

Four 1-12 A series pass regulator power supplies, known as Trim Card I, were used as power amplifiers to control two pairs of the MAT dipoles for the beam modulation system. The Trim-I was programmable, 200 W , bipolar, power supply and was realized as a single plugin circuit board, approximately with dimensions $9^{\prime \prime} \times 20^{\prime \prime}$. Our bench tests were done with Trim Card II [122] but they were deemed unsafe to use. Thirty two Trim cards were housed in card-cages within a single rack (BS04B14) at BSY service building. But only four of those cards were used for the modulation system and the rest were used to power other components in the beamline. The Trim cards consisted of a Motherboard which helped to interconnect all the daughter cards, distribute power to the daughter cards, and house the power amplifier section (shown in Figure 4.10). A 48-pin connector, mounted on the rear apron, was used to engage a mating connector in the card cage where $\pm 27 \mathrm{~V}$ bulk power, 5 V power, and RS-485 communication were derived. External programming commands and data read-backs were exchanged with the EPICS via a RS-485 data link. The cards had a display module in the front connected to a digital temperature sensor which was used to set warning flags or shutdown the trim card in case of overheating. The Trim cards setup suffers from a discontinuity
when conduction changes from the positive to negative pass bank transistor arm as the output passes though the zero point. This effect was suppressed by the feedback loops, and was problematic for fast ramps or step changes. The drive signal for the modulation was constrained by this phenomena, so instead of square wave, sinusoidal wave was chosen. Originally, the Trim cards were designed to operate in the DC regime, but managed to amplify a 250 Hz sine wave linearly. The used frequency of the sinusoidal modulation was 125 Hz . A higher frequency such as 500 Hz was not possible.


Figure 4.8 LEM current transducer output response (blue) to input sine drive signal (yellow) seen by oscilloscope (left). The output from the LEM was out of phase with the input signal. The figure on the right shows LEM calibration up to 5 V of input signal. The frequency dependence of the input signals were studied up to 250 Hz .

### 4.5.6 LEM Current Transducer

Four LEM CT-10T [123] were used to monitor the current through the two pairs of the MAT dipoles. The LEM has two pins for the input current in one side and two power supply pins ( $\pm 15 \mathrm{~V}$ ) on the other side along with two pins for output voltages. The LEMs were calibrated up to 5.5 V of input voltage, whereas nominal input operating voltage during the experiment was $\sim 1 \mathrm{~V}$. The calibration was performed using a bench top and VME-4145 signal generators. A typical drive signal and its readback signal by a LEM are shown in Figure 4.8 (a) and the variation of LEM output with input drive voltage has been shown in Figure 4.8 (b). There was a $180^{\circ}$ phase shift between the input (or Trim) signal and the LEM output signal. The measured gain was $\sim 0.5$ for all the LEMs. There was no frequency dependence of the gain for the LEMs in the voltage domain $0-5 \mathrm{~V}$ as shown in Figure 4.8 (b). The LEMs were assembled in an insulated box and installed in the Hall-C patch panel VME crate in the BSY service building [124] and were connected in series with the MAT dipoles.

During the experiment, the LEMs were usually disconnected since they induced a small position motion in the beam at 240 Hz . During bench tests, LEM LA 50-P current transducer [125] was used to monitor the current. LEM LA 50-P used the induction method to measure the current; hence there was no series connection with the coils for the measurements. Use of the induction current transducer has a lesser chance of injecting noise in the system. For future work, one might consider LEM LA $50-\mathrm{P}$ or similar current transducer for precision parity measurements. The LEM current transducers have also helped to calibrate the strength of the magnets during the commissioning tests. More details about LEMs and its calibration are described in Ref. [126].

### 4.5.7 Energy Modulation Hardware

A 125 Hz sinusoidal signal was sent to an energy vernier SL-20 of a cryo-module in South linac of the accelerator to modulate the energy. One of the standard features of the accelerator is the use of Fast Feed Back (FFB) system (Section 3.6.7) to maintain a steady beam position. Unfortunately, the energy FFB system did a perfect job of countering the 125 Hz energy modulation signal. The energy monitor BPM 3C12X saw no response in Figure 4.9 (bottom) for the energy modulation signal (top) when the FFB was on. So, the FFB system had to be paused during the energy modulation to avoid any suppression from the FFB system.


Figure 4.9 The effect of Fast Feed Back (FFB) system on energy modulation [11]. Top panel shows function generator drive signal vs time. Bottom panel shows the response of the BPM 3C12X (which is located in the middle of the arc and supposed to see maximum response for energy modulation) for the same drive signals. No response was observed in the BPM when FFB was on. The missing portions of the BPM response are beam trips removed by the software stability cut.

### 4.5.8 $\quad$ ADCs

Two sets of TRIUMF-built 18-bit analog to digital converters (ADCs) were used to study the readback signals from different components of the beam modulation system. Each module had eight ADC channels which were synchronized and triggered by the MPS signal sent by the helicity board. The ramp wave and 5 drive signals $\left(X, X^{\prime}, Y, Y^{\prime}, E\right)$ from VME function generator, 4 readback signals from LEM current transducer, 4 readback signals from Trim-II power amplifiers were read by the TRIUMF ADCs (more details in section 3.11.1.1 and [99, 100] ).

All the readback channels (the above mentioned 14 channels and a readback from SL-20 vernier for energy modulation) were also sent to a VME 32-channel ADC module [127] which was used to monitor the peaks of the signals. The ADC had 16 -bit resolution and supported up to a 100 kHz sample rate. The ADC was configured by 3616 -bit registers and read the analog input data. The data format was configured depending on the selected bipolar or unipolar input range. The analog inputs were fully differential and configured to detect the peak of the input signals. The input connectors for the analog inputs were $50-\mathrm{pin} \mathrm{D}$ style connectors. The front panel had indicator LED's for power and heartbeat. The JLab-made peak detection ADC was used as a standalone (independent of Q-weak parity violating data acquisition system) modulation readback system and was installed in the BSY service building.


Figure 4.10 Beam modulation hardware bench test setup. It consists of one $\pm 15 \mathrm{~V}$ power supply, two Trim power amplifiers, a pair of assembled MAT coils, and one signal generator. A VME signal generator was also used during the latter part. To see the responses, two multimeters, a LEM current transducer, a Hall probe, and an oscilloscope were used.

### 4.6 Hardware Components Calibration and Important Constraints

Extensive bench tests were performed with the beam modulation system so that (except for the absence of long drive cables) it would be possible to predict how the installed system would work. The Trim amplifier was controlled via an analog input from a simple bench-top function generator at the beginning and latter with VME 4145 board. The signal generator produces sine waves of different amplitudes and frequencies as the input voltage to the Trim power amplifier. The amplified signal goes to $\sim 10 \mathrm{~cm}$ long MAT coil through a single LEM current transducer. The rms currents through the coils were measured by ammeter. The rms magnetic fields of the coils were measured by the Hall probe. All the individual components were tested and calibrated in the bench test. The bench test setup is shown in Figure 4.10.

### 4.6.1 Coil Positioning

There were significant constraints on where perturbing coils could be located. One absolute requirement was that coils be located upstream of the high dispersion point at 3 C 12 (the center of the 3 C arc) so that modulations in $X, X^{\prime}$, and $E$ could be disentangled. Another highly desirable constraint was that the coils be located downstream of any expected deviations from design optics. Accelerator operations agreed to complete matching in 3C beamline by quadrupole MQA3C08, the beginning of the 3C arc dipole string. Considerations of stability therefore excluded regions upstream of this point, leaving only the first half of the 3 C arc as a potential site for coils. The coil positioning and orbit excursions were simulated using OptiM. Initially, it was attempted to insert both coils into a single $\sim 1 \mathrm{~m}$ drift, but the angle kicks of interest required excessively high field integrals and the approach did not work. Separating the coils by more than 1 meter required straddling other beamline elements. The coils were mounted between two dipoles with no intervening quadrupoles or active elements. The 1st pair of MAT coils, MHF3C08H $\left(X_{1}\right)$ and $\operatorname{MHF} 3 \mathrm{C} 08 \mathrm{~V}\left(Y_{1}\right)$, were installed in the drift oD7028, which was located just after quadruple 3C08 and before the dipole 3C05. The 2nd pair MAT coils, MHF3C10H $\left(X_{2}\right)$ and MHF3C10V $\left(Y_{2}\right)$, were installed in the drift 0D7034, which was located between dipoles 3 C 06 and 3 C 07 . The separation between these two pairs of coils was about $\sim 9.5 \mathrm{~m}$. The first coil $X_{1}$ was located $\sim 92.7 \mathrm{~m}$ upstream of the Q -weak target. The $X_{1}$ and $X_{2}$ coils were driven simultaneously and in opposite phase in an attempt to produce relatively pure horizontal position or angle changes at the target (see Figure 4.4).

### 4.6.2 Waveform

The preferred waveform was to generate at least square-ish modulation (similar to the square helicity reversal). The Trim power amplifier was unable to drive square waveforms in the frequency range of interest. Satisfactory results were obtained only with sinusoidal waveform, which was hence was used to drive the magnets. Due to schedule pressure, existing Trim amplifiers were used.

### 4.6.3 Waveform Phase

A 1 V of sawtooth wave with the same frequency of 125 Hz as sinusoidal drive signal from VME 4145 was used to monitor the phase of the drive signals. The sawtooth ramp wave goes from 0 to 1 V as the phase of the sinusoidal drive signal goes from 0 to $360^{\circ}$ (Figure 4.11). The drive signal and ramp wave were triggered. The edges of the ramp wave were not very sharp hence were removed during the analysis to avoid any edge effect. The edges were recreated using a ramp fill method in the software as described in Ref. [128].


Figure 4.11 Zoomed ramp and drive signal from a beam modulation cycle during a typical production run. (a) Ramp signal vs time. The ramp signal is a sawtooth wave used to track the phase of the sinusoidal drive signals. (b) Drive signal vs time. The drive signal is a sinusoidal wave.

### 4.6.4 Frequency Range

The frequency of the waveform was tested for the range of $10-500 \mathrm{~Hz}$ at 3 A (peak) output. The Trim cards reliably drove sinusoidal waveforms up to 250 Hz . At that frequency, the coil impedance becomes approximately $X_{\text {total }}=1.6 \Omega+2 \pi f(0.0038 \mathrm{H})=7.6 \Omega$, so the amplifier has to provide
22.8 V (peak). The maximum output voltage of the Trim-II amplifier appeared to be approximately $\pm 27 \mathrm{~V}$, but it was not strictly bipolar due to the use of NPN diodes for one polarity and PNP diodes for the other. So while one could go a bit higher in frequency than 250 Hz , there would be a rapidly increasing risk of generating asymmetrical sine-like waves (and hence a small DC beam position offset). During production data collection, the nominal drive signal frequency was 125 Hz which allowed the parity DAQ to take $7-8$ samples. Another criteria for choosing the frequency was to avoid the power line frequencies $(60,120,180$, etc. Hz$)$ suppressed by FFB system.

### 4.6.5 Maximum Current

With sustained operation, the coils became quite hot to the touch at $I_{\text {peak }}=7.07 \mathrm{~A}\left(I_{\mathrm{rms}}=\right.$ $5 \mathrm{~A})$. This was significantly above Q-weak's nominal maximum current $I_{\text {peak }}=3 \mathrm{~A}$, but it is worth discussing since future experiments at higher beam energy might try to push the envelope. Although measurements at $1 \%$ duty factor would take only 36 seconds per hour, one must assume that a parity violation experiment will eventually take long, dedicated beam modulation runs. Unless cooling fans installed, damage to the enamel-insulated wires or any plastic components could result if $I_{\text {peak }}=$ 7.07 A is significantly exceeded. The "smoke point" of the magnets was not determined, but bear in mind that $P=I^{2} R$, so the temperature would increase rapidly with current above $I_{\text {peak }}=7.07 \mathrm{~A}$. It should be emphasized that $I_{\text {peak }}=7.07 \mathrm{~A}$ refers to the peak current of a sinusoidal waveform, and not to a maximum DC current which would have twice the average power dissipation. Constraint on maximum current based on machine protection simulation is discussed in the Section 4.9.


Figure 4.12 Field map of MAT coil for different input coil currents (left). The field was linear in the region of the coil span of 10 cm . The field profile did not change with coil current up to 3 A . The field was normalized with respect to 1 A (right).

### 4.6.6 Magnetic Field Calibration of the MAT Coils

The MAT coils were calibrated using a bench test setup, as shown in Figure 4.10. The magnetic field was measured using a GMW Hall Probe. The measured field integral for a 10 cm long MAT coil was $\sim 330$ G-cm/A. The field was reasonably uniform over the span of the coil (Figure 4.12 (a)). There was no current dependence of the field as shown in Figure 4.12 (b). The magnetic field for the MAT coils falls quite sharply with distance beyond the coil span, hence reduces the possibility of interaction with other elements in the beamline.

### 4.7 Controls and Software Sketch

A standalone control system for the beam modulation system was designed by Scott Higgins [129131]. The drive signals of two VME-4145 signal generator boards were controlled via an EPICS database access library that works on Unix and vxWorks. In the control system, the first VME4145 card was referred as BMOD1 and the second card as BMOD2. Each function generator card has 4 channels and they are named as CHANO, CHAN1, CHAN2, and CHAN3. All four channels of BMOD1 and CHANO and CHAN3 of BMOD2 were used for the modulation system. The EPICS variable for the master switch was BEAMMODSWITCH. A value for BEAMMODSWITCH of 0 was considered as OFF and 1 was ON. This switch allowed operations to control whether or not to allow any beam modulation requests. The off state was entered when the master switch was set to OFF. In the OFF state the Relays to the Trim cards were set to ground. The OFF state was the default state for the system after an IOC reboot. The CONFIG state was entered when the operations toggles the master switch from OFF to ON. Once the board was in the CONFIG state all, the channels in BMOD1 and one channel BMOD2 loaded a sine wave, whereas CHANO of BMOD2 loaded ramp wave. The adjustable inputs controlling the sine wave were frequency and amplitude. The allowed frequency range was set to be $10-250 \mathrm{~Hz}$, and amplitude was limited to $\pm 0.3 \mathrm{~A}$, as discussed in previous sections. A negative amplitude would shift the phase of the sine wave by $180^{\circ} / \pi$. The output for ramp wave was $0-1 \mathrm{~V}$.

Before the transitions to the trigger state, it was necessary to enter the number of periods for the sinewave or rampwave to run the system. This setting ranged from 1 to 511 . A value of 511 would cause the hardware to run the sinewave or rampwave continuously which was a feature of the hardware. Nominal cycle for the system was set to 510 .

The sine waves could be initiated by both a hardware and software trigger. The software trigger was a button that is activated by writing a value of " 1 " to the EPICS TRIGGER variable. This feature was primarily used in testing the system. The hardware trigger was initiated from the Hall-C DAQ.

All of the 8 channels shared the same hardware trigger so any of the channels that were in the TRIGGER state would initiate sine wave outputs. It should be noted that if another trigger comes in while the VME-4145 is outputing a sine wave, the output will be interrupted and the card will restart the sine wave from the beginning. There were 2 things that could cause a channel to leave the trigger state: if operations selects Beam Modulation Off with the master switch or the user selects to leave the trigger state. The EPICS variables to leave the trigger state is activated by writing a value of " 1 ".

If the user entered the trigger state after having previously run a sinewave, the last loaded sine wave would be executed. There was no need to reload the sine wave in the CONFIG state if amplitude and frequency were to stay the same. If, however, the user desired to change either the frequency or amplitude, a new sinewave must be loaded. There was a time delay in the reporting of the running of a sinewave from the VME-4145. A sine wave could be triggered and finished before the card reported that it was actively running a sinewave. Therefore there was no deterministic way to see the status of the card generating a wave for a particular channel in real time, at least not by monitoring the VME-4145. An external method was needed. A JLab-made ADC was used to monitor those channels in real time. There was a signal that went back to the hall which showed the output of the VME-4145 function generator. The goal of this signal was to show real time values written to the trim card. In order for the output of the function generator to reach the trim card, a relay needed to be set. The signal going back to the Hall-C of the function generator was between the relay board and the trim card. A value of " 1 " meant the relay was enabled and the function generator was connected to the trim card. A value of " 0 " meant the relay was off and the trim card was tied to ground. More details about the modulation control system can be found in technical documents [129, 131].

### 4.8 Modulation Modes

Two possible modulation modes were exercised during the experiment. One mode was with single coil modulation, where all four coils $X_{1}, X_{2}, Y_{1}$, and $Y_{2}$ were pulsed individually; this mode was mainly used to calibrate and test the system during commissioning period. The other mode was, in which one pair of coils was pulsed together to achieve a relatively pure position or angle at the target, the nominal mode of operation. A pulse with a combination of $X_{1}$, and $X_{2}$ was used for horizontal position and angle, and one with a combination of $Y_{1}$, and $Y_{2}$ was used for vertical position and angle motion. The energy modulation was the same for both the single and coil pair
modes. The nominal current through the MAT dipole for the pair mode is shown in Table 4.3. A unique pattern number was assigned in the software to identify the different modulation modes, and parameters as listed in Table 4.5.

Table 4.5 Different beam modulation modes and related pattern numbers. In single coil mode, just one coil was pulsed and the response was a linear combination of position and angle. In pair of coils, two coils were pulsed at a time to produce relatively pure position or angle.

| Mode | Parameter | Coils Pulsed | Pattern Number |
| :---: | :---: | :---: | :---: |
| Single coil | $X$ and $X^{\prime}$ | $X_{1}$ | 1 |
|  | $X$ and $X^{\prime}$ | $X_{2}$ | 2 |
|  | $Y$ and $Y^{\prime}$ | $Y_{1}$ | 3 |
|  | $Y$ and $Y^{\prime}$ | $Y_{2}$ | 4 |
|  | $E$ | E | 5 |
|  | X | $X_{1}$ and $X_{2}$ | 11 |
|  | $Y$ | $Y_{1}$ and $Y_{2}$ | 12 |
|  | $E$ | $E$ | 13 |
|  | $X^{\prime}$ | $X_{1}$ and $X_{2}$ | 14 |
|  | $Y^{\prime}$ | $Y_{1}$ and $Y_{2}$ | 15 |



Figure 4.13 Orbit excursions using a pair of coils with incorrect polarity on one of the coils. Beam moves from left to right. Large excursions would be observed for angle modulation. The used field strength was 5 times higher than nominal. The recommended locations for ion chambers (IC) based on this study are shown by the thick arrows at the bottom of each panel.

### 4.9 Machine Protection Analysis

OptiM simulations were performed to check the maximum possible excursion in the beamline. The nominal field integrals for the modulation MAT coils are given in Table 4.3 and the corresponding excursions are shown in Figure 4.5. Increasing the fields by 5 times would move the beam only 1.3 mm upstream of the target and 1.0 mm at the dump. To check the worst possible scenario, the polarity of the magnets was reversed, hence coherently kicking (using the same 5 times of nominal field); the simulated orbits are shown in Figure 4.13. The reversed polarity deviations upstream of the target were 3.6 mm and 6.6 mm at the beam dump. The same simulation with only one coil energized deviations was 2.4 mm upstream of the target and 3.8 mm at the beam dump for $I_{\max }=0.6 \mathrm{~A}$. Considering all of these cases, the maximum obtained excursion was about 4.6 mm at the target for a maximum current of 0.6 A . For angles, the excursions were much larger than position excursion mainly in the regions middle of the arc (around quadrupole 3 C 12 ) and end of the arc (around quadrupole 3C17). The deviation at the beam dump was 6.6 mm for $I_{\max }=0.6 \mathrm{~A}$. The orbit excursions for all the cases are summerized in Table 4.6. For protection of the machine, considering all the above cases, the recommended place to install ion chambers (IC) was at the highest beam excursion region of the beamline around 3 C 12 and 3C17 (as shown in Figure 4.13). The worst case scenario was found to be the case of incorrect polarity. In order to avoid any mishap, when system was commissioned, a hard coded software limit of $I_{\max }=0.3 \mathrm{~A}$ was implemented. More details about the machine protection analysis can be found in Q-weak internal technical document [132].

Table 4.6 Summary of orbit excursions from the machine protection simulation.

| Modulation Type | Orbit excursion at target |  | Position excursion at dump [cm] |
| :---: | :---: | :---: | :---: |
|  | Position [cm] | Angle [ $\mu \mathrm{rad}]$ |  |
| Pair of coils mode |  |  |  |
| X | 0.058 | 8.82 | 0.100 |
| $X^{\prime}$ | 0.243 | 46.25 | 0.470 |
| $Y$ | 0.046 | 2.62 | 0.048 |
| $Y^{\prime}$ | 0.465 | 39.33 | 0.660 |
| Single coil mode |  |  |  |
| $X_{1}$ | 0.106 | 11.4 | 0.380 |
| $X_{2}$ | -0.127 | -34.8 | -0.180 |
| $Y_{1}$ | 0.062 | 2.2 | 0.120 |
| $Y_{2}$ | -0.129 | -16.9 | -0.370 |



Figure 4.14 Orbit excursions with only one coil energized. Beam moves from left to right. Large excursions were observed for $X_{1}$ and $Y_{2}$ coils. The maximum current used for all the coils was $I_{\max }=0.6 \mathrm{~A}$. A hard coded restriction of $I_{\max }=0.3 \mathrm{~A}$ in the software was set for the safety of the accelerator based on this analysis.

### 4.10 Beam Modulation Cycle

A typical beam modulation cycle vs time during production run is shown in Figure 4.15. A micro cycle ran for 510 cycles with a nominal frequency of 125 Hz for each beam parameter, hence lasted 510 (cycles) $\times \frac{1}{125 H z} \simeq 4.08 \mathrm{~s}$. One macro cycle consisted of the $X, X^{\prime}, E, Y, Y^{\prime}$ cycles and ran for 320 s . Each macro cycle was then continuously repeated. The dead time between each active micro cycle was $\sim 75 \mathrm{~s}$. This dead time was set high to collect modulation data noninvasively with production running, which yielded a duty factor of $\sim 6 \%$. A zoomed version of the ramp and sinusoidal drive signal from the Figure 4.15 is shown in Figure 4.11.

### 4.11 Response to Modulation Signal and Applications

The main detector response to horizontal position $(X)$ modulation is shown in Figure 4.16. The detector coordinate is shown in the center of the figure. Detectors 1 and 5 show the maximum response for the $X$ modulation and are anti-correlated. Negligible response is been seen in octants 3 and 7. Detector responses correlated with modulation were used to extract sensitivities for the main detector and are discussed in the next chapter.


Figure 4.15 Beam modulation cycle during a typical production run. 1st panel shows ramp wave to calibrate sinusoidal signals vs time. 2nd and 3rd panels show sinusoidal drive signals for horizontal position $(X)$ and angle ( $X^{\prime}$ ) modulation vs time. 4th panel shows sinusoidal drive signals for energy $(E)$ modulation vs time. 5 th and 6 th panels show sinusoidal drive signals for vertical position $(Y)$ and angle $\left(Y^{\prime}\right)$ modulation vs time. The cycle for each parameter is $\sim 4 \mathrm{~s}$. One macro cycle consists of the $X, X^{\prime}, E, Y, Y^{\prime}$ cycles and ran for 320 s .

A typical BPM response to nominal modulation drive signal is a sinusoidal of amplitude $\sim 200 \mu \mathrm{~m}$, as shown in Figure 4.17. Compared with natural beam jitter, this is an order of magnitude larger and has fewer correlations among the parameters, providing an independent way of measuring sensitivities. Figure 4.17 shows a pair of drive signals for $X$ modulation in top two panels, whereas


Figure 4.16 Main detector response to $X$ position modulation. Main detector yields vs modulation phase (ramp wave) plotted for each detector.
the target BPM $X$ and $Y$ responses are shown in the bottom two panels. As expected, the BPM $X$ shows a significant sinusoidal response to the horizontal drive signal but no response in $Y$. A small phase shift was observed between the drive signals and BPM responses (more details in next chapter). Besides measuring sensitivities, the BPM response to the modulation signal helped to track any optics change in the Hall-C beamline. The following chapter will discuss the application and products of the beam modulation system.

### 4.12 Extension to Other JLab Parity Violation Experiments

The beam modulation system described in this chapter should be useful for other parity violation experiments such as the Moeller experiment at 11 GeV in Hall-A, JLab [133]. Some basic limitations should be kept in mind. First of all, the modulation amplitude of the system described here will scale


Figure 4.17 Target BPM response to $X$ position modulation. The signals were plotted vs modulation phase. The drive signals in coils $X_{1}$, and $X_{2}$ are shown in top two panels and the corresponding BPM response in $X$, and $Y$ are shown in bottom two panels. There is a small phase shift between the drive signals and BPM responses.
like $E_{\text {beam }}(\mathrm{GeV}) / 1.165$, hence the amplitudes at 11 GeV will be smaller by an order of magnitude. If the amplitude becomes smaller than the random beam jitter, convergence will be greatly slowed. The air-core coils can be driven harder if the duty factor is limited or if fans are used to cool the coils, but at about 5 A (rms) they become hot enough to risk damaging the enamel coatings on the wires under continuous duty. Secondly, at the frequencies of interest, the coil is an almost purely inductive load, so the voltage needed to drive a given current is nearly proportional to frequency. If one wishes to modulate the beam faster than the 250 Hz system described here, faster, higher voltage power amplifiers than the Trim-II would be needed. Alternatively, larger field integrals could be obtained for a given current by replacing air-core coils with ferrite magnets. Finally, because the final quadrupole is closer to the target in the Hall-A beamline (1C) line [134], it should be somewhat easier to generate a given angle kick for the same beam energy as compared to the 3 C line.

### 4.13 Summary

The beam modulation system presented here was designed for sinusoidal modulation up to 250 Hz which was robust and well-suited for experiments measuring small parity violating asymmetries like the Q-weak experiment. At the cost of $1 \%$ of beam time for one parameter, the system was able to measure all sensitivities to $10 \%$ accuracy each day. The pairs of coils were tuned to deliver relatively pure positions or angle modulations, making it much less likely that singular matrices are encountered when solving for the sensitivities. The ratio of coil currents was adjusted to incorporate any optics change in the beamline compare to move the coils physically, which made the system independent of the design optic. For 1.165 GeV electron beam, using 125 Hz sinusoidal drive signal, the Trim power amplifier was able to provide the desired beam modulation amplitudes with existing air-core HF (MAT) coils. The modulation system worked quite well for the span of two years during the Q-weak experiment and collected data noninvasively with production running. However, to providing similar amplitudes for the Møller PV experiment at 12 GeV in Hall-A may require an upgrade of the amplifier or magnets.

## SECTION 5

## BEAMLINE OPTICS AND FALSE ASYMMETRIES

### 5.1 Detector Sensitivities

As described in the previous chapter, unwanted helicity correlated changes in the transverse beam positions X (horizontal) and Y (vertical), beam angles $\mathrm{X}^{\prime}$ and $\mathrm{Y}^{\prime}$, and incident energy E on the target give rise to false asymmetries. These helicity correlated beam asymmetries $A_{\text {false }}\left(\mathrm{X}, \mathrm{Y}, \mathrm{X}^{\prime}, \mathrm{Y}^{\prime}, \mathrm{E}\right)$ can be heavily suppressed with careful tuning at the polarized source and a symmetric detector array. However, the residual effects must be measured and controlled. The regressed asymmetry can be expressed using the following expression:

$$
\begin{align*}
A_{\text {reg }} & =A_{m s r}-A_{\text {false }}, \\
A_{\text {false }} & =\sum_{i=1}^{5}\left(\frac{\partial A}{\partial T_{i}}\right) \Delta T_{i} \tag{5.1.1}
\end{align*}
$$

Here, the slopes $\partial A / \partial T_{i}$ are the measured main detector sensitivities of the asymmetry $A_{\text {raw }}$ defined in Equation 5.1.1 to changes in the beam parameters $\Delta T_{i}$ at the helicity quartet level, and $\Delta T_{i}$ is the helicity correlated (HC) difference of each beam parameter $\Delta T_{i}$ measured at the quartet level. The virtual target BPM, described in section 3.6.1, was used to continuously measure the HC beam position and angle differences at the target. The measurement of the HC energy difference relied on BPM3C12, as described in Equation 4.4.4 of section 3.6.4.2. The natural jitter of the beam was used to determine the detector sensitivities, $\partial A / \partial T_{i}$. However, a better decoupling of the 5 sensitivities was achieved by varying the beam parameters in a controlled manner using a beam modulation system built specifically for this purpose. Relatively decoupled position and angle motions were separately produced by varying the current in pairs of air-core magnets placed along the beamline; two pairs in X and two pairs in Y , approximately 82 and 93 m upstream of the target.

A typical detector sensitivity for X modulation during an hour long run is shown in Figure 5.1. The detector sensitivities for all beam parameters for a few days during Run 1 are shown in Figure 5.2. Beam modulation amplitudes at the target, as well as typical monthly results measured for the HC beam properties $\Delta T_{i}$ and detector sensitivities $\partial A / \partial T_{i}$ during Run 2 can be found in Table 5.1. The HC beam asymmetries for $\mathrm{X}, \mathrm{X}^{\prime}$ are anti-correlated and largely cancel. The same is true for Y and


Figure 5.1 Main detector sensitivities with respect to target BPM X position for X Position Modulation.
$\mathrm{Y}^{\prime}$. The uncertainties associated with the monthly HC position (angle) differences $\Delta T_{i}$ are 0.07 nm ( 0.01 nrad ) based on the quartet level BPM resolution (discussed in section 5.4), shown in Table 5.1.

A subset of the Run 2 parity violating electron-proton scattering production data showing the blinded asymmetry grouped by (monthly) Wien state is shown in Figure 5.3 [12]. Two different approaches to determine the sensitivities of the apparatus to HC beam properties were used to correct for the false asymmetry. The measured asymmetries without any correction (solid squares) are compared to the asymmetries after correction using the intrinsic random variations in beam properties (natural motion: triangles) and to the asymmetries using the beam modulation (beam modulation: inverted triangles). The asymmetries derived using each techniques are consistent with each other, and the overall correction for HC beam asymmetries is small. The data shown here


Figure 5.2 Main detector sensitivities for X (solid red square), $\mathrm{X}^{\prime}$ (empty red square), E (solid blue square), Y (solid green triangle), and $\mathrm{Y}^{\prime}$ (empty green triangle) are shown.

Table 5.1 A typical amplitudes used for driven beam modulation (column 2). Columns 3 and 4 provide typical average monthly results measured during Run 2 for the helicity correlated beam parameter differences $\Delta T_{i}$ and detector sensitivities $\partial A / \partial T_{i}$ for the beam parameters i listed in the first column. The total HCBA for this example is only 0.4 ppb . The uncertainties associated with $\Delta T_{i}$ and $\partial A / \partial T_{i}$ are discussed in the text [12].

| Beam <br> Parameter | Modulation <br> Amplitude | Differences <br> [monthly] | Sensitivities <br> $[$ monthly $]$ |
| :---: | :---: | :---: | :---: |
| X | $\pm 125 \mu \mathrm{~m}$ | -3.3 nm | $-2.11 \mathrm{ppm} / \mu \mathrm{m}$ |
| Y | $\pm 125 \mu \mathrm{~m}$ | 2.5 nm | $0.24 \mathrm{ppm} / \mu \mathrm{m}$ |
| $\mathrm{X}^{\prime}$ | $\pm 5 \mu \mathrm{rad}$ | -0.7 nrad | $100.2 \mathrm{ppm} / \mu \mathrm{rad}$ |
| $\mathrm{Y}^{\prime}$ | $\pm 5 \mu \mathrm{rad}$ | 0.002 nrad | $-0.0 \mathrm{ppm} / \mu \mathrm{rad}$ |
| E | $\pm 61 \mathrm{ppm}(70 \mathrm{keV})$ | 0.1 nm | $-1.56 \mathrm{ppm} / \mu \mathrm{m}$ |

represent $80 \%$ of the Run 2 data for which modulation was available. An additional $1 / 3$ of the total data acquired in the experiment was provided by Run 1 dataset. More detailed description of modulation sensitivity analysis and recent results will be discussed by J. Hoskins [107] and D. Jones [108] in their future theses.


Figure 5.3 Subset of the Run 2 production data showing the blinded asymmetry (in ppb ) grouped by (monthly) Wien state, and corrected using two different approaches to determine the sensitivities of the apparatus to HC beam properties that can give rise to false asymmetries. Other needed corrections are not applied to the data in this figure. The results without any correction (solid squares) are compared to the results after correction using the intrinsic random variations in beam properties (Natural motion: upward pointing triangles) and to the results using the driven beam motion (Beam modulation: downward pointing triangles) where the sensitivities are derived by actively modulating each property of the beam with a magnitude significantly larger than that intrinsically carried by the beam. The asymmetries derived using each technique are consistent with each other, and the overall correction for HCBAs is small. The data shown here represent the $80 \%$ of the Run 2 data for which driven motion was available. Run 1 provides an additional $\sim 1 / 3$ of the total data acquired in the experiment [12].

### 5.2 Beamline Optics

A typical BPM response to modulation drive signal is sinusoidal and is shown in Figure 4.17 in the previous chapter. The responses from all $23^{1}$ BPMs in the Hall-C beamline to modulation signal were observed throughout the production data collection. The BPM responses in X due to X modulation are shown in Figure 5.4. The vertical axis is the BPM X-signal for X kick and the horizontal axis is the phase (the ramp-wave was used to monitor the phase of the drive signals). The data are shown in red and fits are in dark red. The BPM responses are arranged according to the distance from the target. Beam position response amplitudes of all the BPMs to X modulation (from

[^7]Figure 5.4) with respect to Z locations from the target are shown in Figure 5.5. The location of all the BPMs are shown at the top of the plot by short vertical lines. All the quadrupoles, dipoles, Compton dipoles, Møller magnets, target, and beam modulation magnets are shown by short vertical lines at the bottom. Data are shown in solid circles, and simulated points from OptiM are shown in empty squares. This figure represents the evolution of the position response amplitude to modulation drive signal along the Hall-C beamline. The data matches quite well with the simulation. This method of tracking BPM response also helped to find any optics change or hardware failure in the beamline.


Figure 5.4 All Hall-C BPM responses in X due to X modulation using a pair of coils. The vertical axis is BPM X-response and horizontal axis is ramp-wave (the ramp-wave was used to monitor the phase of the drive signals). The data are shown in red and fits are shown in dark red. Starting at the target BPM in the top left, upstream BPMs are shown along the left to right and top to bottom directions, BPM 3C07 being the first BPM in the Hall-C beamline.

The BPM responses in $X$ due to $X^{\prime}$ modulation, responses in $Y$ due to $Y$ modulation, responses in $Y$ due to $E$ modulation, and responses in $X$ due to $E$ modulation are shown in Figure 5.6 (from top left along the clockwise direction). The Fast Feed Back (FFB) system was fighting with the


Figure 5.5 Beam position response of all the BPMs in the Hall-C beamline to X modulation. The locations of all the BPMs are shown at the top of the plot by vertical line. All the quadrupoles, dipoles, Compton dipoles, Møller magnets, target, and BMod magnets are shown at the bottom of the plot by vertical lines. Data are shown in solid circles, and simulated points from OptiM are shown in empty squares.
modulation system which is more evident in the $X^{\prime}$ modulation response (see section 5.2.3 for more details). There was a defocus in $Y$ modulation and the system was not able to achieve a relatively pure $Y$ position at the target. The residual dispersion at the target X was evident from the $E$ modulation and was as high as $\sim 1 / 7$ th of the dispersion of the middle of the arc. The residual dispersion in Y was also non-negligible. These responses were recorded for all the production runs. The target BPM and BPM 3C12 position responses to X modulation vs. time for Run 1 and Run 2 are shown in Figure 5.7. The target X position was unstable at the beginning of the experiment. The big dip in the amplitude around run number 10900 was due to change in "tune" (BMod magnet current ratio) in order to achieve a better decoupling in the beam parameters. The optics was very stable from run number 11900 onward. There was a constant residual dispersion at the target throughout the experiment.


Figure 5.6 Beam position response of all the BPMs in the Hall-C beamline to X modulation. The locations of all the BPMs are shown at the top of the plot by vertical line. All the quadrupoles, dipoles, Compton dipoles, Møller magnets, target, and BMod magnets are shown at the bottom of the plot by vertical lines. Data are shown in solid circles, and simulated points from OptiM are shown in empty squares.

### 5.2.1 BPM Sign Corrections

The beam modulation system also helped to track some of the problems in the BPMs in the Hall-C beamline. During Run 1, BPM 3C19X (as shown in Figure 5.8) and Y showed no response to any modulation drive signals, whereas BPM 3C16Y showed an inverted response (more details in APPENDIX A.1). After investigation, misconnected cables were found for those BPMs and repaired before Run 2. Another problem was found with the BPMs 3P02A and 3P02B in the Compton region. These Compton BPMs had a different rotation in the beamline compared to the all other BPMs, hence they responded differently to the modulation signal. This problem was fixed in the software by giving an offset angle for these BPMs. The BPMs discussed above did not affect any physics results for Run 1, as they were not used in any asymmetry or regression calculation.


Figure 5.7 Hall-C target BPM responses due to modulation kick using a pair of coils in X. The sinusoidal response of the target BPM of a modulation signal for relatively pure X is fitted and the amplitude of the sinusoidal signal is plotted in vertical axis. The vertical axis is BMod BPM position in mm. The X target position is shown with solid red diamond, Y target position is shown with solid green triangle, BPM 3C12 X position is shown with solid blue square, BPM 3C12 Y position is shown with solid orange circle. For a relatively pure X position motion, we expect largely X target response and very small X angle response. We do not expect any Y position or Y angle response in this case. BPM 3C12X position response is relatively constant and 3 C 12 Y is consistent with zero.

### 5.2.2 Beam Modulation Tune Parameter Scan

The idea of this analysis was to find a relatively pure angle and position "tune" at the target for the modulation system. In order to achieve a pure X and Y position and angle at the target, scan of the "tune" parameters was performed by varying the ratio of the drive signals in small steps. The maximum amplitudes of the function generator drive signals for this test were set to 0.444 times of the nominal amplitudes (shown in Table 4.3, chapter 4) for caution. The tune parameters were changed by changing the current in one coil $\left(I_{1}\right)$ in steps of $50 \%, 25 \%, 0 \%,-25 \%$, and $-50 \%$, respectively keeping the other coil $\left(I_{2}\right)$ fixed to achieve a "tune" that generates a relatively pure angle at the target. A relatively pure X -angle tune was found to be in between the tune parameters -5.882 (nominal) and $-9.009(53.2 \%$ ), and Y-angle to be in between -0.500 (nominal) and -0.675 (35\%). The "tunes" for X and Y positions were already good to produce relatively pure position at the target. Based on this analysis, the modulation "tunes" were changed during Run 1 and are shown in Figure 5.7.


Figure 5.8 The beam position response of all the BPMs in the Hall-C beamline to X modulation. The locations of all the BPMs are shown at the top of the plot by vertical line. All the quadrupoles, dipoles, Compton dipoles, Møller magnets, target, and BMod magnets are shown at the bottom of the plot by vertical lines. Data are shown in solid circles, and simulated points from OptiM are shown in empty squares.

### 5.2.3 Effect of Fast Feed Back on Beam Modulation

The Fast Feed Back (FFB) system was designed to suppress any position and energy fluctuation in the beam position monitors. So it was important to inspect the effect of FFB system on the modulation system. The beam position responses of all the BPMs in the Hall-C beamline to $X^{\prime}$ modulation for FFB ON (by red empty circles) and OFF (by black empty triangles) are shown in Figure 5.9, respectively. The simulated position responses from OptiM are also shown in the figure (by solid red squares). The driven signals were 0.444 times of the nominal amplitudes for this test (shown in Table 4.3, chapter 4) for caution. There were minimal effects of FFB on BPM responses amplitude for $\mathrm{X}, \mathrm{Y}$ and $\mathrm{Y}^{\prime}$ modulation (see APPENDIX A), but noticeable suppression was observed for $\mathrm{X}^{\prime}$ modulation (see Figure 5.9). This preliminary study exhibited no big position suppression of the BPM responses amplitude due to FFB system, as shown in Figure 5.9, although the effect on the phase of the BPM response along the beamline was not insignificant [135]. The FFB was


Figure 5.9 Hall-C BPM responses in X due to X angle modulation using a pair of coils. The vertical axis is BPM X-signal amplitude and horizontal axis is beamline elements. The simulated points from OptiM are shown in solid red squares, data with FFB ON are shown in empty red circles and data with FFB OFF are shown in empty black triangles. There is almost no effect of FFB on data for X motion. The locations of all the BPMs are shown at the top of the plot by vertical lines. All the quadrupoles, dipoles, Compton dipoles, Møller magnets, target, and BMod magnets are shown at the bottom of the plot by vertical lines.
not paused during position modulation and might have been responsible for the phase slip in BPM responses. Originally FFB was paused during Run 1 during position modulation, and the energy was also locked during energy modulation. In an effort to be less invasive during production running, the FFB was always kept on for position and angle modulations, and number of energy modulation cycles was reduced to half during Run 2. A new analysis approach was used to counter the phase slip problem [136]. The position-dependent phase slip was assumed to be a sum of modulation from two different locations, and two independent transfer functions from each of the driving locations can be used to decompose the response. The FFB response can be decomposed into a combination of two harmonic functions, one sine and one cosine, that match phases with the modulation drive signals. The FFB sine response combined with modulation drive sine function become the effective
driving signal and FFB cosine response averages to zero amplitude for the sine fit. More details on the analysis will be discussed by D. Jones [108] in his future thesis.

## Low Energy Beam Steering Due to QTOR Fringe Field
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Figure 5.10 A simulation of the beam steering due to QTor fringe field (4250 Gauss-cm) for the primary electron beam $(1.2 \mathrm{GeV})$ is shown in purple. The simulated tracks of the low energy electrons are also shown here. The primary beam spot moved $\sim 2 \mathrm{~cm}$ on the dump viewer between QTor OFF and ON.

### 5.3 QTOR Fringe Field and Optics Change

There was a vacuum leak activated by heating due to low energy electrons near the beam dump during Run 1. This unplanned event forced a delay in the experiment for months. Smaller bellows diameter with two stainless steel flanges might have been activated due to low energy electrons coming from upstream which might have caused the vacuum leak. It was found that the QTor has a non-zero field integral along the beam axis and might have deflected the low energy electrons in the dump viewer flanges. So, the plan of the collaboration was to improve the hardware assembly near the beam dump with a larger bellows diameter (see Figure 5.11 top panel) before Run 2. The new structure was built to minimize the stainless exposure, and low energy electrons coming from radiative tail stripe landed on aluminum, which helped to reduce the activation (see Figure 5.11 bottom panel). Another strategy was to design and build a corrector magnet to counter steer the fringe filed of the QTor.


Figure 5.11 Bellows hardware and vacuum heat load before and after the activation. The top panel shows the Run 1 hardware of the bellows in the left and volume heat loads in the flange during QTor ON and OFF, respectively. Run2 bellows hardware and volume heat loads are shown in the bottom panel.

At the beginning of the experiment, it was observed that QTor steers the forward beam and one important question was to examine whether the steering could be caused by the expected QTor fringe field along the beam axis, or whether the steering indicates misalignment or motion of any coils. The primary beam ( 1.2 GeV ) spot moved $\sim 2 \mathrm{~cm}$ on the dump viewer between QTor OFF and ON. The magnet steered the beam up and right towards the observed hot spot in the dump viewer (see Figure 5.11 top panel). The steering implies a residual field integral of 4250 Gauss-cm in QTor. The natural fringe field near the axis of an ideal eight-fold toroid scales like $r^{7}$ [137], and was not strong enough to cause the observed steering unless the beam was many centimeters away from the axis for most of the length of the toroid. However, a radial shift of one coil by 3 mm generates a large enough residual field on the axis to steer the beam as observed. The effect of the QTor fringe field (4250 Gauss-cm) along the beam axis was simulated using OptiM [138]. The simulation conditions were as follows:

- QTor and dump viewer in the OptiM model were added to the Q-weak main input deck [112] for this analysis.
- No microscopic model of the QTor field symmetry breaking was used. The QTor region was treated as a 4 m long dipole with a 4250 Gauss-cm field integral.
- Earth's magnetic field was ignored in the simulation.

A beam steering of $\sim 2 \mathrm{~cm}$ at the beam dump viewer due to QTor fringe field ( 4250 Gauss$\mathrm{cm})$ was observed in the simulation for the primary electron beam ( 1.2 GeV ) and confirmed the earlier observation. The effect of the fringe field on lower energy electrons was much higher, and the simulated tracks are shown in Figure 5.10 [139].


Figure 5.12 The simulated tracks of the primary and low energy electrons, after inserting a corrector magnet in front of the QTor with a magnetic field of 4000 Gauss-cm in the simulation, are also shown here. The corrector magnet focuses electron tracks on the dump by correcting the fringe field (4250 Gauss-cm) in QTor.

### 5.3.1 QTOR Corrector Magnet

The next step was to design a corrector magnet that could suppress the fringe field in the QTor and fit into existing beamline structure. The ideal location for the corrector magnet was simulated to be in front of the QTor [140]. The estimated magnet field strength for the corrector magnet, placed before QTor, to compensate beam steering due to the QTor fringe field was $\sim 4000$ Gauss-cm. The effect of the corrector magnet on the QTor fringe field is shown in Figure 5.12. Besides containing the
primary electrons, the corrector magnet also helped in suppressing the lower energy electrons [141]. The corrector magnet had a bedstead structure and was designed using TOSCA [142, 143] (see Figure 5.13).

Table 5.2 The design parameters for the QTor corrector magnet.

| Parameters | Inner | Outer |
| :--- | :---: | :---: |
| X-radius [cm] | 14.0 | 28.0 |
| Y-radius [cm] | 20.0 | 32.0 |
| Z-length [cm] | 8.0 | 10.0 |
| Cross section [cm ${ }^{2}$ ] | $2.5 \times 4.0$ | $2.5 \times 2.5$ |
| Current [A] | 2600 | -1000 |
| No. of turns | 240 | 150 |
| Length per turn [cm] | 132.48 | 240.96 |
| Current per turn [A] | 10.84 | 6.67 |
| Resistance [ $\Omega$ ] | 1.15 | 1.30 |
| Total length [cm] | 34947 | 39727 |
| Mass [kg] | 11.87 | 13.49 |
| Power [W] | 149.56 | 64.38 |
| Voltage drop [V] | 13.79 | 9.65 |
| Temperature rise [K/s] | $3.23 \times 10^{-2}$ | $1.22 \times 10^{-2}$ |

The design parameters for the QTor corrector magnet are summarized in Table 5.2. There were some constraints designing the corrector magnet as follows:

- The space available for the corrector magnet was 25.4 cm along Z-direction.
- The lower edge of the collimator opening was $\sim 40 \mathrm{~cm}$ from the center of the beam pipe.
- The beam pipe diameter inside QTor was 27.4 cm .
- The corrector magnet had to be non-magnetic material to reduce EM interference.

The corrector magnet was designed to fit in the available space in front of the QTor and was capable of producing the desired field to counter steer the QTor fringe field. The power dissipation, voltage drop, temperature rise, and other important parameters associated to the coils were calculated and showed promising behavior (more details in [144]). The corrector magnet sensitivity to position and angle changes in space was simulated using TOSCA by moving each coil individually in all possible orientations. The simulation yields the magnet to be mostly insensitive to the position and angle changes (more details in [145]).

The field integral produced by the corrector magnet is shown in Figure 5.14. The Figure 5.14 also shows the field along X and Y direction at the collimator opening. The variation of magnetic field along the different octants has also been studied [146] (see Figure B.6, APPENDIX B). The


## Opera

Figure 5.13 A 3-dimensional view of the QTOR corrector magnet design is shown here. The radius of the inner coil is half of the outer coil radius. The two coils carry currents in opposite direction (the direction of the current is shown by the arrows).
field seems to decay very fast along the radial direction. The summary of the magnet design can be found in [147]. As the hardware in the beam dump region was improved, it was decided not to build the corrector magnet in order to adhere to the schedule.

### 5.4 BPM Resolution

The BPMs in front of the target e.g; $3 \mathrm{H} 09 \mathrm{~B}, 3 \mathrm{H} 09,3 \mathrm{H} 07 \mathrm{C}, 3 \mathrm{H} 07 \mathrm{~B}$, and 3 H 07 A were used for the linear regression as well as for the calculation of the virtual target BPM. Hence, it was important to know their position and angle resolutions. The BPM position resolution was extracted from the collected production data and the angle resolution was simulated using the relation between the position and the angle resolution at a fixed beam current.

### 5.4.1 Position Resolution

The target BPM is a virtual BPM calculated using five BPMs in the drift region (more details on virtual target BPM in section 3.6 .1 and [19]). The position resolution of the BPM in front of the target was extracted by observing the residual of beam position differences (between two helicity states) on any BPM and the orbit projected from the target. This is expressed in Equation 5.4.1 (see cartoon diagram in Figure 5.16).


Figure 5.14 The field integral of the QTOR corrector magnet along the X, Y, and Z axes are shown in blue, green, and red, respectively. The filed along the Z axis was measured along the center of the magnet, whereas the filed along X and Y axes were measured at collimator openings ( 40 cm away from the center).

$$
\begin{gather*}
\text { BPM resolution } \approx \sigma_{\text {Residual }}=\operatorname{dif} f_{B P M}-\text { Orbit Position Differences }  \tag{5.4.1}\\
\text { Orbit Position Differences }=\left(Z_{B P M}-Z_{T g t}\right) d i f f_{T g t S l o p e}+d i f f_{T g t}
\end{gather*}
$$

Here $\operatorname{dif} f_{B P M}$ represents the beam position differences between two helicity states, $d i f f_{T g t}$ represents the target position differences, $d i f f_{\text {TgtSlope }}$ represents the target slope differences, $Z_{B P M}$ is the location of the BPM in the beamline, and $Z_{T g t}$ is the location of the target.

The average BPM resolution using selective data samples from the commissioning phase of the experiment (Wien 0 ) is found to be 0.70 and $0.77 \mu \mathrm{~m}$ for X and Y , respectively at a fixed beam current of $145 \mu \mathrm{~A}$. The position resolutions for all the BPMs in front of the target were stable during Wien 0 at fixed current and are summarized in Table 5.3. Y resolutions were quite similar to the X resolutions. An independent study of BPM 3H07B resolution by B. Waidyawansa [148] has shown that the resolutions of $0.945 \pm 0.003$, and $1.060 \pm 0.003$ for X and Y , respectively at beam current $150 \mu \mathrm{~A}$ and roughly agrees with this result. The BPM 3H09B had relatively good resolution but was not available during Run 2. The resolution for BPM 3H04 was poor, as shown in Figure 5.15


Figure 5.15 BPM position resolution. (a) Beam position differences for a typical one hour production run during Wien 0 at beam current of $145 \mu \mathrm{~A}$. Error weighted poll fits are shown by solid lines. BPM $3 \mathrm{H} 04,08$ and, Tgt are not included in the fit. Fit is extrapolated using dashed line to guide the view. (b) Extracted BPM resolutions using (a) are shown for Wien 0 at beam current of $145 \mu \mathrm{~A}$. (c) and (d) show beam position differences and BPM resolution, respectively for Run 2 at beam current of $180 \mu \mathrm{~A}$.


Figure 5.16 BPM resolution cartoon.
(b). This inconsistency might be due to the noise injected by the existing corrector magnets between the BPM 3H04 and 3H07A. The BPM 3H08 had a different hardware compared to the other BPMs. Hence, the BPM 3 H 04 and 3 H 08 were not included for the construction of the virtual target BPM. The same analysis was repeated for Run 2 with a beam current of $180 \mu \mathrm{~A}$, as shown in Figure 5.15 (c) and (d). The BPM resolution improves with the increase in beam current. A study of the BPM resolution variation with beam current can be found in [148].

Table 5.3 BPM position resolution at beam current of $145 \mu \mathrm{~A}$.

| BPM | X Resolution <br> $[\mu \mathrm{m}]$ | Y Resolution <br> $[\mu \mathrm{m}]$ |
| :--- | :---: | :---: |
| 3H09B | 0.46 | 0.57 |
| 3H09 | 0.67 | 0.81 |
| 3H07C | 0.81 | 0.83 |
| 3H07B | 0.83 | 0.87 |
| 3H07A | 0.74 | 0.78 |
| 3H04 | 1.70 | 3.55 |
| Average (3H04 excluded) | 0.70 | 0.77 |



Figure 5.17 Target BPM angle resolution at beam current of $180 \mu \mathrm{~A}$.

### 5.4.2 Target BPM Angle Resolution

The target BPM angle resolution was simulated using OptiM [82]. In order to estimate the target BPM angle resolution, a relatively pure position measurement which corresponds to a pure angle
measurement at the target was needed. A study of the strength sharing between angle and position in the various BPMs along the beamline for Wien 0 shows that the Compton BPMs (3P02A and B) were insensitive to the position at the target [149]. Then the known BPM position resolution and the transport matrices between the Compton BPMs and the target BPMs were used to estimate effective angle resolution. Assuming the $\mathrm{X}(\mathrm{Y})$ position resolution to be $0.90(0.96) \mu \mathrm{m}$, the estimated target BPM X (Y) angle resolution at a fixed beam current of $180 \mu \mathrm{~A}$ is 0.048 (0.060) $\mu \mathrm{rad}$. A simple model calculation, where the angle jitter at the target corresponds to a pure position at BPM 3P02A (without using the transport matrix), agrees with this simulation. The simulated target BPM resolution in this analysis is better than the existing calculation with other BPMs [150]. A comparison of the resolution using different BPM pairs is shown in Figure 5.17.

### 5.4.3 Consistency Check of the Target Variable

The most commonly used independent variables for the linear regression were target positions and angles. So it was important to check the consistency of the target variable since it was created using 5 BPMs in the drift region in the beamline over a span of 10 m upstream of the target (more details about target variable can be found in section 3.6.1 and in [19, 75]). In order to check the consistency of the variable, the BPM differences used for the calculation were projected back to the target. A schematic diagram is shown in Figure 5.16. The beam position differences and the BPM residuals from the projected orbit are shown in the Figure 5.18. The target BPM was consistent, but the target intercept in the Q-weak database sometimes was significantly inconsistent and made $\chi^{2} /$ DOF of the fit worse. As in the regression or any of the Q-weak calculations, the intercept was not used, hence this inconsistency in the intercept did not make any impact on the physics result. A linear fit of the BPMs in front goes through the target BPM within 0.03 nm . The X position differences uncertainties are usually underestimated; this is necessary to assign the uncertainties in the regression. The BPM 3H04 effectively has the wrong units in the analysis software and a scale factor of 0.75 can eliminate this inconsistency. It is not very clear yet how big a problem this is for regression, since 3 H 04 was used in few regression schemes. The beam jitter was stable and Y jitter was larger than X jitter during Wien 0 , but X jitter became larger than Y during Run 2.

### 5.5 Helicity Correlated Pedestal Analysis

The Q-weak collaboration proposed to measure the small parity violating asymmetry ( $\sim 250 \mathrm{ppb}$ ) in elastic electron-proton scattering precisely [16]. The goal of the collaboration is to reduce any false


Figure 5.18 Target BPM consistency check. Beam position differences for a typical one hour production run during Run 2 at beam current of $180 \mu \mathrm{~A}$ are shown in (a). Error weighted pol1 fits are shown by solid lines. BPM $3 \mathrm{H} 04,3 \mathrm{H} 08$ and, Tgt are not in the fit. Fit is extrapolated using dashed line to guide the view. The residual of the BPM position differences and extrapolated orbit from target are shown in (b).
asymmetry from various sources. One such potential source is helicity correlated pedestal differences for different detectors. The beam off detector yields at nominal operation and settings are known as pedestals of that detector. Pedestal can be determined by the preamplifier offset and backgrounds with beam off data.

### 5.5.1 Motivation

A helicity correlated pedestal difference is a detector pedestal that is consistently different between the two helicity states. Any non-zero helicity correlated pedestal differences can cause false asymmetries in the measured parity violating asymmetry. The stability of the detector pedestal in the current mode $\left(Y_{p e d}\right)$ is directly related to the detector yield determination and can affect the detector linearity and asymmetry calculation. Helicity correlated pedestal differences could occur in many possible ways. One such process can be leakage from the Pockels cell's high voltage which can change the polarization of the laser light that produces electrons from the photocathode. Main detectors, luminosity monitors and beam charge monitors need to be isolated from this Pockels cell voltage flip in order to suppress helicity correlated pedestals. A small mV level leakage can create a huge false asymmetry (as shown in Equation 5.5.2), making this the primary motivation to monitor helicity correlated pedestal differences throughout the experiment.

### 5.5.2 Analysis Procedure and Goal

Typically, 5 minutes of dedicated beam off pedestal runs were taken during production running once a day during Run 1 and once every eight hours during Run 2. There were also $\sim 1$ hour long beam off pedestal runs taken throughout, whenever there was an opportunity (for details see section D.1, APPENDIX C). The purpose of these pedestal runs was to minimize nonlinear distortions of asymmetries due to incorrect pedestals in the main detectors in the DC regime and estimate false asymmetry due to leakage current [3,151]. The goal of this analysis is to survey the helicity correlated pedestal differences and raw pedestal signal for the entire experiment. The mean of the helicity correlated pedestal differences distribution gives an idea about the scale of false asymmetries and its width conveys a sense about the electronic chain noise level. Studying raw pedestal signals also helps to estimate the detector non-linearity due to wrong pedestals and the rms width of the raw signal provides an impression about the detector resolution.

### 5.5.3 Experimental Method

For a quartet of " +--+ ", measured asymmetry can be expressed as

$$
\begin{equation*}
A_{M}(+--+)=\frac{S_{1}^{+}-S_{2}^{-}-S_{3}^{-}+S_{4}^{+}}{\left(S_{1}^{+}-P\right)+\left(S_{2}^{-}-P\right)+\left(S_{3}^{-}-P\right)+\left(S_{4}^{+}-P\right)} \tag{5.5.1}
\end{equation*}
$$

where $S$ 's are the detector signals and $P$ is the detector pedestal. A typical beam ON detector signal size was $\sim 6 \mathrm{~V}$. In order to estimate false asymmetry due to helicity correlated differences, consider a $0.01 \mu \mathrm{~V}$ voltage difference between + and - helicity states for the nominal detector signal. Then a false asymmetry due to this voltage difference can be calculated as

$$
\begin{equation*}
\frac{0.01 \times 10^{-6} V}{6 V}=1.7 \times 10^{-9}=1.7 \mathrm{ppb} \tag{5.5.2}
\end{equation*}
$$

The magnitude of the expected measured asymmetry for the Q-weak experiment is $\sim 250 \mathrm{ppb}$. From the example in Equation 5.5.2, the false asymmetry can be $0.7 \%$. To sense the effect of a wrong raw pedestal signal, consider a typical 120 mV pedestal error in a 6 V signal as an example. Then the potential non-linearity due to this error in the detector can be written as

$$
\begin{equation*}
\frac{120 \times 10^{-3} V}{6 V}=2 \% \tag{5.5.3}
\end{equation*}
$$

As shown in the above examples, a small leakage in the Pockels cell's high voltage and wrong pedestal measurement can create significant false asymmetries in the measured asymmetry and non-
linearity in the detector signals. So it was important to survey helicity correlated pedestal difference for the important detectors that can impact the Q-weak measured asymmetry.


Figure 5.19 A typical beam off pedestal run (run\# 9510). Helicity correlated differences for MDAllbars, DSLumiSum, USLumiSum, Charge (clockwise from top left corner) from Hel_Tree are shown in the left panel. Pedestal subtracted signal for MDAllbars, DSLumiSum, USLumiSum, Charge (clockwise from top left corner) from Mps_Tree are shown in the right panel.

### 5.5.4 Results

The main detectors and luminosity monitors are normalized to the charge monitors so it is important that neither have any evidence of helicity correlated pedestal differences. Helicity correlated differences from Hel_Tree of a typical 5 minutes pedestal run are shown in Figure 5.19. Even with only 5 minutes of data, no evidence of any helicity correlated pick ups for combined Cerenkov main detector (MDAllbars), downstream luminosity monitor (DSLumiSum), upstream luminosity monitor (USLumiSum), and beam charge monitor (Charge) were seen. The channels surveyed during this analysis are $17 \mathrm{MDs}, 9$ DSLumis, 9 USLumis, and 9 BCMs (details of the variables are described in APPENDIX C, section C.1.4). The individual channels of the MDs, DSLumis, USLumis, and BCMs showed no significant pickup. All these channels were investigated individually for each run and then averaged (error weighted) over a Wien ${ }^{2}$. The Wien averaged helicity correlated differences for most important channels for the experiment MDAllbars, DSLumiSum, USLumiSum, and Charge ${ }^{3}$ are shown in Figure 5.20.
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Figure 5.20 The mean of the pedestal differences from Hel_Tree for MD allbars, DS lumi, US lumi and Charge are shown. Each data point is averaged over a Wien. Two half wave plate states are shown separately.

### 5.5.4.1 Helicity Correlated Pedestal Signal Pickup

The mean of the pedestal differences from Hel_Tree in Figure 5.19 represent the helicity correlated pickup by a device. The surveyed result shows that the average pickup for MD is $0.15 \pm 0.52 \mathrm{ppb}$ for insertable half wave plate (IHWP) IN, and $0.40 \pm 0.50 \mathrm{ppb}$ for IHWP OUT (shown in Figure 5.20 by colored and black data points, respectively). So helicity correlated pedestal differences have negligible contribution $(\sim 0.2 \%)$ to any false asymmetries in the measured asymmetry. DS Lumi has a similar level of pickup as the MD. US Lumi shows $\sim 7$ ppb pickup in worst case scenario which can be improved by using a better pedestal subtraction. BCMs have no pickups for the whole experiment. Overall pickup was much smaller during Run 2 (Wien 6-10) compared to Run 1 (Wien $0-5$ ), and Run-0 (Wien 0 ).


Figure 5.21 The pull distribution of helicity correlated pedestal differences for all channels and Wien (left). The data are from the pedestal runs taken during the Q-weak experiment. The black curve in the pull distribution plot is the Gaussian fit. The ostensibly nonzero mean is probably statistical and corresponds to roughly $0.1 \pm 0.06 \mathrm{ppb}$. The pull of helicity correlated pedestal differences vs run number for all the channels are shown (right). The vertical dotted lines represent the Wien periods.

A pull variable helps to evaluate data points that pull the mean of the distribution and can be defined as

$$
\begin{equation*}
\sigma(\text { ped })_{i, j, k}=\frac{<P>_{i, j, k}}{\text { error }_{i, j, k}} \tag{5.5.4}
\end{equation*}
$$

where $\langle P\rangle$ is the mean helicity correlated pedestal difference and the indices $\mathrm{i}, \mathrm{j}, \mathrm{k}$ denote channel number, run number and IHWP state, respectively. The distribution of $\sigma(p e d)_{i, j, k}$ for each channel and run is shown in Figure 5.21. The distribution of $\sigma(p e d)_{i, j, k}$ is Gaussian and the mean is zero for each channel and run. The few $\sigma$ from zero pickup for different detectors are within the statistical fluctuation. Mean of the helicity correlated differences for important background detectors (MD9, PMT only, PMT lightguide) were zero within $\sim 1 \sigma$ for each Wien whereas for other background detectors pickups were zero within $\sim 3 \sigma$. Several channels were examined in many pedestal runs, hence it was not unexpected to find a few channels that were non-zero by $3-4 \sigma$ off the mean.

### 5.5.4.2 Helicity Correlated Pedestal Sensitivities

The helicity correlated pedestal difference width from Hel_Tree represents the sensitivity of a device to the helicity. It also depicts the measure of the electronic noise level for the detectors with low frequency rejection. The Wien averaged helicity correlated differences width for MDAllbars, DSLumiSum, USLumiSum, and Charge are shown in Figure 5.22. The average noise level of


Figure 5.22 The width of the pedestal differences from Hel_Tree for MDAllbars, DSLumiSum, USLumiSum and Charge are shown.

MDAllbars was $25 \mu \mathrm{~V}$. The MDs and the DSLumis noise levels were acceptable and well behaved throughout the experiment. USLumi electronic noise could have limited the detector's resolution near the end of Run 1, but improved in Run 2 after hardware repairs. Background detectors noise levels were reasonably stable during the experiment.

### 5.5.4.3 Stability of Pedestal Subtracted Signal

The mean of pedestal subtracted signal from Mps_Tree represent the relative change in pedestal signal compared to last pedestal. A wrong pedestal for a detector can cause nonlinearity in the detector system. MD pedestal was good to less than a mV (Figure 5.23). This results a nonlinearity of $\ll 0.1 \%$ for 6 V signals. The detector yields are smaller for Aluminum and $\mathrm{N} \rightarrow \Delta$ running compared to normal production running. The signal sizes are $\sim 30-40 \%$ of 6 V . So the nonlinearity for these cases are higher but still $<1 \%$, allowing for smaller yields. DSLumi pedestal was off by at


Figure 5.23 The mean of pedestal subtracted signal from Mps_Tree for MDAllbars, DSLumiSum, USLumiSum and Charge are shown.
most 34 mV . The resulting nonlinearity would be $<1 \%$ assuming 6 V signals. To support Aluminum and $\mathrm{N} \rightarrow \Delta$ running, pedestal subtraction should be improved in Wiens 2, 9, 10. USLumi pedestal was off by $100-150 \mathrm{mV}$ in Wiens 7,8 and could result a nonlinearity of several percent.

### 5.5.4.4 Detector Resolution

The width of pedestal subtracted signal from Mps_Tree describes the measure of detector resolution. Resolutions for MDs and DSLumis were very good $(\sim 70 \mu \mathrm{~V})$ and reasonably stable during the experiment (see Figure 5.24). USLumis resolutions were $\sim 15$ times worse than MDs and DSLumis but were very stable. The resolutions for charge monitors and background detectors (except PMT LED) were steady throughout the experiment.


Figure 5.24 The widths of pedestal subtracted signal from Mps_Tree for MDAllbars, DSLumiSum, USLumiSum and Charge are shown.

### 5.5.5 Summary of Helicity Correlated Pedestal Survey

No helicity correlated pickups were seen for most of the detector channels for the entire experiment and were at $\mathcal{O}(1) \mathrm{ppb}$. Electronic noise levels were generally acceptable, though potentially marginal, for the USLumi channels near the end of Run 1 but improved during Run 2. The nonlinearities due to pedestal errors for MDs were extremely small. USLumi also had a nonlinearity of few percent. There is a scope for improvement in USLumi pedestal. The nonlinearity could be very large for low-yield production running on Aluminum and $\mathrm{N} \rightarrow \Delta$ but still be under $1 \%$. Resolutions for all the detectors were reasonably stable. The helicity correlated pedestal survey results are summarized in Table 5.4.

Table 5.4 Summary of helicity correlated pedestal survey.

| Channels | False Asymmetry <br> $[\mathrm{ppb}]$ | Sensitivity | Nonlinearity <br> $[\%]$ | Electronic Noise |
| :--- | :---: | :---: | :---: | :---: |
| MDAllbars | 0.4 | $30 \mu \mathrm{~V}$ | $\ll 0.1$ | $73 \mu \mathrm{~V}$ |
| DSLumiSum | 0.8 | $24 \mu \mathrm{~V}$ | $<1.0$ | $61 \mu \mathrm{~V}$ |
| USLumiSum | 6.8 | $214 \mu \mathrm{~V}$ | $\sim 1.0$ | $1240 \mu \mathrm{~V}$ |
| Charge | 0.2 | $0.0079 \mu \mathrm{~A}$ | $<0.1$ | $0.0029 \mu \mathrm{~A}$ |

## SECTION 6 BEAM NORMAL SINGLE SPIN ASYMMETRY

### 6.1 Introduction

Dedicated measurements of the beam normal single spin asymmetry in inelastic electron-proton, and electron-nucleus scattering near missing mass, $W, \sim 1.2 \mathrm{GeV}$ were performed during 18-20 February 2012 at Hall-C of Jefferson Lab using Q-weak apparatus. The Q-weak longitudinal measurement setup [16] was used for an inelastic transverse measurement. The electron beam polarization was changed from the nominal longitudinal setup to produce fully horizontal/ vertical polarization using the double Wien filter at the injector (section 3.3.1). The torodial magnet setting was lowered to 6700 A to focus inelastically scattered electrons onto the main Čerenkov detectors.


Figure 6.1 Simulated missing mass, W, distribution at the inelastic QTor setting.

### 6.2 Available Data Set and Conditions of Experimental Data Taking

The total collected data after hardware and software quality cuts is shown in Table 6.1. The QTor current of 6700 A selects the inelastic events near $W \sim 1.2 \mathrm{GeV}$ (Figure 6.1). Data on both sides of the inelastic peak ( 6000 A and 7300 A ) were taken to better constrain the elastic dilution. Two transverse spin orientations, horizontal and vertical, were used. Data were collected on a liquid hydrogen $\left(\mathrm{LH}_{2}\right)$ cell, $4 \%$ thick downstream aluminum alloy ( Al ), and a $1.6 \%$ thick downstream carbon foil $\left({ }^{12} \mathrm{C}\right)$ with 1.155 GeV beam for both spin orientations. Different beam currents were used on different targets (see Table 6.1). The beam was rastered on the target over an area of
$4 \mathrm{~mm} \times 4 \mathrm{~mm}$ by the fast raster system to minimize the target boiling or damage. The Insertable Half Wave Plate (IHWP) was used to help suppress helicity correlated beam asymmetries and was reversed at intervals of about 2 hours. More information about the conditions of data taking is given in APPENDIX-D section D.1.

Table 6.1 The transverse $\mathrm{N} \rightarrow \Delta$ data set. The runs with vertical transverse polarization are in parentheses, the rest are from horizontal transverse polarization. Data collected in an hour was defined as run. The beam currents are shown in second to last row. Total charge on target in Coulombs is shown in the bottom row.

| IHWP | QTor current |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 6000 A | 6700 A |  |  | 7300 A |  |
|  | $\mathrm{LH}_{2}^{\dagger}$ | $\mathrm{LH}_{2}^{\dagger}$ | $\mathrm{Al}^{\dagger \dagger}$ | ${ }^{12} \mathrm{C}$ | $\mathrm{LH}_{2}^{\dagger}$ | $\mathrm{Al}^{\dagger \dagger}$ |
| IN | $\begin{aligned} & 16152 \\ & 16153 \end{aligned}$ | $\begin{aligned} & (16066) \\ & 16131 \\ & 16132 \end{aligned}$ | $\begin{aligned} & (16067) \\ & 16115 \\ & 16116 \end{aligned}$ | $\begin{aligned} & 16150 \\ & 16151 \end{aligned}$ | $\begin{aligned} & 16133 \\ & 16134 \\ & 16135 \end{aligned}$ | $\begin{aligned} & 16122 \\ & 16123 \\ & 16124 \\ & 16160 \end{aligned}$ |
| OUT | $\begin{aligned} & 16154 \\ & 16156 \\ & 16157 \\ & 16158 \end{aligned}$ | $\begin{aligned} & (16065) \\ & 16129 \\ & 16130 \end{aligned}$ | $\begin{aligned} & (16068) \\ & (16069) \\ & 16117 \\ & 16118 \\ & 16119 \end{aligned}$ | $\begin{aligned} & 16148 \\ & 16149 \end{aligned}$ | $\begin{aligned} & 16136 \\ & 16137 \end{aligned}$ | $\begin{aligned} & 16120 \\ & 16121 \\ & 16161 \end{aligned}$ |
| Beam current $I[\mu \mathrm{~A}]$ | 180 | 180 | 60 | 75 | 180 | 60 |
| Collected Data [C] | 1.5 | 1.8 (1.9) | 0.8 (0.4) | 0.6 | 2.0 | 0.9 |

In this dissertation, a full analysis of the beam normal single spin asymmetry from inelastic electron-proton scattering on $\mathrm{LH}_{2}$ target, indicated by $\dagger$ in Table 6.1, will be discussed. The transverse asymmetry on Al target, indicated by $\dagger \dagger$ in the table, was also analyzed as a background correction for the $\mathrm{LH}_{2}$ target. The analysis of the remaining data are ongoing and will not be covered in this dissertation.

### 6.3 Extraction of Raw Asymmetries

A single detector asymmetry was obtained by averaging the two PMT asymmetries from each Čerenkov detector. The error weighted average of the asymmetries from runlets, $\sim 5$ minute long data samples, was extracted for a given data set. To extract the raw asymmetry $A_{\text {raw }}$ from the detectors, the average asymmetry for the two different Insertable Half Wave Plate (IHWP) settings, IN and OUT, were determined separately for each main detector bar. The asymmetries measured in the IHWP configurations were sign corrected for the extra spin flip and averaged together after checking for the IHWP cancellation of the false asymmetries. The error weighted value of $<$ IN,,-OUT $>$
determined the measured raw asymmetry for each bar. These raw asymmetries were then plotted against the detector octant number, which represents the location of the detector in the azimuthal plane $\left(\phi=(\right.$ octant -1$\left.) \times 45^{\circ}\right)$, and they were fitted using a function of the form in Equation 6.3.1. This analysis will focus on the azimuthal dependence of the detector asymmetries representing the transverse asymmetries.

$$
f(\phi)=\left\{\begin{array}{c}
\text { Horizontal transverse: } \epsilon_{M}^{H} \sin \left(\phi+\phi_{0}^{H}\right)+C^{H}  \tag{6.3.1}\\
\text { Vertical transverse: } \epsilon_{M}^{V} \cos \left(\phi+\phi_{0}^{V}\right)+C^{V}
\end{array}\right.
$$

Here, $\phi$ is the azimuthal angle in the transverse plane to the beam direction. $\phi=0$ indicates beam left, $\phi_{0}$ is a possible phase offset expected to be consistent with zero. $\epsilon_{M}$ is the measured asymmetry (amplitude) of the azimuthal modulation generated by BNSSA, and $C$ is a constant appearing for monopole asymmetries such as the parity violating asymmetry generated by residual longitudinal polarization in the beam. The measured un-regressed raw asymmetries for the horizontal and vertical transverse polarization on $\mathrm{LH}_{2}$ target are $\epsilon_{\text {raw }}^{H}=5.34 \pm 0.53 \mathrm{ppm}$ and $\epsilon_{\text {raw }}^{V}=4.60 \pm 0.81 \mathrm{ppm}$, respectively.

### 6.4 Asymmetry Correction using Linear Regression

The helicity correlated changes in the electron beam position, angle, and energy change the yield of the electrons in the detector acceptance. This can create false asymmetries in the detector and needs to be corrected before the extraction of the physics asymmetry. A multi-variable linear regression [152] is used to remove the beam asymmetries from the raw Čerenkov detector asymmetries as shown in Equation 6.4.1.

$$
\begin{equation*}
\epsilon_{M}=\epsilon_{\mathrm{raw}}-\sum_{i=1}^{6}\left(\frac{\partial \epsilon_{\mathrm{raw}}}{\partial T_{i}}\right) \Delta T_{i} \tag{6.4.1}
\end{equation*}
$$

Here $\epsilon_{M}$ is the measured asymmetry after regression, and $\left(\partial \epsilon_{\text {raw }} / \partial T_{i}\right)$ is the detector sensitivity to a helicity-correlated beam parameter $T_{i}$ with helicity-correlated differences $\Delta T_{i}$. During this measurement period, the helicity-correlated differences were fairly stable except for charge (shown in Figures D.10, and D.11, APPENDIX D) and are summarized in Figure 6.3 and Table 6.2. The detector sensitivity slopes are calculated with linear regression, which uses natural beam motion during a runlet and considers correlations between different beam parameters. The asymmetries presented in this dissertation are regressed against six " $5+1$ " beam parameters $\left(T_{i}\right)$ : horizontal position $(X)$,
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Figure 6.2 Azimuthal dependence of the main detector sensitivities to HCBA for the " $5+1$ " regression scheme in the vertical $\mathrm{LH}_{2}$ transverse data set are shown here. Sensitivities for beam positions and angles have sinusoidal dependence with octant. No such strong dependence is seen for energy and charge. Two IHWP states are shown separately for each beam parameter. Fit functions used to fit the parameters are shown on the plot. The constant in the fit gives the error weighted average of the sensitivities. See APPENDIX-D, section D. 4 for the sensitivities and corrections from full data sets.
horizontal angle $\left(X^{\prime}\right)$, vertical position $(Y)$, vertical angle $\left(Y^{\prime}\right)$, the energy asymmetry $\left(A_{E}\right)$, and the charge asymmetry $\left(A_{Q}\right)$. The sensitivities of the Čerenkov detectors to different helicity correlated beam parameters have azimuthal dependence, as shown in Figure 6.2 (shown for vertical transverse data only, horizontal transverse can be found in Figure D.7). This azimuthal dependence of the position and angle sensitivities are a result of the movement of the scattered electron profile across the octants which changes the effective scattering angle of the detected electrons not specific to the transverse asymmetry measurement. The position and angle sensitivities are anti-correlated. The energy and charge sensitivities are not expected to have a strong azimuthal dependence since they do not change the acceptance. The size of the applied correction to the raw asymmetries depends on the size of the helicity-correlated beam parameter differences $\Delta T_{i}$ and the sensitivities $\left(\partial \epsilon_{\text {raw }} / \partial T_{i}\right)$.

The size of the corrections were $\sim 2-3$ orders of magnitude smaller than the size of the measured asymmetry and are shown in Figure 6.4 (shown for vertical transverse data only, horizontal transverse can be found in Figure D.8). The total applied regression correction (Figure 6.5) is dominated by the $X$ correction (Figure 6.4 top left). The corrections are summarized in Figure 6.6.


Figure 6.3 Beam parameter differences for the Hydrogen transverse data set.

Table 6.2 Beam parameter differences for the Hydrogen horizontal and vertical transverse data sets. The X differences are higher compared to Y differences.

| Beam parameter <br> differences | IHWP IN | IHWP OUT | $(<\mathrm{IN}\rangle+<\mathrm{OUT}\rangle) / 2$ | $(<\mathrm{IN}\rangle,-<\mathrm{OUT}\rangle)$ |
| :---: | :---: | :---: | :---: | :---: |
| Horizontal Transverse |  |  |  |  |
| $\Delta \mathrm{X}[\mathrm{nm}]$ | $23.8 \pm 2.1$ | $20.6 \pm 2.3$ | $22.2 \pm 1.6$ | $3.6 \pm 1.6$ |
| $\Delta \mathrm{Y}[\mathrm{nm}]$ | $6.9 \pm 2.1$ | $5.6 \pm 2.3$ | $6.2 \pm 1.6$ | $1.2 \pm 1.6$ |
| $\Delta \mathrm{X}^{\prime}[\mathrm{nrad}]$ | $0.7 \pm 0.1$ | $0.7 \pm 0.1$ | $0.7 \pm 0.1$ | $0.1 \pm 0.1$ |
| $\Delta \mathrm{Y}^{\prime}[\mathrm{nrad}]$ | $0.2 \pm 0.1$ | $-0.3 \pm 0.1$ | $-0.0 \pm 0.1$ | $0.3 \pm 0.1$ |
| $\Delta \mathrm{E}[\mathrm{ppb}]$ | $-2.3 \pm 2.1$ | $-1.5 \pm 2.3$ | $-1.9 \pm 1.6$ | $-0.6 \pm 1.6$ |
| $\Delta \mathrm{~A}_{Q}[\mathrm{ppb}]$ | $8.2 \pm 0.5$ | $-237.3 \pm 55.6$ | $-114.6 \pm 27.8$ | $8.2 \pm 0.5$ |
| Vertical Transverse |  |  |  |  |
| $\Delta \mathrm{X}[\mathrm{nm}]$ | $15.4 \pm 3.1$ | $58.0 \pm 3.7$ | $36.7 \pm 2.4$ | $-15.2 \pm 2.4$ |
| $\Delta \mathrm{Y}[\mathrm{nm}]$ | $20.2 \pm 3.1$ | $15.4 \pm 3.6$ | $17.8 \pm 2.4$ | $5.3 \pm 2.4$ |
| $\Delta \mathrm{X}^{\prime}[\mathrm{nrad}]$ | $0.6 \pm 0.2$ | $1.3 \pm 0.2$ | $1.0 \pm 0.1$ | $-0.2 \pm 0.1$ |
| $\Delta \mathrm{Y}^{\prime}[\mathrm{nrad}]$ | $0.6 \pm 0.2$ | $0.9 \pm 0.2$ | $0.7 \pm 0.1$ | $-0.0 \pm 0.1$ |
| $\Delta \mathrm{E}[\mathrm{ppb}]$ | $0.5 \pm 3.1$ | $-5.4 \pm 3.6$ | $-2.4 \pm 2.4$ | $2.6 \pm 2.4$ |
| $\Delta \mathrm{~A}_{Q}[\mathrm{ppb}]$ | $60.1 \pm 0.7$ | $158.1 \pm 88.1$ | $109.1 \pm 44.1$ | $60.1 \pm 0.7$ |
|  |  |  |  |  |
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Figure 6.4 Main detector corrections (using sensitivities from " $5+1$ " regression scheme) vs octant for vertical $\mathrm{LH}_{2}$ transverse data set are shown here. Beam positions and angles have sinusoidal dependence with octant inherited from the sensitivities. No such dependence is seen for energy and charge. Both IHWP states are shown separately for each beam parameter.

HYDROGEN-CELL (v_transverse, 6700 A ): Regression-on_5+1 MD PMTavg Corrections. $\mathrm{FIT}=\mathrm{C}_{\mathrm{T}}+\mathrm{p}^{\top} \sin / \cos \left[\frac{\pi}{4}(x-1)\right]$


Figure 6.5 Total corrections in " $5+1$ " regression scheme vs octant for vertical $\mathrm{LH}_{2}$ transverse data set are shown here. The total correction is the sum of all the corrections (with sign) shown in Figure 6.4.


Figure 6.6 Main detector corrections (using sensitivities from " $5+1$ " regression scheme) for horizontal (top) and vertical (bottom) $\mathrm{LH}_{2}$ transverse data sets are shown here. Both IHWP states are shown separately for each beam parameter. The total correction is the sum of all the corrections (with sign).

The regressed " $5+1$ " asymmetries measured using horizontal and vertical transverse polarization beam on $\mathrm{LH}_{2}$ target are shown in Figure 6.7. The azimuthal modulating asymmetry flips sign with the insertion of the IHWP as expected. The vertical asymmetry fits may show sign of phase shift between IHWP IN and IHWP OUT settings, but may be explained due to statistical fluctuation. Transverse polarization angle was $\sim 2-3^{\circ}$ off from ideal settings during the measurement [153, 154], which can not be confirmed with the statistics in hand. The null asymmetry ( $<\mathrm{IN}\rangle+<\mathrm{OUT}\rangle$ )/2


| $\chi^{2} / \mathrm{ndf}$ |  |
| :---: | :---: |
| Prob | 0.5493 |
|  | $304 \pm 0.7215$ |
|  | . $939 \pm 9.62$ |
|  |  |
| $\chi^{2} /$ ndf $4.956 / 5$ <br> Prob 0.4213 <br> $A_{M}^{\text {OUT }}$ $-6.61 \pm 0.7892$ <br> $\phi$ QU $10.31 \pm 6.852$ <br> $C^{\text {OUT }}-0.02238 \pm 0.5585$  |  |
|  |  |
|  |  |
|  |  |
|  |  |
| $\chi^{2} /$ ndf $7.36 / 7$ <br> Prob 0.3924 <br> $\left.C^{(N+O}+0.0\right) .2873$ $\pm 0.3784$ |  |
|  |  |
|  |  |




Figure 6.7 Main detector asymmetry for horizontal (top), vertical (bottom) data set. For comparison, asymmetries for IN and OUT data are also shown separately. The regressed asymmetries change sign with the insertion of the IHWP with comparable amplitudes. The $(<\mathrm{IN}\rangle+<\mathrm{OUT}\rangle) / 2$ asymmetries of the eight Čerenkov detectors, given by $C^{(\mathrm{IN}+\mathrm{OUT}) / 2}$ is compatible with zero except in the vertical data set. The extraction of BNSSA depends on the amplitudes in the fits and by comparison of IN and OUT, not the constant term.
given by the $C^{(\text {IN+OUT }) / 2}$ are compatible with zero within the measurement uncertainties. This indicates the azimuthal modulating signal in both IHWP IN and OUT are the same, and the nonpolarization dependent false beam asymmetries were successfully removed by the regression.

The error weighted value of IN-OUT yields the measured regressed asymmetry for each bar. As expected from the azimuthal dependence of the BNSSA, there is a $90^{\circ}$ phase offset between horizontal
and vertical, as shown in Figure 6.8. The measured five-parameter ${ }^{1}$ regressed asymmetries using horizontal and vertical transverse polarization are extracted as $\epsilon_{M}^{H}=5.343 \pm 0.532 \mathrm{ppm}$ and $\epsilon_{M}^{V}=$ $4.525 \pm 0.806 \mathrm{ppm}$, respectively. The combined (error weighted average) regressed asymmetry from horizontal and vertical transverse polarization is given by

$$
\begin{equation*}
\epsilon_{M}=5.047 \pm 0.444 \mathrm{ppm} \text { (stat). } \tag{6.4.2}
\end{equation*}
$$

This measurement provides a $\sim 9 \%$ statistical measurement of the BNSSA in inelastic $\mathrm{e}+\mathrm{p}$ scattering (not corrected for backgrounds, polarization or other experimental related systematic uncertainties). Regression has small effect on the extracted measured asymmetries ( $\lesssim 4 \%$ ).


Figure 6.8 Regressed main detector asymmetry for horizontal, vertical transverse polarization are shown with red circle and blue square, respectively. Data points for horizontal transverse are $\sim 4$ hour long measurement, whereas vertical transverse data points are $\sim 2$ hour long. The fit functions used are $\epsilon_{M}^{H} \sin \left(\phi+\phi_{0}^{H}\right)+C^{H}$ for horizontal transverse and $\epsilon_{M}^{V} \cos \left(\phi+\phi_{0}^{V}\right)+C^{V}$ for vertical transverse, respectively. Asymmetries in each case shows $\sim 90^{\circ}$ phase offset, as expected between horizontal and vertical configurations.

[^9]
### 6.5 Systematic Uncertainties

The dominant uncertainty in the measured asymmetry for this measurement is statistical (9\%). A preliminary treatment of the systematic uncertainty performed on the data set is presented in this section.

Table 6.3 Asymmetries from different regression schemes, along with the raw asymmetry, are shown for horizontal and vertical transverse data sets from Run 2 Pass 5 database. Corrections are small ( $\lesssim 4 \%$ ) compared to the amplitude of the measured asymmetry. The schemes without and with charge as regression variable are shown separately. Set 5 and 6 were not available due to failure of BPM 9b during Run 2. Set 9 was ignored for this analysis as it used the upstream luminosity monitor as an independent variable (more details about regression variables are in APPENDIX G).

| Regression <br> scheme | Horizontal |  | Vertical |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Asymmetry <br> $[\mathrm{ppm}]$ | Correction <br> $[\mathrm{ppm}]$ | Asymmetry <br> $[\mathrm{ppm}]$ | Correction <br> $[\mathrm{ppm}]$ |
| UnReg | 5.339 | 0.000 | 4.602 | 0.000 |
| std | 5.343 | 0.004 | 4.524 | -0.078 |
| set7 | 5.347 | 0.007 | 4.529 | -0.073 |
| set11 | 5.343 | 0.004 | 4.524 | -0.078 |
| $5+1$ | 5.343 | 0.004 | 4.525 | -0.077 |
| set3 | 5.343 | 0.004 | 4.525 | -0.077 |
| set4 | 5.343 | 0.004 | 4.527 | -0.076 |
| set8 | 5.346 | 0.007 | 4.531 | -0.072 |
| set9 | 5.343 | 0.003 | 4.534 | -0.069 |
| set10 | 5.343 | 0.003 | 4.526 | -0.077 |
| Max - Min | set8 - set10 | 0.004 | set8 - set11 | 0.006 |

### 6.5.1 Regression Scheme Dependence

Since the five-parameter ("std") linear regression scheme used for this analysis is only one of the many different schemes available, it was worth investigating the scheme dependence. A list of all the independent variables for different regression sets are shown in APPENDIX G. Ideally, the regression corrections from all the schemes should agree if all equipment is functioning properly and the regression is being done properly. Small differences in the corrections can arise from differences in the noise, resolution, and non-linear response of the monitors. To compare for the systematic studies, a common set of event cuts [88] are applied to all regression schemes to match the quartets used by each scheme. The results are summarized in Table 6.3. The regression scheme dependence uncertainty is defined as the largest difference between all of the schemes and estimated to be 0.004 ppm for horizontal transverse and 0.006 ppm for vertical transverse data set.

### 6.5.2 Regression Time Dependence

The standard regression algorithm works with 5 minute runlet averaged quantities. The detector sensitivities are averaged over each runlet and corresponding differences are used to correct for the false asymmetry for each quartet in the runlet. There is another systematic uncertainty associated with regression time period that is considered. The effect of using slug, few hours $(\sim 2)$, as time period for the regression instead of runlets was determined. The MD error weighted average sensitivities for a slug were calculated and average beam parameter differences for that slug were used to get the corrections, as shown in Equation 6.5.2. These slug averaged corrections were then used to regress asymmetries (Equation 6.5.1).

$$
\begin{align*}
& \left\langle\epsilon_{\text {reg }}\right\rangle_{\text {slug }}=\left\langle\epsilon_{\text {UnReg }}\right\rangle_{\text {slug }}-\langle C\rangle_{\text {slug }}  \tag{6.5.1}\\
& \langle C\rangle_{\text {slug }}=\sum_{i=1}^{6}\left\langle\frac{\partial \epsilon}{\partial T_{i}}\right\rangle_{\text {slug }}\left\langle\Delta T_{i}\right\rangle_{\text {slug }} \tag{6.5.2}
\end{align*}
$$

where $T_{i}$ 's are $X, X^{\prime}, Y, X^{\prime}, A_{E}$, and $A_{Q}$. The slug averaged sensitivities and beam parameter differences for the data set are shown in Figure 6.2 (also Figure D. 7 for horizontal transverse) and Table 6.2 , respectively. The impact on regressed asymmetries due to change in the regression averaging time period for horizontal and vertical transverse data set are 0.006 ppm and 0.008 ppm , respectively and are assigned as regression time dependence systematic uncertainties. More details in APPENDIX-D section D.8.1.

### 6.5.3 Nonlinearity

The Čerenkov detector signals are normalized to the charge and the charge asymmetry is actively suppressed using a charge feedback system. The nonlinearity of the BCM electronics, the main detector electronics, and target density changes can induce nonlinear distortions in the charge asymmetry and hence in the measured asymmetry [155]. This nonlinearity of the system is seen to be non-zero from the non-zero charge sensitivity constant term in the " $5+1$ " regressed detector asymmetries, as shown in Figure 6.9. For both horizontal and vertical polarization data sets, the nonlinearity is found to be $-1 \%$. At present, no proper method of handling the measured asymmetry distortion due to nonlinearity is available. The nonlinearity term is multiplied with the measured asymmetry to calculate the false asymmetry [156]. The systematic uncertainties due to nonlinearity for horizontal and vertical transverse measurements are given by 0.053 ppm and 0.045 ppm , respectively.


| $\chi^{2} / \mathrm{ndf}$ | $4.897 / 5$ |
| :---: | :---: |
| Prob | 0.4286 |
| $\mathrm{P}_{0} \quad-0.01369 \pm 0.001265$ |  |
| $\mathrm{p}_{1}-0.002794 \pm 0.001788$ |  |
| $\mathrm{P}_{2}-0.0001872 \pm 0.001791$ |  |
| $\chi^{2} / \mathrm{ndf}$ | 8.969 / 5 |
| Prob | 0.1103 |
| $\mathrm{P}_{0} \quad-0.0$ | 0.001323 |
| $\mathrm{p}_{1} \quad-0.0$ | $\pm 0.00187$ |
| $\mathrm{P}_{2}-0.0007509 \pm 0.001872$ |  |
| $\rightarrow\langle\mathrm{N}\rangle=-0.01 \pm 0.00$ |  |
| $\rightarrow$ - <OUT> $=-0.01 \pm 0.00$ |  |



Figure 6.9 Charge sensitivity for horizontal (top) and vertical (bottom) transverse polarization data set. Average charge sensitivities of the measured detector asymmetries extracted from the six parameter (five parameter + charge) regression at beam current $180 \mu \mathrm{~A}$. Purple (Black) represents the charge sensitivity of the IHWP IN (OUT) data which are consistent with each other. The sensitivities of the eight Čerenkov detectors vary from $-0.5 \%$ to $-2.0 \%$ and are stable within the running period. Average non linearity is $-1 \%$ for both the cases.

### 6.5.4 Cut Dependence

The goal of the cut dependence analysis was to assign a systematic uncertainty that comes from shifts in the mean value of the regressed asymmetry beyond statistical fluctuations after applied cuts. If linear regression is working properly, large false asymmetries in runlets with large HCBAs should be removed from the measured asymmetry after linear regression is applied and there should


Figure 6.10 Cut dependence study. Shift in the central value of the regressed asymmetry for different cut widths for $\mathrm{LH}_{2}$. The expected statistical shift is shown by the shaded region using the total number of quartets lost when a cut is applied to all parameters.
not be any shift in the mean value of the regressed asymmetry beyond statistical shifts (as shown in Figure 6.10). The point-to-point uncertainty in going from cut $i$ to cut $j$ is estimated to be

$$
\begin{equation*}
\Delta_{i \rightarrow j}^{\mathrm{pt}-\mathrm{to}-\mathrm{pt}}=\left(\frac{\sigma_{j}}{\sqrt{N_{j}}}-\frac{\sigma_{i}}{\sqrt{N_{i}}}\right) \tag{6.5.3}
\end{equation*}
$$

Here the $\sigma$ is the root mean square (RMS) of each HCBA. Inclusive cuts of $7,6,5,4,3,2.5$ and $2 \sigma$ are applied to all HCBAs and difference between regressed asymmetry with cut and without cuts are shown in Figure 6.10. The observed shift in the measured asymmetry from these cuts are larger than the expected statistical shift and $2.5 \sigma$ cuts on the HCBAs were used to assign a systematic uncertainty. The total percentage of quartets lost for cuts with respect to no cut are used to estimate the expected statistical shift, shown as the shaded region in Figure 6.10. Beyond a cut of $2.5 \sigma$, most of the data were removed to extract a meaningful asymmetry. This analysis was performed to assign systematic uncertainty only, no data was removed from main data set. Cut dependence for horizontal and vertical transverse data set are found to be $\sim 0.064 \mathrm{ppm}$ and $\sim 0.068 \mathrm{ppm}$, respectively.

### 6.5.5 Fit Scheme Dependence

A sinusoidal fit to main detector octant asymmetries is used to extract measured transverse asymmetry. So it was important to find the impact of the function on fitted asymmetry. The measured asymmetry was fitted using four different functions, and the solutions are summarized in Table 6.4. The difference in measured asymmetry obtained using standard function $\epsilon_{M} \sin (\phi+$ $\left.\phi_{0}\right)+C$ and rest gives an idea about the fit function dependence of the measured asymmetry. More insightfully, the constant term in the fit function can be thought of as the apparent parity violating asymmetry contamination to the parity conserving transverse asymmetry. The size of $P_{T} B_{n}$ is much larger than $P_{L} A_{\mathrm{PV}}$ so the latter has significant effect on the transverse measurement. So this PV asymmetry is buried under the fit scheme dependence and give rise to the systematic uncertainties of 0.040 ppm for horizontal and 0.083 ppm for vertical transverse data sets.

Table 6.4 Fit scheme dependence of the measured asymmetry. The fit function was varied to observe the effect on measured regressed asymmetry. The difference in asymmetry between case 1 and rest are shown. Biggest offset comes from the possible phase shift.

|  | Fit Function | Asymmetry <br> $[\mathrm{ppm}]$ | Difference <br> $(1-\mathrm{i})$ <br> $[\mathrm{ppm}]$ |
| :---: | :---: | :---: | :---: |
| Horizontal Transverse |  |  |  |
| 1 | $\epsilon_{M}^{H} \sin \left(\phi+\phi_{0}^{H}\right)+C^{H}$ | $5.343 \pm 0.532$ | 0.000 |
| 2 | $\epsilon_{M}^{H} \sin \left(\phi+\phi_{0}^{H}\right)$ | $5.344 \pm 0.532$ | 0.001 |
| 3 | $\epsilon_{M}^{H} \sin (\phi)+C^{H}$ | $5.303 \pm 0.533$ | 0.040 |
| 4 | $\epsilon_{M}^{H} \sin (\phi)$ | $5.304 \pm 0.533$ | 0.039 |
| Vertical Transverse |  |  |  |
| 1 | $\epsilon_{M}^{V} \cos \left(\phi+\phi_{0}^{V}\right)+C^{V}$ | $4.525 \pm 0.806$ | 0.000 |
| 2 | $\epsilon_{M}^{V} \cos \left(\phi+\phi_{0}^{V}\right)$ | $4.510 \pm 0.806$ | 0.015 |
| 3 | $\epsilon_{M}^{V} \cos (\phi)+C^{V}$ | $4.458 \pm 0.807$ | 0.067 |
| 4 | $\epsilon_{M}^{V} \cos (\phi)$ | $4.442 \pm 0.807$ | 0.083 |

### 6.5.6 Summary of Systematic Uncertainties

Summary of systematic uncertainties of the measured inelastic beam normal single spin asymmetry is given in Table 6.5. The systematic studies contain uncertainties related to the extraction of the measured asymmetry such as regression, nonlinearity, cut dependence, and detector acceptance correction. The systematic studies for horizontal and vertical transverse polarization data set were performed separately; these are summarized in Figure 6.11. The statistical uncertainty weighted average of the systematic uncertainties from horizontal and vertical transverse data sets is used for the total systematic uncertainty. The total uncertainty is the quadrature sum of the statistical and
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Figure 6.11 Summary of uncertainties on measured asymmetry for horizontal and vertical data set. The relative total uncertainty is dominated by statistical uncertainty compared to systematic uncertainties.
systematic uncertainties. The total uncertainty is dominated by $9 \%$ statistical uncertainty compared to $1 \%$ systematic uncertainty.

### 6.6 Extraction of Physics Asymmetry

The beam normal single spin asymmetry from inelastic $\mathrm{e}+\mathrm{p}$ scattering is obtained from measured asymmetry using Equation 6.6 .1 by accounting for EM radiative corrections, kinematics normalization, polarization, and backgrounds.

$$
\begin{equation*}
B_{n}=M_{t o t a l}\left[\frac{\left(\frac{\epsilon_{r e g}}{P}\right)-\sum_{i=1}^{4} B_{b i} f_{b i}}{1-\sum_{i=1}^{4} f_{b i}}\right] \tag{6.6.1}
\end{equation*}
$$

Table 6.5 Summary of uncertainties on measured asymmetry for combined horizontal and vertical data sets. The relative uncertainties are also shown in the table.

| Uncertainty from | Contribution to $\epsilon_{M}$ <br> $[\mathrm{ppm}]$ | Relative Contribution <br> $[\%]$ |
| :---: | :---: | :---: |
| Statistics | 0.444 | 8.8 |
| Regression scheme | 0.005 | 0.1 |
| Regression time binning | 0.007 | 0.1 |
| Non-linearity | 0.050 | 1.0 |
| Cuts | 0.065 | 1.3 |
| Fit scheme | 0.052 | 1.0 |
| Systematic only | 0.098 | 1.9 |
| Total | 0.455 | 9.0 |

Here $M_{t o t a l}$ is a correction factor for the experimental bias and radiative effects, $P$ is the beam polarization, and $B_{b i}$ is $i^{t h}$ background asymmetry with fraction of backgrounds in the total detector acceptance (dilution) $f_{b i}$. The corrections to the physics asymmetry and the associated uncertainties are discussed in the following sections.

### 6.6.1 Beam Polarization

The Hall-C Møller polarimeter and the Compton polarimeter were used to measure the beam polarization for the experiment. The photocathode Quantum Efficiency was stable and hence the beam polarization was stable for the period [157]. The Møller polarimeter is only sensitive to longitudinally polarized beam, so measurements performed with the longitudinally polarized beam right after the transverse data taking was used to determine the beam polarization. The Møller runs used for this analysis are 1593-1599, carried out on 20th February 2012. Each run is $\sim 10$ min long. Slug averaged polarizations from this Møller measurement are shown in Table 6.6. The measured beam polarization is $P=87.50 \pm 0.28$ (stat) $\pm 0.74$ (sys)\% [158]. Details of systematic studies for the Møller polarization measurement can be found in the Q-weak internal technical document [20].

Table 6.6 Beam polarization using Møller polarimeter for Run 2 transverse data set [20].

| IHWP | Polarization <br> $[\%]$ | Statistical Uncertainty <br> $[\%]$ |
| :---: | :---: | :---: |
| Out | 87.029 | 0.398 |
| In | -87.939 | 0.387 |
| Total | 87.497 | 0.277 |

### 6.6.2 Background Corrections

The largest background source in beam normal single spin asymmetry arises from the elastic radiative tail. Small background contributions also come from electrons scattering from aluminum target windows, beamline scattering, and other soft neutral scattering. The analysis of the background asymmetries and their contributions to the BNSSA is described in the following sections.

```
DS 4% Al (transverse, 6700 A): Regression-on MD PMTavg Asymmetries. FIT 
```



Figure 6.12 Azimuthal dependence of asymmetry from the $4 \%$ downstream aluminum target. The uncertainties are statistical only. The octant dependence in either polarization orientation are similar to what was observed for the $\mathrm{LH}_{2}$-cell. The asymmetry is larger than the $\mathrm{LH}_{2}$-cell asymmetry. The fit functions used for horizontal and vertical transverse data points are $\epsilon_{M}^{H} \sin \left(\phi+\phi_{0}^{H}\right)+C^{H}$ and $\epsilon_{M}^{V} \cos \left(\phi+\phi_{0}^{V}\right)+C^{V}$, respectively.

### 6.6.2.1 Target Aluminum Windows

One of the important background contributions to the measured asymmetry comes from electrons scattering from the aluminum alloy target windows. Data were taken on the $4 \%$ downstream aluminum alloy target to determine the asymmetry and dilution. The measured regressed asymmetry for horizontal and vertical transverse are $\epsilon_{M}^{H-D S A l}=7.911 \pm 1.187$ (stat) $\pm 0.482$ (sys) ppm and $\epsilon_{M}^{V-D S A l}=9.533 \pm 1.759$ (stat) $\pm 0.870$ (sys) ppm [159] , as shown in Figure 6.12. Combined (error weighted) regressed aluminum alloy asymmetry is $\epsilon_{M}^{D S A l}=8.419 \pm 0.984$ (stat) $\pm 0.603$ (sys) ppm. The systematic studies for $4 \%$ downstream aluminum alloy target contain uncertainties related to the extraction of the measured asymmetry such as regression, nonlinearity, cut dependence, and detector acceptance correction, as described in section 6.5 (see APPENDIX D for more details on

Al analysis). The acceptance difference between the upstream and downstream target windows need to correct before the background correction. This acceptance difference causes a $20 \%$ relative difference between the mean $Q^{2}$ of the electrons coming from the upstream window compared to the downstream window, as shown in GEANT4 simulations [8] $\left(Q_{U S A l}^{2}=0.8 \times Q_{D S A l}^{2}\right)$. The beam normal single spin asymmetry from nuclei at forward angle scattering asymmetry is proportional to $\sqrt{Q^{2}}$ as described in theoretical models $[160,161]$. So, asymmetry for upstream aluminum target can be calculated as $\epsilon_{M}^{U S A l}=\sqrt{0.8} \epsilon_{M}^{D S A l}=7.530 \mathrm{ppm}$. Downstream and upstream aluminum target windows are expected to contribute equally [8] to the aluminum dilution in the main detector asymmetries resulting in an effective aluminum asymmetry of $\epsilon_{M}^{A l}=\left(\epsilon_{M}^{D S A l}+\epsilon_{M}^{D S A l}\right) / 2=$ 7.974 ppm . The polarization corrected asymmetry for background windows correction is $B_{A l}=$ $\epsilon_{M}^{A l} / P=9.061 \pm 1.405 \mathrm{ppm}$.

Table 6.7 Measured asymmetry on aluminum target.

| Target | Asymmetry <br> $[\mathrm{ppm}]$ |
| :---: | :---: |
| DSAl | 8.419 |
| USAl | 7.530 |
| $<$ DS+US $>$ | 7.974 |

The measured aluminum windows dilution is $f_{A l}=0.033 \pm 0.002$ [162]. Dedicated measurements were performed with different pressures of hydrogen gas in the target cell. Using the known pressure of hydrogen gas at different points, the pressure was extrapolated to zero.

The correction to the physics asymmetry from aluminum alloy windows is $c_{A l}=M_{t o t a l} B_{A l} f_{A l} /(1-$ $\left.f_{\text {total }}\right)=1.416 \pm 0.246 \mathrm{ppm}$.

### 6.6.2.2 Beamline Background

The beamline background correction is a polarization-independent mechanical asymmetry which should be lumped with linear regression corrections [163]. The beamline scattering produces light in the detectors and there is a contribution to the dilution. The beamline background dilution factor for inelastic running is an order of magnitude larger than in the elastic kinematic setting. The total rate at the inelastic peak drops to $10 \%$ of the total rate at the elastic peak, whereas the number of events originating in the beamline remains similar. The measured dilution for inelastic beamline scattering is $0.018 \pm 0.001[3,164]$. A $50 \%$ uncertainty on the dilution was assigned to allow the sinusoidal modulation specific to the BNSSA. The beamline scattering dilution used for the background correction is $f_{B B}=0.018 \pm 0.009$.

### 6.6.2.3 Other Neutral Background

An additional correction was applied to include soft neutral backgrounds arising from secondary interactions of scattered electrons in the scattered electron transport line, and was not accounted in the blocked octant studies [165]. This can arise from Møller scattering, electron-proton elastic scattering, etc. Simulations are in progress [166]. The other neutral background asymmetry could be as large as 5 ppm (size of the transverse asymmetry). To make the sign of the asymmetry uncertain, the asymmetry for other neutral background was assumed to be $B_{Q T o r}=0.000 \pm 10.000 \mathrm{ppm}$. Here, uncertainty of $100 \%$ of the measured transverse asymmetry was assigned to give an upper bound on the neutral background asymmetry.

The neutral background dilution for the inelastic scattering has been measured as $f_{\text {neutral }}=$ $0.0520 \pm 0.0040$ (stat) $\pm 0.0014$ (sys) [167]. The dilution for the other neutral background was obtained by subtracting the blocked octant background from the total neutral background measured by the main detector and is given by $f_{Q T o r}=f_{\text {neutral }}-f_{B B}=0.034 \pm 0.010$.

The correction to the physics asymmetry due to other neutral background is $c_{Q T o r}=M_{t o t a l} B_{Q T o r}$ $f_{Q T o r} /\left(1-f_{\text {total }}\right)=0.000 \pm 1.616 \mathrm{ppm}$.


Figure 6.13 Simulation of contributions from elastic and inelastic electron-proton, and elastic electron-Al scattering from upstream (US) and downstream (DS) target windows [13]. All but elastic electron-proton events have been multiplied by 10 for better visualization.

### 6.6.2.4 Elastic Radiative Tail

The largest background correction comes from the elastic radiative tail (b4). The polarization corrected measured elastic transverse asymmetry was $B_{T}^{e l}=-5.345 \pm 0.067$ (stat) $\pm 0.076$ (sys) ppm [168]. The elastic physics asymmetry from the $\mathrm{LH}_{2}$-cell is similar in magnitude to the inelastic asymmetry but has the opposite sign. The elastic asymmetry was measured at $Q_{e l}^{2}=0.0250 \pm 0.0006(\mathrm{GeV} / \mathrm{c})^{2}[169]$ where as inelastic measurement was at $Q_{\text {in }}^{2}=0.0209 \pm 0.0005(\mathrm{GeV} / \mathrm{c})^{2}$ (shown in Figure 6.16), hence it is necessary to scale it to the inelastic peak. The transverse asymmetry is proportional to $\sqrt{Q^{2}}[160,161]$. The polarization and $\sqrt{Q^{2}}$ corrected elastic asymmetry is given by $B_{e l}=\sqrt{\frac{Q_{i n}^{2}}{Q_{e l}^{2}}} B_{T}^{e l}$ $=-4.885 \pm 0.093 \mathrm{ppm}$.

As $\sim 70 \%$ of the total signal in the inelastic peak was from elastic radiative tail (Figure 6.13), it was important to tackle it carefully. A GEANT simulation was used to extract elastic dilution. Dedicated measurements were taken at both sides of the inelastic peak (at QTor current 6000 A and 7300 A ) to check the simulation. A $\sim 10 \%$ discrepancy was observed between current mode data and GEANT simulated signal at the inelastic peak, as shown in Figure 6.14. In order to incorporate this discrepancy, a $10 \%$ systematic uncertainty was assigned to the elastic dilution for this preliminary analysis. A more detailed simulation is ongoing to explore this difference. The signal size for inelastic transverse is $\sim 2-3$ times smaller than that of the elastic signal. Although the signal reduces for inelastic, the nonlinearity in the detector remains the same and might be responsible for this discrepancy. The simulated elastic dilution factor is given by $f_{e l}=0.701 \pm 0.070[13,170]$.

The correction to the physics asymmetry due to the elastic radiative tail is $c_{e l}=M_{t o t a l} B_{e l} f_{e l} /(1-$ $\left.f_{\text {total }}\right)=-17.063 \pm 7.304 \mathrm{ppm}$.

### 6.6.3 Other Corrections

Another set of corrections is used to remove all the experimental bias from the measured asymmetry before extracting BNSSA. The measured asymmetry is corrected for the electromagnetic (EM) radiative corrections, light weighting on the Čerenkov detector, and $Q^{2}$ precision. These corrections are considered as independent factors and are applied to the measured asymmetry.

### 6.6.3.1 Radiative Correction

The energy loss and depolarization of the electrons is a result of electromagnetic (EM) radiation [171]. The measured asymmetry needs to be corrected for these EM radiative effects to obtain the beam normal single spin asymmetry at the effective $Q^{2}$ and beam polarization.


Figure 6.14 The residual of yield using Data and simulation from GEANT 3 [13] are shown in the figure. A $\sim 10 \%$ discrepancy was observed at inelastic peak ( 6700 A ) between data and simulation for matching them at elastic peak (8921 A). Beamline background correction to the yield did not improve the discrepancy.

The deduced radiative correction for elastic electron-proton scattering from simulations with and without bremsstrahlung, using methods described in Refs. [172, 173], was found to be $M_{R C}=$ $1.010 \pm 0.010$ [19]. The same radiative correction was used for this data set as there were no existing simulations available for inelastic electron-proton scattering. This correction does not have a significant impact in the final asymmetry, hence it was not unreasonable to use the existing elastic simulation result.
(HYDROGEN-CELL,6700A) Transverse N-to- $\Delta$ Physics Asymmetry vs Elatic Dilution


Figure 6.15 The variation of beam normal single spin asymmetry with elastic dilution.

### 6.6.3.2 Detector Bias Correction

The correction between light yield and $Q^{2}$ across the detector bars affects the measured asymmetry and needs to be accounted for in the final BNSSA extraction. The multiplicative correction factor to be applied to the data is

$$
\begin{equation*}
M_{D e t}=\frac{\epsilon_{\mathrm{no}-\text { bias }}^{\text {sim }}}{\epsilon_{\text {bias }}^{\text {sim }}}=\sqrt{\frac{\left(Q^{2}\right)_{\text {no-bias }}^{\text {sim }}}{\left(Q^{2}\right)_{\text {bias }}^{\text {sim }}}} . \tag{6.6.2}
\end{equation*}
$$

Here, $\epsilon_{\text {bias }}^{\text {sim }}$ and $\epsilon_{\text {no-bias }}^{\text {sim }}$ are the simulated asymmetries with and without light-collection bias, respectively. The detector bias correction used for this analysis is $M_{D e t}=0.998 \pm 0.002$ and is obtained using transverse simulation results $[19,174]$.

### 6.6.3.3 $Q^{2}$ Precision

The $Q^{2}$ for inelastic electron-proton scattering was determined using GEANT 3 simulation and was found to be $0.0209 \pm 0.0005(\mathrm{GeV} / \mathrm{c})^{2}$ [14], as shown in Figure 6.16. Internal bremsstrahlung was not included in the simulation. The simulation was benchmarked by the tracking mode experimental data to represent the geometry of the experimental setup, collimation, and magnetic spectrometer. The cross section weighted $Q^{2}$ was simulated at main detector using the reaction $e+p \rightarrow e+n+$


Figure 6.16 The $Q^{2}$ from GEANT 3 simulation [14]. The $Q^{2}$ was weighted by cross section and did not include any internal bremsstrahlung in the simulation (left panel). The simulated scattering angle is also shown in the right panel.
$\pi^{+}$[14]. The two-body scattering process, and energy and momentum conservation were used to do the calculation. The scattered electron energy, and $Q^{2}$ are expressed as

$$
\begin{align*}
E^{\prime} & =\operatorname{RANDOM}() \times\left(E_{\text {in }}-M_{e}\right)+M_{e} \\
Q^{2} & =4 E E^{\prime} \sin ^{2} \theta, \tag{6.6.3}
\end{align*}
$$

where $E_{i n}$ is the incident beam, $M_{e}$ is electron mass, and $\theta$ is scattering angle. It was important to propagate the precision of $Q^{2}$ in the final physics asymmetry. Based on theory [175], the transverse beam spin asymmetries $A_{N}$ at low $Q^{2}$ behave like

$$
\begin{gather*}
B_{n} \approx \sqrt{Q^{2}}=m \sqrt{Q^{2}} .  \tag{6.6.4}\\
d B_{n}= \pm \frac{1}{2} \frac{m}{\sqrt{Q^{2}}} d Q^{2}= \pm \frac{1}{2} \frac{34.7}{\sqrt{0.02078}} 0.0005=0.0601 \mathrm{ppm} . \tag{6.6.5}
\end{gather*}
$$

Using Equation 6.6.4 on $Q^{2}$ and a 5 ppm measured asymmetry, the proportionality constant in the above relation can be calculated as $34.7 \mathrm{ppm} /(\mathrm{GeV} / \mathrm{c})$. The estimated uncertainty on the measured asymmetry due to the uncertainty in determining $Q^{2}$ is 0.061 ppm (Equation 6.6.5). A correction of $M_{Q^{2}}=1.000 \pm 0.012$ was applied to include the precision in calibrating the central value of $Q^{2}$.

### 6.6.3.4 Azimuthal Acceptance Correction

The acceptance of a single Q-weak Čerenkov detector is only $49 \%$ of an octant (section 3.1), so the reported asymmetry from a detector is an average over $22^{\circ}$ azimuthal angle $(\phi)$. Each detector bar measures an average asymmetry over a range of $\phi$ selected by the collimators (details in [19,176]). The effect of averaging cosines for a variable of the form $y(\phi)=\epsilon \cos (\phi+\delta)$ over the azimuthal angle yields

$$
\begin{equation*}
A V G[y(\phi)]=\frac{\epsilon \int_{\phi_{0}-\Delta \phi}^{\phi_{0}+\Delta \phi} \cos (\phi+\delta) \mathrm{d} \phi}{\left(\phi_{0}+\Delta \phi\right)-\left(\phi_{0}-\Delta \phi\right)}=\epsilon \cos \left(\phi_{0}+\delta\right) \times \frac{\sin \Delta \phi}{\Delta \phi} \tag{6.6.6}
\end{equation*}
$$

where $\phi_{0}$ is the nominal azimuthal location of the detector with $\Delta \phi$ coverage. Similarly, for sines, $A V G[y(\phi)]=\epsilon \sin \left(\phi_{0}+\delta\right) \times \frac{\sin \Delta \phi}{\Delta \phi}$. So the measured asymmetry from each detector needs to be scaled by a factor of $M_{\phi}=1 / \frac{\sin \Delta \phi}{\Delta \phi}$ to correct for the acceptance ${ }^{2} . \Delta \phi=11.025^{\circ}$ yields the scale factor to be $M_{\phi}=1 / 0.9938=1.006 \pm 0.006$. A conservative $100 \%$ uncertainty was used for the correction.

### 6.6.4 Beam Normal Single Spin Asymmetry in $\mathrm{LH}_{2}$

Summary of required quantities to extract the beam normal single spin asymmetry from the transverse data set presented so far using

$$
\begin{equation*}
B_{n}=M_{R C} M_{D e t} M_{Q^{2}} M_{\phi}\left[\frac{\left(\frac{\epsilon_{r e g}}{P}\right)-B_{A l} f_{A l}-B_{Q T o r} f_{Q T o r}-B_{e l} f_{e l}}{1-f_{A l}-f_{B B}-f_{Q T o r}-f_{e l}}\right] \tag{6.6.7}
\end{equation*}
$$

is shown in Table 6.8. Equation 6.6.1 has been expanded to obtain Equation 6.6.7. Using all the input values in Equation 6.6 .7 gives the beam normal single spin asymmetry in inelastic electronproton scattering

$$
\begin{equation*}
B_{n}=42.82 \pm 2.45(\text { stat }) \pm 16.07(\text { sys }) \mathrm{ppm} \tag{6.6.8}
\end{equation*}
$$

for the effective kinematics of acceptance averaged electron energy $\left\langle E_{b e a m}\right\rangle=1.155 \pm 0.003 \mathrm{GeV}$, $\left\langle Q^{2}\right\rangle=0.0209 \pm 0.0005(\mathrm{GeV} / \mathrm{c})^{2}$, an average scattering angle $\langle\theta\rangle=8.3^{\circ}$, and missing mass $W=1.204 \mathrm{GeV}$. The contributions from the different uncertainty sources into the final measurement are summarized in Figure 6.17. The dominant correction to the asymmetry comes from the elastic dilution tail whereas the dominant uncertainty on the measured asymmetry comes from statistics.

[^10]Table 6.8 Summary of input quantities to extract the BNSSA. The measured regressed asymmetry is corrected for detector acceptance using the factor provided in the table. The table shows the contributions of normalization factors on $\epsilon_{\text {reg }}$, then the properly normalized contributions from other sources. Background corrections listed here include $M_{\text {total }} B_{b i} f_{b i} /\left(1-f_{\text {total }}\right)$. Uncertainties in BNSSA due to dilution fraction and background asymmetry uncertainties are noted separately.

| Input parameters |  |  |  |
| :--- | :---: | :---: | :---: |
| Measured asymmetry $\left(\epsilon_{\text {reg }}\right)$ | $5.095 \pm 0.455 \mathrm{ppm}$ |  |  |
| Beam polarization (P) | $0.875 \pm 0.008$ |  |  |
| Background corrections |  |  |  |
|  | Asymmetry | Dilution | Correction |
| Quantity | $\left(B_{b i}\right)$ | $\left(f_{b i}\right)$ | $c_{b i}=B_{b i} f_{b i} /\left(1-f_{\text {total }}\right)$ |
|  | $[\mathrm{ppm}]$ |  | $[\mathrm{ppm}]$ |
| Target windows (Al) | $9.185 \pm 1.409$ | $0.033 \pm 0.002$ | $1.416 \pm 0.246$ |
| Other neutral bkg. (QTor) | $0.000 \pm 10.000$ | $0.034 \pm 0.010$ | $0.000 \pm 1.616$ |
| Elastic asymmetry (el) | $-4.885 \pm 0.093$ | $0.701 \pm 0.070$ | $-17.063 \pm 7.304$ |
| Beamline background $(\mathrm{BB})$ |  | $0.018 \pm 0.009$ |  |
| Other corrections |  |  |  |
| Radiative correction $\left(M_{R C}\right)$ | $1.010 \pm 0.010$ |  |  |
| Detector bias $\left(M_{\text {Det }}\right)$ | $0.998 \pm 0.002$ |  |  |
| $Q^{2}$ acceptance $\left(M_{Q^{2}}\right)$ | $1.000 \pm 0.012$ |  |  |
| Azimuthal acceptance $\left(M_{\phi}\right)$ | $1.006 \pm 0.006$ |  |  |

(HYDROGEN-CELL,6700A) Summary of Uncertainties in Extracted Transverse N-to- $\Delta$ Physics Asymmetry


Figure 6.17 Summary of uncertainties in inelastic beam normal single spin asymmetry extraction. Measurement systematic contains the systematic uncertainties related to the extraction of the physics asymmetry such as regression, nonlinearity and acceptance averaging. The uncertainties are in ppm and the corresponding relative uncertainties are shown in parentheses.

### 6.7 Comparison With Model Calculation

No existing model calculation for beam normal single spin asymmetry was available at Q-weak kinematics during this analysis. Pasquini et al. [7] presented beam asymmetry in inelastic electron scattering (as shown in Figure 2.6, chapter 2) for large scattering angle at energies $\mathrm{E}=0.424$, $0.570,0.855 \mathrm{GeV}$. The BNSSA were calculated separately for $\Delta$ and N intermediate states. The total asymmetry was the sum of these two intermediate states. Relatively large asymmetries were observed in the forward region; these are dominated by quasi Virtual Compton Scattering (VCS) kinematics where one exchanged photon becomes quasi-real. These asymmetries are sensitive to $\gamma^{*} \Delta \Delta$ form factors and can be a unique tool to study it [56].


Figure 6.18 BNSSA calculation from Pasquini et al. The points are taken from [7]. Then, the calculation is fitted with a function of the form $f\left(\theta_{\text {lab }}\right)=\exp \left(p_{0}+p_{1} \theta_{\text {lab }}\right)$ and extrapolated to Q -weak $\theta_{\text {lab }}$ value.

These asymmetries were extrapolated to forward angle down to $\theta_{\text {lab }}<5^{\circ}$ using a suitable fit for all available three energies from [7], as shown in Figure 6.18. The asymmetries were obtained at $\theta_{\text {lab }}$ $=8.35^{\circ}$ for three energies and extrapolated to Q-weak energy $E_{\text {beam }}=1.155 \mathrm{GeV}$ in Figure 6.19. Using this hand waving toy model, the obtained BNSSA is $B_{n}[$ model $]=12.15 \mathrm{ppm}$ at Q -weak kinematics. The asymmetry from this analysis, $B_{n}[\mathrm{Q}-$ weak $]=42.82 \pm 16.25 \mathrm{ppm}$ is also shown in the Figure 6.19. The extrapolation uncertainties are large but can not be realistically estimated. New calculation are in progress.


Figure 6.19 BNSSA asymmetry calculation from Pasquini et al. and its extension. The asymmetries from Figure 6.18 at $\theta_{\text {lab }}=8.35^{\circ}$ are plotted here. A fit function of the form $f(E)=\exp \left(p_{0}+p_{1} E\right)$ is used to extrapolate the asymmetry to the desired Q-weak kinematic region $(E=1.155 \mathrm{GeV})$.

### 6.8 BNSSA in $\mathrm{LH}_{2}$ at Both Sides of the Inelastic Peak

Data on both sides of the inelastic peak (at QTor current 6000 A and 7300 A ) were taken to better constrain the elastic dilution. The same prescription was used, as described in section 6.6, to extract the off peak physics asymmetries. The measured five-parameter regressed asymmetries are $\epsilon_{M}^{6000 A}=7.198 \pm 0.688$ (stat) $\pm 0.163$ (sys) ppm, and $\epsilon_{M}^{7300 A}=0.717 \pm 0.476$ (stat) $\pm 0.252$ (sys) ppm at QTor current 6000 A, and 7300 A, respectively (more details about the systematic studies are in APPENDIX D). Data were taken on the $4 \%$ downstream aluminum alloy target to determine the background contributions to the measured asymmetry at QTor current 7300 A , but there was no measurement at 6000 A . The measured regressed Al asymmetry at QTor current 7300 A is $\epsilon_{M}^{D S A l}$ $=-0.108 \pm 1.083($ stat $) \pm 1.140(\mathrm{sys}) \mathrm{ppm}$. After correcting for the acceptance difference between the upstream and downstream target windows, and the beam polarization, the background windows correction asymmetry becomes $B_{A l}^{7300 A}=-0.120 \pm 1.791 \mathrm{ppm}$. A scaled Al windows asymmetry from the inelastic peak was used at 6000 A , where the $\mathrm{LH}_{2}$ asymmetry was used to scale the Al asymmetry. The acceptance and polarization corrected asymmetry for windows correction is $B_{A l}^{6000 A}$ $=12.937 \pm 2.709 \mathrm{ppm}$. The same dilution for the windows correction was used (see section 6.6.2.1) for both datasets. The correction from other neutral background, and beamline scattering were
same as inelastic peak dataset. The same elastic asymmetry was used for both datasets, whereas the dilutions were obtained using simulation as $f_{e l}^{6000 A}=0.732 \pm 0.095$ and $f_{e l}^{7300 A}=0.797 \pm 0.020$. The discrepancy between the data and simulation was larger for the left side of the inelastic peak, as shown in Figure 6.14, which contributed to the uncertainty in the dilution. The extracted beam normal single spin asymmetries at QTor current 6000 A and 7300 A are $B_{n}^{6000 \mathrm{~A}}=63.71 \pm 4.45$ (stat) $\pm 36.17$ (sys) ppm, and $B_{n}^{7300 A}=42.17 \pm 5.26$ (stat) $\pm 9.85$ (sys) ppm, respectively (see Figure 6.20).


Figure 6.20 BNSSA at $\mathrm{N} \rightarrow \Delta$ peak and off peak asymmetries in $\mathrm{LH}_{2}$. The QTor current was changed to 6000 A , and 7000 A from 6700 A to cover the both sides of the $\mathrm{N} \rightarrow \Delta$ peak. The missing mass, $W$, at the inelastic peak ( 6700 A ) is 1.2 GeV . The uncertainty in the asymmetry is the total uncertainty and is the quadrature sum of the statistical and systematic uncertainties. The total uncertainty is dominated by the systematic uncertainty from elastic radiative tail.

### 6.9 BNSSA in Nuclear Targets

In this chapter, the inelastic beam normal single spin asymmetry measurements in e-p scattering have been discussed. In addition to the inelastic data from the proton, Q-weak has data on the beam normal single spin asymmetry measurements from several other physics processes. Few of
these measurements are the first of their kind and carry interesting physics. The measured regressed five-parameter asymmetries on liquid hydrogen cell, $4 \%$ thick downstream aluminum alloy, and a $1.6 \%$ thick downstream carbon foil are summarized in Table 6.9. The relative statistical precision of the measurements are also shown. The analysis of these data is ongoing and expected to test model calculations of beam normal single spin asymmetry.

Table 6.9 Measured regressed five-parameter asymmetries in inelastic electron-nucleon scattering for transverse polarized beam. Horizontal and vertical transverse data set are shown separately. The combined (error weighted average) asymmetries are also noted. The inelastic peak is at QTor current 6700 A . The other QTor currents were taken to improve the simulation for elastic radiative tail. The first uncertainty represents statistical contribution, whereas second represents systematic contribution. The missing mass, $W$, at the inelastic peak $(6700 \mathrm{~A})$ is 1.2 GeV .

| Pol. | Asymmetry [ppm] |  |  |
| :---: | :---: | :---: | :---: |
|  | QTor currents |  |  |
|  | 6000 A | 6700 A | 7300 A |
| $\mathrm{LH}_{2}$ |  |  |  |
| Hor. | $7.198 \pm 0.688 \pm 0.163$ | $5.303 \pm 0.533 \pm 0.092$ | $0.717 \pm 0.476 \pm 0.252$ |
| Ver. |  | $4.457 \pm 0.807 \pm 0.117$ |  |
| Both | $\begin{gathered} 7.198 \pm 0.688 \\ (9.5 \%) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 5.047 \pm 0.444 \\ (8.7 \%) \\ \hline \end{gathered}$ | $\begin{gathered} 0.717 \pm 0.476 \\ (49.3 \%) \\ \hline \end{gathered}$ |
| Al |  |  |  |
| Hor. |  | $7.911 \pm 1.187 \pm 0.482$ | $-0.108 \pm 1.083 \pm 1.140$ |
| Ver. |  | $9.533 \pm 1.759 \pm 0.870$ |  |
| Both |  | $\begin{gathered} 8.419 \pm 0.984 \pm 0.603 \\ (11.7 \%) \\ \hline \end{gathered}$ | $\begin{gathered} -0.108 \pm 1.083 \pm 1.140 \\ (87.3 \%) \end{gathered}$ |
| ${ }^{12} \mathrm{C}$ |  |  |  |
| Hor. |  | $\begin{gathered} 9.869 \pm 1.870 \pm 0.549 \\ (18.3 \%) \\ \hline \end{gathered}$ |  |

### 6.10 Conclusion

The Q-weak collaboration has made a $35 \%$ relative measurement of the beam normal single spin asymmetry of $B_{n}=42.82 \pm 2.45$ (stat) $\pm 16.07$ (sys) ppm using transversely polarized 1.155 GeV electrons scattering in-elastically from protons with an average $Q^{2}$ of $0.0209(\mathrm{GeV} / \mathrm{c})^{2}$, an average scattering angle of $8.3^{\circ}$, and missing mass of 1.204 GeV . This is the first measurement of the beam normal single spin asymmetry in inelastic electron-proton scattering. This measurement would be an excellent test of theoretical calculations. Unfortunately, at the time of this analysis, there was no existing theoretical calculation or model to compare with the data. Hopefully this thesis will encourage theoreticians to produce new calculations.

## SECTION 7 SUMMARY OF CONTRIBUTIONS AND CONCLUSIONS

This dissertation presents the highlights of my Ph.D. research work in the context of the Q-weak experiment. This chapter summarizes the results and conclusions presented so far. My contributions towards the measurement of the weak charge of the proton can be summarized under three categories: the beam modulation system, the beamline optics and false asymmetries, and the beam normal single spin asymmetry measurement in inelastic electron-proton scattering. The experience gained during this experiment will help the future precision parity violating measurements at the Jefferson Lab such as the Møller experiment [133].

### 7.1 Beam Modulation

The electron-proton scattering rate largely depends on the five beam parameters: horizontal position, horizontal angle, vertical position, vertical angle, and energy. Changes in these beam parameters when the beam polarization is reversed create false asymmetries. Although attempts have been made to keep changes in beam parameters during reversal as small as possible, it is necessary to correct for such false asymmetries. To make this correction precisely, I implemented a beam modulation system to induce small position, angle, and energy changes at the target to characterize detector response to the beam jitter. The beam modulation system modulated position and angle using two pairs of air-core dipoles separated by $\sim 10 \mathrm{~m}$ and pulsing one pair at a time to produce relatively pure position or angle changes at the target. The beam energy was modulated using an SRF cavity. The system has been commissioned using the simulated optics from OptiM [82] and collected data during the experiment. The beam modulation system was designed for sinusoidal modulation up to 250 Hz which was robust and well-suited for the experiments measuring small parity violating asymmetries like the Q -weak experiment. At the cost of $1 \%$ of beam time for one parameter, the system was able to measure all sensitivities up to $10 \%$ accuracy each day. The pairs of coils were tuned to deliver relatively pure positions or angle modulations, making it much less likely that singular matrices are encountered when solving for the sensitivities. The ratio of coil currents was adjusted to incorporate any optics change in the beamline compare to move the coils physically, which made the system independent of the design optic. For 1.165 GeV electron beam, using 125 Hz sinusoidal drive signal, the Trim power amplifier was able to provide the desired beam modulation amplitudes with existing air-core MAT coils. The modulation system worked quite well for the
span of two years during the Q-weak experiment and collected data noninvasively with production running. Preliminary detector sensitivities were extracted which helped to reduce the width of the measured asymmetry. The beam modulation system also has proven valuable for tracking changes in the optics, such as dispersion at the target and beam position coupling [177]. The system has also helped to track some of the hardware and software problems in the BPMs in the Hall-C beamline.

### 7.2 Beamline Work

The beam position monitors (BPMs) in front of the target were used for the linear regression, and hence, it was necessary to know their position and angle resolutions. We developed and simulated the concept of the virtual BPM to determine the position and angle at the target. I extracted the position resolution of the BPM in front of the target by observing the residual of beam position differences (between two helicity states) on any BPM and the orbit projected from the virtual target BPM. Using selective data samples from the commissioning phase of the experiment, the average BPM resolution was $0.70 \mu \mathrm{~m}$ and $0.77 \mu \mathrm{~m}$ for X and Y , respectively. The target BPM angle resolution was simulated using OptiM [82]. A relatively pure position measurement, which corresponds to pure angle measurement at target, was chosen to be at BPM 3P02A from the simulation to extract the angle resolution. Assuming $0.90(0.96) \mu \mathrm{m} \mathrm{X}(\mathrm{Y})$-position resolutions, the estimated target BPM angle resolutions at $180 \mu \mathrm{~A}$ are $0.048 \mu \mathrm{rad}$, and $0.060 \mu \mathrm{rad}$ for $X^{\prime}$ and $Y^{\prime}$, respectively. A new least square linear regression scheme was developed based on my BPM study.

I surveyed the helicity correlated pedestals to improve the false asymmetry contribution for the entire data set of the experiment. No helicity correlated pickups were seen for most of the detector channels and were at $\mathcal{O}(1)$ ppb. Electronic noise levels were generally acceptable, though potentially marginal for the upstream luminosity (USLumi) monitor channels near the end of Run 1 but improving during Run 2. Nonlinearity due to pedestal errors for main detectors were extremely small whereas USLumi had a nonlinearity of few percent. There is a scope for improvement in USLumi pedestal. Nonlinearity could be very large for low-yield production running on aluminum and $\mathrm{N} \rightarrow \Delta$ but still be under $1 \%$. Resolutions for all the detectors were reasonably stable.

### 7.3 Beam Normal Single Spin Asymmetry in Inelastic e+p Scattering

The objective of the Q-weak experiment is to challenge the predictions of the Standard Model in low $Q^{2}$ range and search for new physics at the TeV scale through a $4 \%$ measurement of the weak charge of the proton via the parity-violating asymmetry ( $\sim 250 \mathrm{ppb}$ ) in elastic electron-proton
scattering [16]. One of the potential corrections for the PV asymmetry comes from the residual transverse polarization in the beam. There is a parity conserving beam normal single spin asymmetry or transverse asymmetry $\left(B_{n}\right)$ on $\mathrm{H}_{2}$ with a $\sin (\phi)$ like dependence due to two-photon exchange. The size of $B_{n}$ is few ppm. So, a few percent residual transverse polarization in the beam, in addition to potentially small broken azimuthal symmetries in the detector, might lead to few ppb corrections to the Q-weak data. As part of a program of $B_{n}$ background studies, we made the first measurement of $B_{n}$ in the $\mathrm{N} \rightarrow \Delta$ transition using the Q-weak apparatus. $B_{n}$ provides direct access to the imaginary part of the two-photon exchange amplitude. The magnitude of $B_{n}$ in the $\mathrm{N} \rightarrow \Delta$ transition has never been measured before. The $B_{n}$ from electron-nucleon scattering is also a unique tool to study the $\gamma^{*} \Delta \Delta$ form factors [178].

The Q-weak collaboration has made the first measurement of the beam normal single spin asymmetry in the N -to- $\Delta(1232)$ transition. After correcting for backgrounds and beam polarization, I extracted the final transverse asymmetry $B_{n}=42.82 \pm 2.45$ (stat) $\pm 16.07$ (sys) ppm using transversely polarized 1.155 GeV electrons scattering in-elastically from protons with a $Q^{2}$ of 0.0209 $(\mathrm{GeV} / \mathrm{c})^{2}$ and missing mass of 1.204 GeV . This measurement would be an excellent test of theoretical calculations. In addition to the inelastic data from the proton, Q-weak has data on the $B_{n}$ measurements from several other physics processes. The asymmetries were measured on liquid hydrogen cell, $4 \%$ thick downstream aluminum alloy, and a $1.6 \%$ thick downstream carbon foil. Some of these measurements are the first of their kind and carry interesting physics. The analysis of these data is ongoing and expected to test the theoretical models on beam normal single spin asymmetry and thereby our understanding of the doubly virtual Compton scattering process. Unfortunately, at the time of this analysis, there was no existing theoretical calculation or model to compare with the data. Hopefully this thesis will encourage theoreticians to produce new calculations.

## APPENDICES

## APPENDIX A

## BEAM MODULATION

## A. 1 Beam Modulation

$$
\begin{gather*}
d A=\frac{1}{\sqrt{N}}=1 \times 10^{-6}=1 \mathrm{ppm}  \tag{A.1.1}\\
N=10^{12} \text { counts }=R t  \tag{A.1.2}\\
t=\frac{N}{R}=\frac{10^{12}}{8 \times 800 \times 10^{6} \mathrm{~Hz}}=156.25 \mathrm{~s} \tag{A.1.3}
\end{gather*}
$$

Table A. 1 The components of beam modulation bench test.

| The Components | Quantity |
| :--- | :---: |
| Signal Generator | 1 |
| TRIM-II | 2 |
| MAT Coil | 2 |
| LEM | 1 |
| Ammeter | 2 |
| Power Supply | 1 |
| Tesla Meter | 1 |



Figure A. 1 BMod GUI design flow chart.


Figure A. 2 The circuit design of the LEM current transducer used to measure the current through the beam modulation magnet.


Figure A. 3 Fast shut down circuit diagram for Q-weak. The modification shown are implemented before the experiment.


Figure A. 4 The cable path for the modulation system. The components are spanned into counting house Hall-C and beamline.

## Detailed Cable Map Diagram



Figure A. 5 The cable map for the modulation system.


Figure A. 6 Main detector sensitivities with respect to target BPM X position for X modulation. The eight octants along with combined sensitivities are shown.

## Run 11294-11315: Main Detector Barsum Asymetries Comparison for Modulation



Figure A. 7 Effect of beam modulation on main detector asymmetry. Comparison of main detector asymmetry when modulation is OFF (top) and modulation is ON (bottom) are shown here.

## Run 11294-11315: Main Detector Barsum Asymmetry Comparison for Modulation

## MD BARSUM ASYMMETRY MEAN




Figure A. 8 Effect of beam modulation on main detector asymmetry. Main detector asymmetry mean when modulation is OFF and ON (top) and asymmetry width (bottom) are compared here.

Run 11294-11315: Charge Asymmetry Comparison for Modulation


Figure A. 9 Effect of beam modulation on charge asymmetry. Comparison of charge asymmetry when modulation is OFF (top) and modulation is ON (bottom) are shown here.

## Run 11294-11315: Charge Asymmetry Comparison for Modulation




Figure A. 10 Effect of beam modulation on charge asymmetry. Comparison of charge asymmetry without modulation with charge asymmetry only during modulation ON.

## Run 11294-11315: Target Variables Comparison for Modulation



Figure A. 11 Effect of beam modulation on target BPM. Comparison of target BPM differences when modulation is OFF (left) and modulation is ON (right) are shown here.

## EXPERIMENTAL HALL C BEAMLINE

## BSY 1st Section

M. McCaughan

Nov. 15, 2011
HC quick reference.ai

Figure A. 12 Beamline drawing 1.


Figure A. 13 Beamline drawing 2.


Figure A. 14 Beamline drawing 3.


Figure A. 15 Beamline drawing 4.


Figure A. 16 Beamline drawing 5.


Figure A. 17 Beamline drawing 6 .
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Figure A. 18 Beamline drawing 7.

# APPENDIX B <br> QTOR 

## B. 1 Hall Probe

The QTor Hall probes were hooked up to a Lakeshore controller, taken from the old HMS hut. The VME IOC inside the HMS hut was also moved to the doghouse and was connected to the Lakeshore controller. After restoring some boot information on the CPU (vmec18), the EPICS controls was used to to control the system. The EPICS names for the Lakeshore controller outputs were Q1HallP, Q2HallP and Q3HallP. The hall probes can be read from the cdaq machines with the commands:
caget Q1HallP
caget Q2HallP
caget Q3HallP.

These channels were also added to the QTor GUI, that controlled the QTor power supply. There are EPICS commands to zero the probes:
caput Q1ZeroP
caput Q2ZeroP
caput Q3ZeroP.

These will send the command "ZCAL" to the Lakeshore for the specified probe. In addition, the IOC for the Hall probe was also accessed via the portserver.

## B. 2 QTor Corrector Magnet

The idea of this analysis is to estimate beam steering due to QTOR fringe field assuming a field of 4500 Gauss-cm along the beam axis using OPTIM.

Recently we discovered QTOR steers the forward beam. We tried to examine whether this steering is due to expected QTOR fringe field along the beam axis, or it indicates misalignment or motion of any QTOR coils. The steering implies a field integral of 4500 Gauss-cm. See more details in [1]. In this analysis we tried to predict the effect of QTOR fringe field (4500 Gauss-cm) along the beam axis Using OPTIM simulation.


Figure B. 1 QTor hall probe mounts and their locations inside the QTor are shown here.

## B.2.1 TOSCA



Figure B. 2 The QTor corrector magnet design and magnetic field for an octant at $\mathrm{Z}=0$. The primary collimator openings are also shown in the figure. The magnetic fields along the collimator openings are simulated.
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Figure B. 3 The QTor with its corrector magnet from side view.


Figure B. 4 A three-dimensional view of the QTor with its corrector magnet.

## Low Energy Beam Steering Due to QTOR Fringe Field \& Corrector Magnet



Figure B. 5 The trajectory of scattered electrons 4000Gcm QTor fringe field at the dump viewer.


Figure B. 6 The QTor corrector field integral variation along the radial direction.

QTOR Corrector Magnet Basic Calculation

| Half Length along Z | Radiu s | Crosssection | Curre | No. of turns | Length per turn | Total <br> Length | Mass | Curre nt per turn | $\begin{gathered} \text { Curre } \\ \text { nt } \\ \text { Densit } \\ \text { y } \end{gathered}$ | Wire Resistanc e | Block Resista nce | Wire Power | Block <br> Powe <br> r | Volta ge | Temperat ure |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| b | r | A | I | N | $\begin{gathered} \mathrm{L}= \\ 2(2 \mathrm{~b}+\pi \mathrm{r}) \\ +\Delta \end{gathered}$ | $\begin{gathered} \mathrm{LT}= \\ 1.1^{\star} \mathrm{L}^{\star} \mathrm{N} \end{gathered}$ | $\begin{gathered} \mathrm{m}=\rho- \\ \mathrm{Cu} \mathrm{~V} \end{gathered}$ | $\mathrm{It}=\mathrm{l} / \mathrm{N}$ | $\sigma=1 / A$ | $\begin{gathered} \mathrm{Rt}=\mathrm{N}^{\wedge} 2 \\ \rho \mathrm{~L} / \mathrm{A} \end{gathered}$ | $R=\rho L / A$ | $\begin{gathered} \mathrm{Pt}= \\ \mathrm{t}^{\wedge} 2 \mathrm{Rt} \end{gathered}$ | $\begin{gathered} \mathrm{P}= \\ \mathrm{H} 2 \mathrm{R} \end{gathered}$ | $=\mathbb{I R}$ | = P/m.C |
| [cm] | [cm] | [ $\mathrm{cm}^{\wedge} 2$ ] | [Aturns] | Iturns ] | [cm] | [cm] | [kg] | [A] | 2] | [ $\Omega$ ] | [ $\Omega$ ] | [W] | [W] | [V] | [K/s] |
| 8 | 14 | 10 | 2600 | 240 | 132.48 | 34946.76 | 11.87 | 10.84 | 260.00 | 1.27 | $2.21 \mathrm{E}-05$ | 149.56 | 149.56 | 13.79 | 3.23E-02 |
| 10 | 28 | 6.25 | 1000 | 150 | 240.96 | 39726.62 | 13.49 | 6.67 | 160.00 | 1.45 | $6.44 \mathrm{E}-05$ | 64.38 | 64.38 | 9.65 | $1.22 \mathrm{E}-02$ |

Constant Table

| Resistivity | Cu- <br> Density | Specific Heat | Wire Area |
| :---: | :---: | :---: | :---: |
| $\rho$ | $\rho-\mathrm{Cu}$ | C | WA |
| $[\Omega-\mathrm{m}]$ | $\left[\mathrm{kg} / \mathrm{m}^{\wedge} 3\right]$ | $[\mathrm{J} / \mathrm{kg} . \mathrm{K}]$ | $\left[\mathrm{cm}^{\wedge} 2\right]$ |
| $1.67 \mathrm{E}-08$ | 8960 | 390 | 0.0417 |

Available conductors

| BC Coil |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 20 | 10 | 56 | 225 | 60.00 | 13500.00 |
| 15 | 8 | 56 | 225 | 46.00 | 10350.00 |
| Coil Spool |  |  |  |  | 30096 |
| Total Wire | Required |  |  |  | 149346.7626 |

Figure B. 7 The QTor corrector magnet power dissipation calculation.

## Sensitivity of QTOR Corrector Magnet

| Inner Coils Moved | Inner Coils Moved | Inner Coils Moved | Inner <br> Coils <br> Moved | Inner Coils Moved | Outer Coils Moved | Outer Coils Moved | Outer Coils Moved | Outer <br> Coils Moved | Outer Coils Moved | B | B | B | $\Delta \mathrm{B}(\%)$ | $\Delta B(\%)$ | $\Delta \mathrm{B}(\%)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| X | Y | Z | $\theta$ | $\varphi$ | X | Y | Z | $\theta$ | $\varphi$ | $\mathrm{X}=40$ | $Y=40$ | Center | $\mathrm{X}=40$ | $Y=40$ | Center |
| [cm] | [cm] | [cm] | [degree] | [degree] | [cm] | [cm] | [cm] | [degree] | [degree] | [G-cm] | [G-cm] | [G-cm] | [G-cm] | [G-cm] | [G-cm] |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 296.29 | 590.12 | 4301.73 | 2.77 | -0.24 | -0.38 |
| 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 304.94 | 594.13 | 4219.97 | -0.07 | -0.92 | 1.52 |
| 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 306.33 | 596.18 | 4302.79 | -0.53 | -1.27 | -0.41 |
| 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 305.22 | 588.93 | 4286.01 | -0.16 | -0.03 | -0.02 |
| 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 301.87 | 588.75 | 4285.1 | 0.94 | 0.00 | 0.00 |
| 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 350.14 | 589.39 | 4284.95 | -14.90 | -0.11 | 0.01 |
| 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 307.03 | 673.84 | 4292.93 | -0.75 | -14.46 | -0.18 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 307.94 | 588.66 | 4286.08 | -1.05 | 0.01 | -0.02 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 306.21 | 588.65 | 4285.21 | -0.49 | 0.01 | 0.00 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 306.63 | 588.69 | 4285.31 | -0.62 | 0.01 | 0.00 |
| 1 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 337.39 | 587.92 | 4300.02 | -10.72 | 0.14 | -0.34 |
| 0 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 300.28 | 653.47 | 4225.01 | 1.46 | -11.00 | 1.41 |
| 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 305.72 | 588.66 | 4299.42 | -0.32 | 0.01 | -0.33 |
| 1 | 0 | 0 | 0 | 0 | -1 | 0 | 0 | 0 | 0 | 271.64 | 593.25 | 4302.65 | 10.86 | -0.77 | -0.41 |
| 0 | 1 | 0 | 0 | 0 | 0 | -1 | 0 | 0 | 0 | 317.54 | 574.78 | 4215.71 | -4.20 | 2.37 | 1.62 |
| 0 | 0 | 1 | 0 | 0 | 0 | 0 | -1 | 0 | 0 | 304.73 | 588.73 | 4285.25 | 0.00 | 0.00 | 0.00 |
| 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 305.28 | 588.68 | 4286.09 | -0.18 | 0.01 | -0.02 |
| 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 | 301.08 | 588.69 | 4285.09 | 1.20 | 0.01 | 0.00 |
| 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | -1 | 0 | 307.82 | 589.03 | 4286 | -1.01 | -0.05 | -0.02 |
| 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | -1 | 316.08 | 588.73 | 4285.24 | -3.72 | 0.00 | 0.00 |
| Nominal | Field |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 304.73 | 588.73 | 4285.25 |  |  |  |

Figure B. 8 The QTor corrector magnet sensitivities to the position and angle change.


Figure B. 9 A Computer-aided design (CAD) of the QTor and nearby region.

## APPENDIX C HELICITY CORELATED PEDESTAL ANALYSIS

## C. 1 Helicity Corelated Pedestal Analysis

Helicity is the projection of the spin $\vec{S}$ onto the direction of momentum.

$$
\begin{equation*}
\vec{h}=\vec{J} \cdot \hat{p}=\vec{L} \cdot \hat{p}+\vec{S} \cdot \hat{p}=\vec{S} \cdot \hat{p} \tag{C.1.1}
\end{equation*}
$$

## C.1.1 Condition of Experimental Data Taking

- Dedicated pedestal runs: Typically 5 minutes dedicated beam off pedestal run were taken with production running once a day during Run 1 and once a shift during Run 2. There were also $\sim 1$ hour long beam off pedestal runs taken throughout, whenever there was an opportunity.
- Target - LH2, Al, No target: Most of the pedestal runs are with LH2 target, but there were significant number of Al pedestal runs. There were few runs without target and while the target was moving.
- Beam OFF: Only beam off pedestal runs were included in this analysis. There were several runs marked as pedestal in the HCLOG that didn't pass the standard beam current cuts (details in C.1.2), meaning they had some beam and hence were excluded from this analysis. More details has been presented in [179, 180].


## C.1.2 Condition of This Analysis

- Analyzer version: 4024 (12th February 2012 14:06:42).
- Beam current cut (global): - 10 to $1 \mu \mathrm{~A}$.
- Effective charge cut (global) on BPM 3h09 and 3c12: -100000 to 25000.
- Turned OFF normalization: The main detectors and luminosity monitors are normalized to the charge monitors for nominal parity analysis so it is important that neither have any evidence of helicity correlated pedestal differences. Hence, MD and Lumi normalization were turned off during pedestal analysis.
- Hel_Tree and Mps_Tree: Helicity correlated differences were taken from Hel_Tree and raw pedestal signal from Mps_Tree.
- Turned OFF Data Base update.
- Turned OFF blinding factor for this analysis keeping the integrity of the experiment. [181]


## C.1.3 Configuration

The following command has been used for this analysis using standard Q-weak analyzer.

$$
\begin{equation*}
\text { qwparity -r } 18974 \text {-c pedestal_ifarm.conf } \tag{C.1.2}
\end{equation*}
$$

Here, 18974 is the run number and pedestal_ifarm.conf is the configuration file and has following configurations:

```
chainfiles = yes
single-output-file = yes
detectors = detectors_pedestal.map
codafile-stem = QwRun_
codafile-ext = log
QwMainCerenkovDetector.normalize = no
QwLumi.normalize = no
rootfile-stem = Qweak_Hel_Ped_Ana_
enable-differences = yes
disable-histos = yes
blinder.force-target-out = yes
disable-slow-tree = yes
disable-burst-tree = yes
disable-by-type = QwScanner
disable-by-type = QwBeamMod
enable-tree-trim = yes
QwDatabase.accesslevel = OFF
```


## C.1.4 List of Variables

The list of variables included in this analysis are shown below. The variables are from the Hel_Tree of the standard analyzed rootfiles, and has the following nomenclature "diff_qwk_VARIABLE_NAME".

## C.1.4.1 Main Cerenkov Detector(17)

mdallbars, md1pos, md2pos, md3pos, md4pos, md5pos, md6pos, md7pos, md8pos, md1neg, md2neg, md3neg, md4neg, md5neg, md6neg, md7neg, md8neg.

## C.1.4.2 Downstream Luminosity Detector(9)

dslumi_sum, dslumi1, dslumi2, dslumi3, dslumi4, dslumi5, dslumi6, dslumi7, dslumi8.

## C.1.4.3 Uptream Luminosity Detector(9)

uslumi_sum, uslumi1pos, uslumi3pos, uslumi5pos, uslumi7pos, uslumi1neg, uslumi3neg, uslumi5neg, uslumi7neg.

## C.1.4.4 Beam Current Monitor(9)

charge ${ }^{1}$, bcm1, bcm2, bcm5, bcm6, bcm7, bcm8, bcmgl1, bcmgl2.

## C.1.5 List of Runs

The list of dedicated pedestal runs included in this analysis are shown in following subsections. The data taken during 31 January 2011-17 May 2012.

## C.1.5.1 Wien 0

959395469539951094839469945694369407939493549353935293149303928892059131 9129909890959067902890279026

## C.1.5.2 Wien 1

1018210168101501013310105100921008710083100821007710066100601002699799972 9970

## C.1.5.3 Wien 2

111231110611089110671106611053110501104911032109971097410969109541095310945 109201091610902108921089110890108891088710886108221080510802107991079710782

[^11]107811074310730107201071610711107081070510702106991028810287102521023910229 10201

## C.1.5.4 Wien 3

113801134311304112891128511274112641125511246112381122911215112111120611189 111771116611164111601114611131

## C.1.5.5 Wien 4

1169111690116701166811661116481163311608115851157411555115291144411422

## C.1.5.6 Wien 5

117151171211691116901167011668116611164811633116081158511574115551152911444 114221138011343113041128911285112741126411255112461123811229112151121111206 111891117711166111641116011146111311113011123

## C.1.5.7 Wien 6

142091420614205141471412514124141201410214091140641406314062140611406014059 140581405714041140401403914038140371403614035140341402513987139861397113969 1396813967139661392813927139261392513924139141389513888138861385913858

## C.1.5.8 Wien 7

146831467514674146691463114595145681456714564145611455214530145291452814527 14524144661446414452144491444014430143841432614325143241432214308

## C.1.5.9 Wien 8

159801591915913159041588815887158771587615817157971576615746157081570615699 156941567615660156591565815657156561564515639156381563715624156231561815599 155911551515514154931548815487154201541815417154011540015396153951536215359 15349153381533715321153131531115227152471522815214152131517615169

## C.1.5.10 Wien 9

162071625916329163301636816374163871638816391163941639516397163981639916400 164031640416407164201642416425164281644616449164541646016465165171651816519

165201652116522165231658116582165831659316595165981660616616166191662016626 166421664316644167191672116736167381673916740167421674316764167851679716799 168101681316814168151681616817168181681916830168901690716908169091691016911 169151692116926169341694516950169661696716981169881698917000170011700217003 170041700517006170071701817020170211702217023170241702817042170431704417045 170461704717048170491705017051170521709317094170951709617097170981709917102 171031710417105171061710717108171091711017144171451714617160171651716717173 171741719017193171941719517200172041722217257172841731017332173331734617347 $\begin{array}{lllllllllllllll}17348 & 17349 & 17350 & 17351 & 17352 & 17353 & 17354 & 17355 & 17356 & 17357 & 17358 & 17359 & 17360 & 17361 & 17362\end{array}$ 173631736417365173661736717368173691737417375173991741417460174621746417467 174691747017631176331763417635176361764617650176771768217696177081771117715 177181772317753178011786817869178701789017891179571795818001180021800318005 180281803118043180451806918103181151813718150181551816018170181791819218206 1822718230182371825918281182881832118327183301837318419184221844718448

## C.1.5.11 Wien 10

185871858818589185901860618611186121864418676186771867818679186801868118682 186831868418685187131871918724187271873018733187361873918742187431880118815 188181883118832188471884818851188521885518856188631886418865188681886918870 188711887218874188751887618877188781887918880188811888518899189001890218909 189101892818930189351894218944189511895218953189721897318974

## C. 2 Background Detectors

The helicity correlated differences from Hel_Tree and pedestal subtracted signals from Mps_Tree for background detectors are shown here. All other plots for individual channels, and run by run plots grouped by Wien can be found in [182].


| $\chi^{2} / \mathrm{ndf}$ | 10.78 / 10 |
| :---: | :---: |
| Prob | 0.3749 |
| p0 | $-0.003903 \pm 0.005038$ |
| $\chi^{2} / \mathrm{ndf}$ | $8.162 / 10$ |
| Prob | 0.6131 |
| p0 | $-0.0003737 \pm 0.004816$ |
| $\begin{aligned} & T-\mathrm{IN}=-0.65 \pm 0.84 \mathrm{ppb} \\ & T \mathrm{OUT}=-0.06 \pm 0.80 \mathrm{ppb} \end{aligned}$ |  |
|  |  |








Figure C. 1 Mean of the helicity correlated differences for MD9 pos, MD9 neg, PMT onl, and PMT ltg are shown in the figure (top to bottom). Helicity correlated differences for these important background detectors from Hel_Tree are zero within $\sim 1 \sigma$ for averaged over each wien.








| $\begin{aligned} & \chi^{2} / \text { ndf } \\ & \text { Prob } \\ & \text { p0 } \\ & \hline \end{aligned}$ | $8.894 / 10$ 0.5422 $0.004495 \pm 0.001475$ |
| :---: | :---: |
| $\begin{aligned} & \hline \chi^{2} / \mathrm{ndf} \\ & \text { Prob } \\ & \text { p0 } \\ & \hline \end{aligned}$ | $9.863 / 10$ 0.4526 $0.0001139 \pm 0.001534$ |
| $\begin{aligned} & T-11 \\ & T-0 \end{aligned}$ | $\begin{aligned} & \mathrm{N}=0.75 \pm 0.25 \mathrm{ppb} \\ & \text { DUT }=0.02 \pm 0.26 \mathrm{ppb} \end{aligned}$ |

Figure C. 2 Mean of the helicity correlated differences for PMT led, preamp, battery, and cages source are shown in the figure (top to bottom). Helicity correlated differences for these important background detectors from Hel_Tree are zero within $\sim 3 \sigma$ for averaged over each wien.


| $\chi^{2} /$ ndf $236.2 / 10$ <br> Prob $4.204 \mathrm{e}-45$ <br> p0 $45.35 \pm 0.09014$ <br> $\chi^{2} /$ ndf $233.3 / 10$ <br> Prob $1.822 \mathrm{e}-44$ <br> p0 $45.04 \pm 0.07864$ <br> $\mathrm{IN}=45.35 \pm 0.09 \mu \mathrm{~V}$  <br> $\longrightarrow-$ OUT $=45.04 \pm 0.08 \mu \mathrm{~V}$  |
| :--- | ---: |



Figure C. 3 Width of the helicity correlated differences for MD9 pos, MD9 neg, PMT onl, and PMT ltg are shown in the figure (top to bottom).


Figure C. 4 Width of the helicity correlated differences for PMT led, preamp, battery, and cages source are shown in the figure (top to bottom).

## APPENDIX D BEAM NORMAL SINGLE SPIN ASYMMETRY IN INELASTIC E-P SCATTERING

## D. 1 Condition of Experimental Data Taking

Run Conditions:

- Transverse N-to- $\Delta$ production runs: Typically one hour dedicated transverse run were taken with production running condition during Run 2.
- Target $-\mathrm{LH}_{2}, 4 \% \mathrm{DS} \mathrm{Al}$, Carbon: Most of the production runs are with $\mathrm{LH}_{2}$ target, but there were significant number of Aluminum and few Carbon runs. The existing data set are shown in Table 6.1.
- Beam current:
- For $\mathrm{LH}_{2}: 180 \mu \mathrm{~A}$.
- For $4 \% \mathrm{DS} \mathrm{Al}: 60 \mu \mathrm{~A}$.
- For Carbon :75 $\mu \mathrm{A}$.
- QTor current settings: $6000,6700^{\dagger}, 7300 \mathrm{~A}$.
- Beam raster dimension: $4 \times 4 \mathrm{~mm}^{2}$.
- Beam energy: 1.155 GeV .

Analysis Conditions:

- From run2_pass5 data base.
- Standard data base cuts: Only declared GOOD data, no additional cuts applied.
- Regressed with std, $5+1$, set3, set4, set7, set8, set9, set10 and set11 schemes. (md9 regression failed for $\mathrm{LH}_{2}$ horizontal transverse)

This analysis includes:
$\diamond$ Data taken: 16 February 2012-20 February 2012
$\diamond$ Preliminary main detector asymmetries, sensitivities, yields, position, angle, energy, differences. charge asymmetries.

## D. 2 Weight Calculation for Main Detector Yields



Figure D. $1 \quad$ Transverse $N \rightarrow \Delta$ run by run old weighted yields for negative PMT.


Figure D. 2 Transverse $\mathrm{N} \rightarrow \Delta$ run by run new weighted yields for negative PMT.

New weights for Run 2 transverse $\mathrm{N} \rightarrow \Delta$ were calculated to better match the PMT gains of the main detectors [183].


Figure D. 3 Transverse $N \rightarrow \Delta$ run by run new weighted yields for negative PMT with a zoomed view.


Figure D. 4 Transverse $\mathrm{N} \rightarrow \Delta$ run by run old weighted yields for positive PMT.

Inelastic $(\mathrm{N} \rightarrow \Delta)$ hydrogen : new weights for range 16065-16066 from run 16065. Used in map file qweak_maindet.16065-16066.map


Figure D. 5 Transverse $\mathrm{N} \rightarrow \Delta$ run by run new weighted yields for positive PMT.


Figure D. 6 Transverse $N \rightarrow \Delta$ run by run new weighted yields for positive PMT with a zoomed view.

Table D. 1 Inelastic $N \rightarrow \Delta$ hydrogen: new weights for range 16065-16066 from run 16065. Used in map file qweak_maindet.16065-16066.map.

| Detector | Yield | Inverse Yield |
| :--- | :---: | :---: |
| qwk_md1neg | 0.0030 | 330.5330 |
| qwk_md1pos | 0.0031 | 321.5347 |
| qwk_md2neg | 0.0022 | 445.5271 |
| qwk_md2pos | 0.0036 | 279.2840 |
| qwk_md3neg | 0.0035 | 287.5661 |
| qwk_md3pos | 0.0019 | 516.7349 |
| qwk_md4neg | 0.0021 | 483.8969 |
| qwk_md4pos | 0.0030 | 336.5697 |
| qwk_md5neg | 0.0028 | 356.8381 |
| qwk_md5pos | 0.0036 | 275.7896 |
| qwk_md6neg | 0.0031 | 325.2310 |
| qwk_md6pos | 0.0027 | 375.7575 |
| qwk_md7neg | 0.0025 | 397.9348 |
| qwk_md7pos | 0.0030 | 333.9648 |
| qwk_md8neg | 0.0032 | 314.0859 |
| qwk_md8pos | 0.0033 | 298.7560 |
| qwk_md9neg | saturating |  |
| qwk_md9pos | 0.0227 | 43.9706 |

Table D. 2 Inelastic $N \rightarrow \Delta$ hydrogen: new weights for range 16129-16132 from run 16132. Used in map file qweak_maindet.16129-16132.map.

| Detector | Yield | Inverse Yield |
| :--- | :---: | :---: |
| qwk_md1neg | 0.0030 | 331.4473 |
| qwk_md1pos | 0.0031 | 322.9721 |
| qwk_md2neg | 0.0022 | 444.7867 |
| qwk_md2pos | 0.0036 | 279.1371 |
| qwk_md3neg | 0.0035 | 286.4275 |
| qwk_md3pos | 0.0019 | 523.1008 |
| qwk_md4neg | 0.0021 | 484.0794 |
| qwk_md4pos | 0.0030 | 335.8389 |
| qwk_md5neg | 0.0028 | 356.5254 |
| qwk_md5pos | 0.0036 | 275.1948 |
| qwk_md6neg | 0.0031 | 324.6119 |
| qwk_md6pos | 0.0027 | 375.2064 |
| qwk_md7neg | 0.0025 | 396.6083 |
| qwk_md7pos | 0.0030 | 333.4368 |
| qwk_md8neg | 0.0032 | 313.4542 |
| qwk_md8pos | 0.0034 | 298.3221 |
| qwk_md8pos | 0.0034 | 297.3187 |
| qwk_md9neg | saturating |  |
| qwk_md9pos | 0.0228 | 43.9544 |

Table D. 3 Inelastic $N \rightarrow \Delta$ hydrogen: new weights for range 16133-16137 from run 16135. Used in map file qweak_maindet.16133-16137.map.

| Detector | Yield | Inverse Yield |
| :--- | :---: | :---: |
| qwk_md1neg | 0.0038 | 266.1529 |
| qwk_md1pos | 0.0039 | 258.2914 |
| qwk_md2neg | 0.0028 | 355.5812 |
| qwk_md2pos | 0.0045 | 222.2689 |
| qwk_md3neg | 0.0044 | 228.4396 |
| qwk_md3pos | 0.0024 | 424.9694 |
| qwk_md4neg | 0.0026 | 386.2623 |
| qwk_md4pos | 0.0037 | 268.6043 |
| qwk_md5neg | 0.0035 | 284.2996 |
| qwk_md5pos | 0.0046 | 219.4513 |
| qwk_md6neg | 0.0039 | 259.7001 |
| qwk_md6pos | 0.0033 | 300.1012 |
| qwk_md7neg | 0.0032 | 316.8244 |
| qwk_md7pos | 0.0038 | 266.0677 |
| qwk_md8neg | 0.0040 | 249.5169 |
| qwk_md8pos | 0.0042 | 237.6253 |
| qwk_md9neg | 0.3794 | 2.6358 |
| qwk_md9pos | 0.0887 | 11.2772 |

Table D. 4 Inelastic $N \rightarrow \Delta$ hydrogen: new weights for range 16152-16158, from run 16152. Used in map file qweak_maindet.16152-16158.map.

| Detector | Yield | Inverse Yield |
| :--- | :---: | :---: |
| qwk_md1neg | 0.0021 | 477.6794 |
| qwk_md1pos | 0.0021 | 472.5407 |
| qwk_md2neg | 0.0016 | 644.8716 |
| qwk_md2pos | 0.0025 | 404.0438 |
| qwk_md3neg | 0.0024 | 415.0359 |
| qwk_md3pos | 0.0014 | 728.0065 |
| qwk_md4neg | 0.0014 | 704.6771 |
| qwk_md4pos | 0.0021 | 487.6773 |
| qwk_md5neg | 0.0019 | 517.9050 |
| qwk_md5pos | 0.0025 | 401.9060 |
| qwk_md6neg | 0.0021 | 474.0913 |
| qwk_md6pos | 0.0018 | 546.7656 |
| qwk_md7neg | 0.0017 | 576.2694 |
| qwk_md7pos | 0.0021 | 486.3954 |
| qwk_md8neg | 0.0022 | 456.6464 |
| qwk_md8pos | 0.0023 | 435.2565 |
| qwk_md9neg | 0.0498 | 20.0761 |
| qwk_md9pos | 0.0122 | 81.7203 |

Table D. 5 Inelastic $N \rightarrow \Delta$ aluminum: new weights for ranges 16067-16069 and 1611516124 from run 16067. Used in map files qweak_maindet.16067-16069.map and qweak_maindet.16115-16124.map.

| Detector | Yield | Inverse Yield |
| :--- | :---: | :---: |
| qwk_md1neg | 0.0018 | 563.1134 |
| qwk_md1pos | 0.0018 | 567.0229 |
| qwk_md2neg | 0.0013 | 791.2187 |
| qwk_md2pos | 0.0020 | 494.0402 |
| qwk_md3neg | 0.0020 | 508.6698 |
| qwk_md3pos | 0.0011 | 887.0735 |
| qwk_md4neg | 0.0012 | 854.3876 |
| qwk_md4pos | 0.0017 | 595.1733 |
| qwk_md5neg | 0.0016 | 632.2300 |
| qwk_md5pos | 0.0020 | 488.4802 |
| qwk_md6neg | 0.0017 | 577.2902 |
| qwk_md6pos | 0.0015 | 662.4486 |
| qwk_md7neg | 0.0014 | 691.0762 |
| qwk_md7pos | 0.0017 | 582.1006 |
| qwk_md8neg | 0.0018 | 552.0701 |
| qwk_md8pos | 0.0019 | 528.0746 |
| qwk_md9neg | saturating |  |
| qwk_md9pos | 0.0114 | 87.7754 |

A brief weighted yield and relative weighted yield for the entire parity-violating production dataset are shown in Figure E. 5 and Figure E. 6 (APPENDIX E).

Table D. 6 Inelastic $N \rightarrow \Delta$ aluminum: new weights for range 16160-16161, from run 16160. Used in map file qweak_maindet.16160-16161.map.

| Detector | Yield | Inverse Yield |
| :--- | :---: | :---: |
| qwk_md1neg | 0.0021 | 476.9109 |
| qwk_md1pos | 0.0021 | 474.5462 |
| qwk_md2neg | 0.0015 | 665.1318 |
| qwk_md2pos | 0.0024 | 415.4953 |
| qwk_md3neg | 0.0023 | 428.0483 |
| qwk_md3pos | 0.0013 | 746.6703 |
| qwk_md4neg | 0.0014 | 723.3967 |
| qwk_md4pos | 0.0020 | 501.2203 |
| qwk_md5neg | 0.0019 | 530.5362 |
| qwk_md5pos | 0.0024 | 411.7435 |
| qwk_md6neg | 0.0021 | 487.6173 |
| qwk_md6pos | 0.0018 | 565.3161 |
| qwk_md7neg | 0.0017 | 582.9472 |
| qwk_md7pos | 0.0020 | 489.5450 |
| qwk_md8neg | 0.0022 | 464.5394 |
| qwk_md8pos | 0.0022 | 444.8808 |
| qwk_md9neg | 0.1340 | 7.4654 |
| qwk_md9pos | 0.0322 | 31.0311 |

Table D. 7 Inelastic $N \rightarrow \Delta$ carbon: new weights for range 16148-16151, from run 16148.Used in map file qweak_maindet.16148-16151.map.

| Detector | Yield | Inverse Yield |
| :--- | :---: | :---: |
| qwk_md1neg | 0.0008 | 1205.9293 |
| qwk_md1pos | 0.0008 | 1216.4200 |
| qwk_md2neg | 0.0006 | 1681.8313 |
| qwk_md2pos | 0.0010 | 1050.1477 |
| qwk_md3neg | 0.0009 | 1081.4484 |
| qwk_md3pos | 0.0005 | 1888.8651 |
| qwk_md4neg | 0.0005 | 1818.8889 |
| qwk_md4pos | 0.0008 | 1251.2483 |
| qwk_md5neg | 0.0007 | 1343.7638 |
| qwk_md5pos | 0.0010 | 1039.5739 |
| qwk_md6neg | 0.0008 | 1219.9163 |
| qwk_md6pos | 0.0007 | 1415.7069 |
| qwk_md7neg | 0.0007 | 1473.6067 |
| qwk_md7pos | 0.0008 | 1250.6393 |
| qwk_md8neg | 0.0008 | 1183.1535 |
| qwk_md8pos | 0.0009 | 1127.1379 |
| qwk_md9neg | 0.0310 | 32.2814 |
| qwk_md9pos | 0.0071 | 141.5792 |

## D. 3 Uncertainty in Physics Asymmetries

$$
\begin{align*}
& \left(d B_{n}\right)_{\epsilon_{\text {reg }}}=M_{R C} M_{D e t} M_{Q^{2}} M_{\phi} \frac{d \epsilon_{\text {reg }}}{P}\left[\frac{1}{1-f_{A l}-f_{B B}-f_{Q T o r}-f_{e l}}\right] \\
& \left(d B_{n}\right)_{P}=M_{R C} M_{D e t} M_{Q^{2}} M_{\phi} \frac{\epsilon_{r e g}}{P} \frac{d P}{P}\left[\frac{1}{1-f_{A l}-f_{B B}-f_{Q T o r}-f_{e l}}\right] \\
& \left(d B_{n}\right)_{B_{A l}}=M_{R C} M_{D e t} M_{Q^{2}} M_{\phi}\left[\frac{-d B_{A l} f_{A l}}{1-f_{A l}-f_{B B}-f_{Q T o r}-f_{e l}}\right] \\
& \left(d B_{n}\right)_{B_{Q T o r}}=M_{R C} M_{D e t} M_{Q^{2}} M_{\phi}\left[\frac{-d B_{Q T o r} f_{Q T o r}}{1-f_{A l}-f_{B B}-f_{Q T o r}-f_{e l}}\right] \\
& \left(d B_{n}\right)_{B_{e l}}=M_{R C} M_{D e t} M_{Q^{2}} M_{\phi}\left[\frac{-d B_{e l} f_{e l}}{1-f_{A l}-f_{B B}-f_{Q T o r}-f_{e l}}\right] \\
& \left(d B_{n}\right)_{f_{A l}}=M_{R C} M_{D e t} M_{Q^{2}} M_{\phi} d f_{A l}\left[\frac{\frac{\epsilon_{\text {reg }}}{P}-B_{A l}\left(1-f_{B B}-f_{Q T o r}-f_{e l}\right)-B_{Q T o r} f_{Q T o r}-B_{e l} f_{e l}}{\left(1-f_{A l}-f_{B B}-f_{Q T o r}-f_{e l}\right)^{2}}\right]  \tag{D.3.6}\\
& \left(d B_{n}\right)_{f_{B B}}=M_{R C} M_{D e t} M_{Q^{2}} M_{\phi} d f_{B B}\left[\frac{\frac{\epsilon_{\text {reg }}}{P}-B_{A l} f_{A l}-B_{Q T o r} f_{Q T o r}-B_{e l} f_{e l}}{\left(1-f_{A l}-f_{B B}-f_{Q T o r}-f_{e l}\right)^{2}}\right] \\
& \left(d B_{n}\right)_{f_{Q T o r}}=M_{R C} M_{D e t} M_{Q^{2}} M_{\phi} d f_{Q T o r}\left[\frac{\frac{\epsilon_{r e g}}{P}-B_{A l} f_{A l}-B_{Q T o r}\left(1-f_{A l}-f_{B B}-f_{e l}\right)-B_{e l} f_{e l}}{\left(1-f_{A l}-f_{B B}-f_{Q T o r}-f_{e l}\right)^{2}}\right]  \tag{D.3.8}\\
& \left(d B_{n}\right)_{f_{e l}}=M_{R C} M_{D e t} M_{Q^{2}} M_{\phi} d f_{e l}\left[\frac{\frac{\epsilon_{r e g}}{P}-B_{A l} f_{A l}-B_{Q T o r} f_{Q T o r}-B_{e l}\left(1-f_{A l}-f_{B B}-f_{Q T o r}\right)}{\left(1-f_{A l}-f_{B B}-f_{Q T o r}-f_{e l}\right)^{2}}\right] \tag{D.3.9}
\end{align*}
$$

Table D. 8 Systematic error table.

| Error from | Uncertainty <br> $[\mathrm{ppm}]$ | Relative uncertainty <br> $[\%]$ |
| :---: | :---: | :---: |
| $\epsilon_{\text {reg }}$ | 2.36 | 5.9 |
| P | 0.26 | 0.7 |
| $B_{A l}$ | 0.17 | 0.4 |
| $B_{Q T o r}$ | 0.02 | 0.1 |
| $B_{e l}$ | 0.47 | 1.2 |
| $f_{A l}$ | 0.30 | 0.7 |
| $f_{B B}$ | 0.13 | 0.3 |
| $f_{Q T o r}$ | 1.70 | 4.3 |
| $f_{e l}$ | 13.96 | 35.2 |
| $M_{R C}$ | 0.00 | 0.0 |
| $M_{\text {Det }}$ | 0.00 | 0.0 |
| $M_{Q^{2}}$ | 1.19 | 3.0 |
| $M_{\phi}$ | 0.00 | 0.0 |
| Total | 14.33 | 36.1 |

## D. 4 Corrections

## D. 5 Barsum vs PMTavg Asymmetries

Different ways to calculate the asymmetries. In case of barsum asymmetries we match gain of PMTs and then sum their yields and form asymmetries, whereas PMTavg asymmetries were formed as individual PMT asymmetries and then averaged. PMTavg and barsum asymmetries are shown in section 6.4 and Figures D.12, D.13, respectively. Barsum and PMTavg asymmetries match within $\sim 0.0005 \mathrm{ppm}$.

Table D. 9 Barsum and PMTavg asymmetries.

| Asymmetries | Barsum <br> $[\mathrm{ppm}]$ | PMTavg <br> $[\mathrm{ppm}]$ | Difference <br> $[\mathrm{ppm}]$ |
| :---: | :---: | :---: | :---: |
| $\epsilon_{\text {reg }}^{H}$ | 5.34291 | 5.34293 | 0.00002 |
| $\epsilon_{\text {reg }}^{V}$ | 4.52568 | 4.52522 | 0.00046 |

HYDROGEN-CELL (h_transverse, 6700 A): Regression-on_5+1 MD PMTavg Sensitivity. FIT $=\frac{\partial A}{\partial T}+p^{\top} \sin / c o$


Figure D. 7 Azimuthal dependence of the main detector sensitivities to HCBA for the " $5+1$ " regression scheme in the horizontal $\mathrm{LH}_{2}$ transverse data set are shown here. Sensitivities for beam positions and angles have sinusoidal dependence with octant. No such strong dependence is seen for energy and charge. Two IHWP states are shown separately for each beam parameter. Fit functions used to fit the parameters are shown on the plot. The constant in the fit gives the error weighted average of the sensitivities.

Table D. 10 MD Sensitivities for X and Y .

| Detector | $\begin{array}{c}\frac{\partial \epsilon}{\partial X} \\ {[\mathrm{ppb} / \mathrm{nm}]}\end{array}$ |  | $\begin{array}{c}\frac{\partial \epsilon}{\partial Y} \\ \\ \end{array}$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |$]$| HWP-IN | HWP-OUT | HWP-IN | HWP-OUT |  |
| :---: | :---: | :---: | :---: | :---: |
| MD1 | $-5.91 \pm 0.29$ | $-6.13 \pm 0.31$ | $-0.88 \pm 0.29$ | $-0.25 \pm 0.35$ |
| MD2 | $-2.16 \pm 0.29$ | $-2.74 \pm 0.31$ | $0.53 \pm 0.29$ | $0.04 \pm 0.35$ |
| MD3 | $2.10 \pm 0.29$ | $2.44 \pm 0.31$ | $1.32 \pm 0.29$ | $0.89 \pm 0.35$ |
| MD4 | $6.98 \pm 0.30$ | $6.74 \pm 0.32$ | $0.29 \pm 0.30$ | $0.67 \pm 0.36$ |
| MD5 | $7.66 \pm 0.30$ | $7.66 \pm 0.32$ | $-0.67 \pm 0.30$ | $-0.80 \pm 0.36$ |
| MD6 | $5.57 \pm 0.29$ | $6.58 \pm 0.31$ | $-2.05 \pm 0.30$ | $-2.35 \pm 0.35$ |
| MD7 | $-0.58 \pm 0.30$ | $-0.01 \pm 0.31$ | $-2.79 \pm 0.30$ | $-3.41 \pm 0.35$ |
| MD8 | $-4.98 \pm 0.29$ | $-5.08 \pm 0.31$ | $-2.34 \pm 0.29$ | $-2.14 \pm 0.35$ |

HYDROGEN-CELL (h_transverse, 6700 A): Regression-on_5+1 MD PMTavg Corrections. FIT $=\mathrm{C}_{\mathrm{T}}+\mathrm{p}^{\top} \sin / \mathrm{c}$


Figure D. 8 Main detector corrections (using sensitivities from " $5+1$ " regression scheme) vs octant for horizontal $\mathrm{LH}_{2}$ transverse data set are shown here. Beam positions and angles have sinusoidal dependence with octant inherited from the sensitivities. No such dependence is seen for energy and charge. Both IHWP states are shown separately for each beam parameter.

HYDROGEN-CELL (h_transverse, 6700 A ): Regression-on_5+1 MD PMTavg Corrections. FIT $=\mathrm{C}_{\mathrm{T}}+\mathrm{p}^{\top} \sin / \cos \left[\frac{\pi}{4}(\mathrm{x}-1)\right]$


Figure D. 9 Total corrections in " $5+1$ " regression scheme vs octant for horizontal $\mathrm{LH}_{2}$ transverse data set are shown here. The total correction is the sum of all the corrections (with sign) shown in Figure D.8.

HYDROGEN-CELL (h_transverse, 6700 A): Regression-on_5+1 Beam Parameter Differences.


Figure D. 10 Beam position differences for horizontal transverse data set.

## HYDROGEN-CELL (v_transverse, 6700 A): Regression-on_5+1 Beam Parameter Differences.



Figure D. 11 Beam position differences for vertical transverse data set.


Figure D. 12 Main detector barsum asymmetry for horizontal transverse at inelastic peak. For comparison, asymmetries for IN and OUT data are also shown separately. The regressed asymmetries change sign with the insertion of the IHWP with comparable amplitudes.


Figure D. 13 Main detector barsum asymmetry for vertical transverse at inelastic peak. For comparison, asymmetries for IN and OUT data are also shown separately. The regressed asymmetries change sign with the insertion of the IHWP with comparable amplitudes.

HYDROGEN-CELL (h_rransverse, 6700 A): Regression-on MD Asymmetries. FIT_H $=\mathrm{A}_{\mathrm{M}} \sin (\phi)+\mathrm{C}$


Figure D. 14 The individual fits over POS, NEG PMTs and PMTavg asymmetries vs octant for inelastic horizontal transverse dataset [15].


Figure D. 15 Difference between POS-NEG asymmetries vs octant for inelastic horizontal transverse dataset. The error here is the quadrature sum of the POS and NEG asymmetry errors. See Table 1 for the values [15].

## D. 6 PMT Asymmetries

## D. 7 Detector Sensitivities

## D. 8 Regression Scheme Dependence

HYDROGEN-CELL (v_transverse, 6700 A ): Regression-on MD Asymmetries. FIT_V $=A_{M} \cos (\phi)+C$


Figure D. 16 The individual fits over POS, NEG PMTs and PMTavg asymmetries vs octant for inelastic vertical transverse dataset [15].

HYDROGEN-CELL (v_transverse, 6700 A): Regression-on MD (Pos - Neg) PMT Asymmetries.


Figure D. 17 Difference between POS-NEG asymmetries vs octant for inelastic vertical transverse dataset. The error here is the quadrature sum of the POS and NEG asymmetry errors. See Table 1 for the values [15].

Table D. 11 MD Sensitivities for $\mathrm{X}^{\prime}$ and $\mathrm{Y}^{\prime}$.

| Detector | $\frac{\partial \epsilon}{\partial X^{\prime}}$ |  | Hpb/nad] | $\frac{\partial \epsilon}{\partial Y^{\prime}}$ <br>  <br>  <br>  HWPb-IN |  | HWP-OUT | HWP-IN | HWP-OUT |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $66.31 \pm 9.71$ | $78.33 \pm 10.48$ | $5.54 \pm 8.03$ | $8.56 \pm 8.85$ |  |  |  |  |
| MD2 | $8.61 \pm 9.67$ | $30.13 \pm 10.44$ | $-8.33 \pm 8.00$ | $11.81 \pm 8.82$ |  |  |  |  |
| MD3 | $-18.33 \pm 9.71$ | $-26.87 \pm 10.50$ | $-14.08 \pm 8.032$ | $-6.59 \pm 8.87$ |  |  |  |  |
| MD4 | $-62.14 \pm 9.83$ | $-61.88 \pm 10.58$ | $-1.82 \pm 8.13$ | $-7.78 \pm 8.94$ |  |  |  |  |
| MD5 | $-71.83 \pm 9.82$ | $-63.13 \pm 10.60$ | $26.31 \pm 8.12$ | $16.87 \pm 8.95$ |  |  |  |  |
| MD6 | $-38.80 \pm 9.71$ | $-74.72 \pm 10.48$ | $28.69 \pm 8.03$ | $32.50 \pm 8.85$ |  |  |  |  |
| MD7 | $22.40 \pm 9.76$ | $14.19 \pm 10.53$ | $36.49 \pm 8.068$ | $51.75 \pm 8.90$ |  |  |  |  |
| MD8 | $49.43 \pm 9.62$ | $59.98 \pm 10.39$ | $32.82 \pm 7.96$ | $26.52 \pm 8.78$ |  |  |  |  |

Table D. 12 MD Sensitivities for E and $\mathrm{A}_{Q}$.

| Detector | $\frac{\partial \epsilon}{\partial E}$ <br> $[\mathrm{ppb} / \mathrm{ppb}]$ |  | $\frac{\partial \epsilon}{\partial A_{Q}}$ <br> $[\mathrm{ppb} / \mathrm{ppb}]$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  | HWP-IN | HWP-OUT | HWP-IN | HWP-OUT |
| MD1 | $-3.62 \pm 0.64$ | $-3.82 \pm 0.33$ | $-0.0146 \pm 0.0036$ | $-0.0181 \pm 0.0037$ |
| MD2 | $-2.32 \pm 0.64$ | $-3.32 \pm 0.33$ | $-0.0129 \pm 0.0036$ | $-0.0099 \pm 0.0037$ |
| MD3 | $-2.63 \pm 0.64$ | $-3.09 \pm 0.33$ | $-0.0171 \pm 0.0036$ | $-0.0105 \pm 0.0037$ |
| MD4 | $-1.87 \pm 0.65$ | $-3.27 \pm 0.33$ | $-0.0194 \pm 0.0036$ | $-0.0135 \pm 0.0038$ |
| MD5 | $-3.07 \pm 0.65$ | $-3.07 \pm 0.33$ | $-0.0116 \pm 0.0036$ | $-0.0136 \pm 0.0038$ |
| MD6 | $-3.38 \pm 0.64$ | $-3.40 \pm 0.33$ | $-0.0078 \pm 0.0036$ | $-0.0036 \pm 0.0037$ |
| MD7 | $-3.40 \pm 0.64$ | $-3.28 \pm 0.33$ | $-0.0154 \pm 0.0036$ | $-0.0104 \pm 0.0038$ |
| MD8 | $-2.83 \pm 0.63$ | $-3.67 \pm 0.33$ | $-0.0110 \pm 0.0035$ | $-0.0050 \pm 0.0037$ |

Table D. 13 Regression scheme dependence of measured main detector transverse asymmetry from Run 2 Pass 5 for vertical transverse polarization.

| Regression scheme | $\epsilon_{\text {reg }}$ <br> $[\mathrm{ppm}]$ | $\phi_{0}$ <br> $[$ degree $]$ | C <br> $[\mathrm{ppm}]$ | $\chi^{2} /$ DOF | Prob. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| UnReg | $4.602 \pm 0.807$ | $-9.660 \pm 10.042$ | $-1.078 \pm 0.571$ | 0.316 | 0.904 |
| std | $4.524 \pm 0.806$ | $-9.945 \pm 10.211$ | $-1.073 \pm 0.570$ | 0.323 | 0.899 |
| $5+1$ | $4.525 \pm 0.806$ | $-10.016 \pm 10.208$ | $-1.069 \pm 0.570$ | 0.321 | 0.900 |
| set3 | $4.525 \pm 0.806$ | $-10.016 \pm 10.208$ | $-1.069 \pm 0.570$ | 0.321 | 0.900 |
| set4 | $4.527 \pm 0.806$ | $-10.017 \pm 10.205$ | $-1.068 \pm 0.570$ | 0.322 | 0.900 |
| set7 | $4.529 \pm 0.806$ | $-9.899 \pm 10.199$ | $-1.069 \pm 0.570$ | 0.320 | 0.901 |
| set8 | $4.531 \pm 0.806$ | $-9.969 \pm 10.196$ | $-1.065 \pm 0.570$ | 0.319 | 0.902 |
| set9 | $4.534 \pm 0.806$ | $-9.872 \pm 10.185$ | $-1.612 \pm 0.570$ | 0.317 | 0.903 |
| set10 | $4.526 \pm 0.806$ | $-10.013 \pm 10.208$ | $-1.069 \pm 0.570$ | 0.321 | 0.900 |
| set11 | $4.524 \pm 0.806$ | $-9.945 \pm 10.211$ | $-1.073 \pm 0.570$ | 0.323 | 0.899 |

Table D. 14 Regression scheme dependence of measured main detector transverse asymmetry from Run-II Pass5 for horizontal transverse polarization.

| Regression scheme | $\epsilon_{\text {reg }}$ <br> $[\mathrm{ppm}]$ | $\phi_{0}$ <br> $[$ degree $]$ | C <br> $[\mathrm{ppm}]$ | $\chi^{2} / \mathrm{DOF}$ | Prob. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| UnReg | $5.339 \pm 0.533$ | $6.826 \pm 5.729$ | $-0.287 \pm 0.377$ | 1.320 | 0.252 |
| std | $5.343 \pm 0.533$ | $7.089 \pm 5.720$ | $-0.289 \pm 0.377$ | 1.333 | 0.247 |
| 5+1 | $5.343 \pm 0.532$ | $7.081 \pm 5.720$ | $-0.289 \pm 0.377$ | 1.332 | 0.247 |
| set3 | $5.343 \pm 0.532$ | $7.081 \pm 5.720$ | $-0.289 \pm 0.377$ | 1.332 | 0.247 |
| set4 | $5.343 \pm 0.532$ | $7.088 \pm 5.720$ | $-0.289 \pm 0.377$ | 1.332 | 0.247 |
| set7 | $5.347 \pm 0.533$ | $7.007 \pm 5.716$ | $-0.288 \pm 0.377$ | 1.334 | 0.246 |
| set8 | $5.346 \pm 0.532$ | $6.999 \pm 5.716$ | $-0.288 \pm 0.377$ | 1.334 | 0.246 |
| set9 | $5.343 \pm 0.532$ | $7.154 \pm 5.719$ | $-0.376 \pm 0.377$ | 1.343 | 0.243 |
| set10 | $5.343 \pm 0.532$ | $7.085 \pm 5.720$ | $-0.289 \pm 0.377$ | 1.332 | 0.247 |
| set11 | $5.343 \pm 0.533$ | $7.089 \pm 5.720$ | $-0.289 \pm 0.377$ | 1.333 | 0.247 |

Table D. 15 Correction on measured main detector transverse asymmetry from Run 2 Pass 5 due to regression scheme dependence.

| Regression scheme | Vertical Correction <br> $[\mathrm{ppm}]$ | Horizontal Correction <br> $[\mathrm{ppm}]$ |
| :---: | :---: | :---: |
| std | 0.078 | 0.004 |
| $5+1$ | 0.077 | 0.004 |
| set3 | 0.077 | 0.004 |
| set4 | 0.076 | 0.004 |
| set7 | 0.073 | 0.007 |
| set8 | 0.072 | 0.007 |
| set9 | 0.069 | 0.003 |
| set10 | 0.077 | 0.003 |
| set11 | 0.078 | 0.004 |
| Max-Min | 0.006 | 0.004 |

Table D. 16 Regression time dependence.

| Polarization | Runlet based $\epsilon_{\text {reg }}^{\text {runlet }}$ <br> $[\mathrm{ppm}]$ | Slug based $\epsilon_{\text {reg }}^{\text {slug }}$ <br> $[\mathrm{ppm}]$ | $\epsilon_{\text {reg }}^{\text {runlet }}-\epsilon_{\text {reg }}^{\text {slug }}$ <br> $[\mathrm{ppm}]$ |
| :---: | :---: | :---: | :---: |
| Horizontal | 5.3432 | 5.3492 | 0.0060 |
| Vertical | 4.5252 | 4.5171 | 0.0081 |

Table D. 17 Cut dependence.

| Cut | Horizontal |  | Vertical |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Allowed Statistical Shift <br> $[\mathrm{ppm}]$ | $\epsilon_{\text {reg }}^{H}$ Cut - NoCut <br> $[\mathrm{ppm}]$ | Allowed Statistical Shift <br> $[\mathrm{ppm}]$ | $\epsilon_{\text {reg }}^{V}$Cut - NoCut <br> $[\mathrm{ppm}]$ |
|  | 0.000 | 0.000 | 0.000 | 0.000 |
| $3 \sigma$ | 0.001 | 0.024 | 0.000 | 0.000 |
| $2.5 \sigma$ | 0.026 | -0.064 | 0.021 | -0.068 |
| $2 \sigma$ | 0.082 | 0.107 | 0.142 | 0.367 |

## HYDROGEN-CELL ( 6700 A): MD Regressed (on_5+1) Asymmetry. Cut Dependence for Individual Parameters. Horizontal Transverse




Figure D. 18 Cut dependence for horizontal transverse.

HYDROGEN-CELL (6700 A): MD Regressed (on_5+1) Asymmetry. Cut Dependence for Individual Parameters. Vertical Transverse.



Figure D. 19 Cut dependence for vertical transverse.


Figure D. 20 Cut dependence cartoon.
(HYDROGEN-CELL,6000A) Summary of Uncertainties in Measured Transverse N-to- $\Delta$ Asymmetı


Figure D. 21 Summary of uncertainties on measured asymmetry for transverse data set in $\mathrm{LH}_{2}$ at QTor current 6000 A .
(HYDROGEN-CELL,7300A) Summary of Uncertainties in Measured Transverse N-to- $\Delta$ Asymmetı


Figure D. 22 Summary of uncertainties on measured asymmetry for transverse data set in $\mathrm{LH}_{2}$ at QTor current 7300 A .
(DS 4\% AI) Summary of Uncertainties in Measured Transverse N-to- $\Delta$ Asymmetry


Figure D. 23 Summary of uncertainties on measured asymmetry for transverse data set in $4 \%$ DS Al at QTor current 6700 A .
(DS 4\% AI, QTor 7300A) Summary of Uncertainties in Measured Transverse N-to- $\Delta$ Asymmet


Figure D. 24 Summary of uncertainties on measured asymmetry for transverse data set in $4 \%$ DS Al at QTor current 7300 A .
(DS 1.6\% Carbon, QTor 6700A) Summary of Uncertainties in Measured Transverse N-to- $\Delta \mathrm{A}$ s


Figure D. 25 Summary of uncertainties on measured asymmetry for transverse data set in Carbon at QTor current 6700 A .

USLumi Asymmetries from Longitudinal Running


Figure D. 26 Regressed " $5+1$ " USLumi asymmetries longitudinal running for octant $1,3,5$, and 7 are shown in panel 1-4. USLumi sum asymmetry is shown in panel 5 . Each point is a runlet. The average asymmetries vs octant for each time period are shown in panel 6.

## APPENDIX E <br> MISCELLANEOUS

## E. 1 Target BPM Angle Resolution

## 9808: X-Position Differences Correlations



Figure E. 1 The BPM target X correlation with other upstream BPMs for a run during Wien 0 .

## 9808: Y-Position Differences Correlations



Figure E. 2 The BPM target Y correlation with other upstream BPMs for a run during Wien 0 .

## E. 2 Regression Independent Variable Correlation

## E. 3 Relative Weighted Yield Stability for Q-weak

## 9808: Regression IV Correlations



Figure E. 3 The correlation between regression variables for a run during Wien 0 .

## 16066: Regression IV Correlations



Figure E. 4 The correlation between regression variables for a run during Run 2.


Figure E. 5 The weighted yield for each PMT tube in the main detector and can be expressed as $w_{i} \times Y_{i}=Y_{i} /<Y_{i}>$. Ideally expect to be equal to 1 . The weights are equal to the yields at about the $5 \%$ level for run1. One can see drifts during Run 2. Each data point is a runlet and the plot was made using the database rootfiles. The weights used for a given runlet to calculate the relative weighted yield are those appropriate for that time based on the mapfile names.


Figure E. 6 The relative weighted yield for each PMT tube in the main detector and can be expressed as $w_{i} \times Y_{i} / \sum\left(w_{i} \times Y_{i} / 16\right)$. Color transitions mark the beginning of a weighting period defined by the mapfiles.

## APPENDIX F DATABASE STRESS TEST

## F. 1 Database Stress Test

The motivation behind this analysis was to perform quality checks of the analyzer and database. In order to do such an analysis, a dataset of $N \rightarrow \Delta$ measurement from Run 1 , slug 3 and 4 was chosen for its strange behavior. This section will focus on different quality checks performed on the dataset.

5 Par.Reg: $N$ to Delta Run-I Slug 3 \& 4 MD Aymmetry


Figure F. 1 Main detector asymmetries for PV e-p scattering in $N \rightarrow \Delta$ dataset from Run 1 pass 4b database for slugs 3 and 4 .

## F.1. 1 Database Stress Test

The regression stress test was performed on the parity violating electron-proton scattering in $\mathrm{N} \rightarrow$ $\Delta$ region dataset from Run 1 pass 3 database for slugs 3 and 4 . A closer look revealed a discrepancy
between runlet numbers between un-regressed and regressed asymmetries in the database for pass 3 , which was then fixed during the pass 4 b . The weighted, un-weighted octant averaged asymmetries, and MDall asymmetries were similar. The asymmetries averaged over runlet yielded a different asymmetry compared to run averaged asymmetry. The different noise suppression in runlet and run level averaging might have created this discrepancy. The un-regressed IHWP-IN and correction are significantly different from this analysis, compared to an independent analysis by J. Leacock [3]. The regressed MD all asymmetries in Run 1 pass4b database were consistent with [3]. The regression did not improve $\chi^{2} /$ DOF or probability, but improved the main detector asymmetry widths by few ppm. Normalizing the asymmetry width with beam current didn't improve the result. The regression also helped to remove the dipole. The $\sim 7 \sigma$ (IN+OUT)/2 problem persists in pass 4 b 5 parameter regression for the dataset. The slug averaged sensitivities give similar results. The sensitivity vs octant looks nice.


Figure F. 2 The downstream luminosity monitor asymmetries for PV e-p scattering in $\mathrm{N} \rightarrow \Delta$ dataset from Run 1 pass 4b database for slugs 3 and 4 .

The same analysis was performed on DS Lumi. The slug average sensitivities give similar answer within $\sim 8 \mathrm{ppb}$ level. The DS Lumi sensitivities are fairly stable but high compared to main
detector. The slug averaged sensitivity reduce the noise but don't improve as main detector. The regression improve widths by 28 ppm . The octant averaged asymmetries didn't match DS lumi sum. The normalized octant yields are different. Problem found in the DS Lumi sum calculation. The regression didn't remove dipole completely and the dipole was too big to be transverse. Some significant slopes remaining after regression in few cases. The charge sensitivity was $20 \%$.

5 Par.Reg: $N$ to Delta Run-I Slug 3 \& 4 US Lumi Aymmetry


Figure F. 3 The upstream luminosity monitor asymmetries for PV e-p scattering in $\mathrm{N} \rightarrow \Delta$ dataset from Run 1 pass 4 b database for slugs 3 and 4.

## APPENDIX G

## REGRESSION SCHEMES

The regression schemes for the Q -weak experiment are shown in Table G.1.

Table G. 1 Summary of the variables used in different regression schemes used [21].

| std | on_5+1 | set3 |
| :---: | :---: | :---: |
| diff_qwk_targetX | diff_qwk_targetX | diff_qwk_targetX |
| diff_qwk_targetY | diff_qwk_targetY | diff_qwk_targetY |
| diff_qwk_targetXSlope | diff_qwk_targetXSlope | diff_qwk_targetXSlope |
| diff_qwk_targetYSlope | diff_qwk_targetYSlope | diff_qwk_targetYSlope |
| diff_qwk_energy | diff_qwk_energy asym_qwk_charge | diff_qwk_bpm3c12X asym_qwk_charge |
| $\underline{\text { set } 4}$ | set5 | set6 |
| diff_qwk_targetX | diff_bpm_9b_p_4X | diff_bpm_9b_p_4X |
| diff_qwk_targetY | diff_bpm_9b_p_4Y | diff_bpm_9b_p_4Y |
| diff_qwk_targetXSlope | diff_bpm_9b_m_4X | diff_bpm_9b_m_4X |
| diff_qwk_targetYSlope | diff_bpm_9b_m_4Y | diff_bpm_9b_m_4Y |
| diff_qwk_energy asym_qwk_bcm5 | diff_qwk_bpm3c12X | diff_qwk_bpm3c12X asym_qwk_charge |
| set7 | set8 | set9 |
| diff_bpm_9_p_4X | diff_bpm_9_p_4X | diff_qwk_targetX |
| diff_bpm_9_p_4Y | diff_bpm_9_p_4Y | diff_qwk_targetY |
| diff_bpm_9_m_4X | diff_bpm_9_m_4X | diff_qwk_targetXSlope |
| diff_bpm_9_m_4Y | diff_bpm_9_m_4Y | diff_qwk_targetYSlope |
| diff_qwk_bpm3c12X | diff_qwk_bpm3c12X asym_qwk_charge | diff_qwk_energy asym_qwk_charge asym_uslumi_sum |
| set10 | set11 | set12 |
| diff_qwk_targetX | diff_qwk_targetX | diff_qwk_target_plus4X |
| diff_qwk_targetY | diff_qwk_targetY | diff_qwk_target_plus4Y |
| diff_qwk_targetXSlope | diff_qwk_targetXSlope | diff_qwk_target_plus4XSlope |
| diff_qwk_targetYSlope | diff_qwk_targetYSlope | diff_qwk_target_plus4YSlope |
| diff_qwk_energy asym_qwk_bcm6 | diff_qwk_bpm3c12X | diff_qwk_bpm3c12X |

The notation in "set5" and "set6" of "diff_bpm_9b_p(m)_4" for X and Y is given as:
diff_bpm_9b_p_4 $\equiv$ diff_qwk_bpm3h09b + diff_qwk_bpm3h04 (position-like),
diff_bpm_9b_m_4 $\equiv$ diff_qwk_bpm3h09b - diff_qwk_bpm3h04 (direction/angle-like).
The prefix diff is used to denote the helicity correlated difference, except for the energy variable which is $\frac{d p}{p}$. The acronym used for the asymmetry is "asym" and "qwk" is for Q-weak. The position variables at the target are shown by "targetX" and "targetY", whereas angles are shown by "tar-
getXSlope" and "targetYSlope". The horizontal BPM position measurement at 3C12, "bpm3c12X", at the highest dispersive region of the beamline is used as an alternate measure of the energy of the electron beam.

## APPENDIX H
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Figure H. 1 The Q-weak collaboration during meeting at College of W\&M 2011.
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[^0]:    ${ }^{1}$ There is a quark-gluon sea within hadrons, where quarks and anti-quarks can fluctuate in and out of existence by pairproducing from the gluon fields.

[^1]:    ${ }^{2}$ In general tree diagrams are those without closed loops. The simplest "tree level" scattering diagram has two vertices.

[^2]:    ${ }^{1}$ can be calculated using the MAID model (resonance region)

[^3]:    ${ }^{1}$ According to JLab accelerator division coordinate system, 3C symbolize for Hall-C beamline. Similarly 1C and 2C represents Hall-A and Hall-B beamlines, respectively.

[^4]:    ${ }^{2}$ VME bus embedded processor

[^5]:    ${ }^{1}$ The CAD drawings were informally referred as songsheets at Jefferson Lab. The CAD annotation is static. Only element names are shown in the drawings.

[^6]:    ${ }^{2}$ VxWorks is a real-time operating system developed as proprietary software by Wind River Systems of Alameda, California, USA. First released in 1987, VxWorks is designed for use in embedded systems.
    ${ }^{3}$ KWord is a deprecated word processor and a desktop publishing application, part of the KOffice suite [119].

[^7]:    ${ }^{1}$ There were 24 BPMs in the Hall-C beamline. BPM 3H09B died after Run 1, hence excluded from the analysis.

[^8]:    ${ }^{2}$ Experiment has total 11 Wien period. Double Wien filters were rotated to change the electron beam polarization. This help reducing the false asymmetry.
    ${ }^{3}$ Charge $=b c m 1+b c m 2$ for Run 1 and $=b c m 8$ for Run 2.

[^9]:    ${ }^{1}$ The charge asymmetry was not included as regression parameter in the final asymmetry calculation, as it is not an helicity correlated beam property (more details in section 6.5.1).

[^10]:    ${ }^{2}$ Here, the collimator is assumed to remove $49 \%$ of the octant acceptance (i.e $49 \%$ of $45^{\circ}$ )

[^11]:    ${ }^{1}$ charge $=\mathrm{bcm} 1+\mathrm{bcm} 2$ for Run-I and $=\mathrm{bcm} 8$ for most of Run-II.

