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Abstract

Describing nuclear forces, particularly the nucleon-nucleon (N N) interaction, is a continuing endeavor.
In 1953, Hans A. Bethe stated that it was probably the most investigated physical problem in the
history of mankind. Nevertheless, even today this topic presents a formidable challenge. Maybe the
most mysterious part of the NN force is the very strong repulsion at short distances. There are no
measurements that are sensitive to the details of the short range interaction, which can also constrain
the various phenomenological potentials. The recent progress in Lattice QCD still cannot supply
precise quantitative predictions.

A two-nucleon short-range correlated pair (2N-SRC) is two nucleons in the nuclear ground state
with large relative momentum and a small center-of-mass (CM) momentum, where large and small
are relative to the Fermi momentum of the nucleus. In the missing-momentum range of 300-600
MeV/c, these pairs were found to dominate the high-momentum tails of the nuclear wave functions,
with neutron-proton (np) pairs nearly 20 times more prevalent than proton-proton (pp) pairs, and by
inference neutron-neutron (nn) pairs. This is due to the dominance of the NN tensor interaction at
the probed distances. The association of 2N-SRC with missing momenta of 300-600 MeV /c, with
dominance of the NN tensor force, leads naturally to the quest for increasing missing momenta. This
allows us to look for pairs that are even closer to each other at distances in which the nuclear force
changes from being predominantly tensor to the essentially unexplored repulsive.

This thesis reports on a simultaneous measurement of the *He(e, €'p), *He(e, ¢/pp), and *He(e, 'pn)
reactions at Q% ~ 2 (GeV /c)? and zp > 1, for an (e, €/p) missing-momentum range of 400 to 830 MeV /c.
The knocked-out proton was detected in coincidence with a proton or neutron recoiling almost back to
back to the missing momentum, leaving the residual A = 2 system at low excitation energy. These data
were used to identify two-nucleon short-range correlated pairs and to deduce their isospin structure
as a function of missing momentum, in a region where the NN force is expected to change from
predominantly tensor to repulsive. We found that the abundance of neutron-proton pairs is reduced as
the nucleon momentum increases beyond ~ 500 MeV /c. The extracted fraction of proton-proton pairs
is small and almost independent of the missing momentum. Our data are compared with calculations
of two-nucleon momentum distributions in *He and discussed in the context of probing the elusive

repulsive component of the NN force.
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Chapter 1

Scientific Background

1.1 Introduction

The building blocks of nuclei are positively charged protons and neutral neutrons, collectively called
nucleons. The discovery of the neutron was made by James Chadwick in 1932 [1] paving the way to
the modern picture of the atomic nucleus and the underlying nucleon — nucleon interaction. The fact
that we have stable nuclei means that the repulsive electromagnetic interaction is weaker than the
nucleon-nucleon interaction, which is attractive at distances of a few fermi and repulsive at shorter
distances. The most general non relativistic Hamiltonian for nuclei with A nucleons assuming two

nucleon interaction is given by:

A
H=T+ Y v(i,j) (1.1)
i<j=1
where T is the kinetic energy and v (i, j) is the two body potential.
Even for the light nuclei, calculations of the two body potential present a formidable challenge.
The general Hamiltonian can be simplified and rewritten by introducing a one body potential V'(7)

mean field, in which the i-th nucleon is moving:

A A A
H=T+3 V@H)+[ Y vlij) -3 V() (1.2)
=1 1<j=1 =1

The equation can be divided into two parts, the independent particle shell model part:

A
H=T+Y V(i (1.3)
i=1
and the residual interaction part:
A A
Vies()) = Y w(i,5) = > V(i) (1.4)
i<j=1 i=1

In the 1950s the standard nuclear model was the independent particle shell model (IPSM). In
this model, each neutron and proton is moving independently in well defined quantum orbits in the
attractive mean field created by all other (A — 1) nucleons. The quantum orbits (shells) are populated

sequentially according to the Pauli Exclusion Principle that prevents identical fermions from occupying
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the same single particle state. Nucleon transitions are allowed only to the non occupied shells. For
the low level states in the odd-A nuclei, IPSM gave reasonable agreement with the experimental data.
The Nobel Prize in Physics in 1963 was given to M. Goeppert-Mayer, H. D. Jensen, and E. P. Wigner
on their discoveries of the shell model [2].

Although there is a reasonable agreement between the IPSM and experimental data, it can not fully
explain nuclei due to existence of correlations between the nucleons. Therefore, the results of proton
removal experiments using electron beams of several hundred MeV completed during the 1980s and
1990s did not surprise anyone. These experiments showed that the yield of the protons knocked-out
from well defined shells (Figure 1.1) are only 60 — 70% of the strength predicted by the IPSM |[26].
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Figure 1.1: The spectroscopic strength for protons knocked out of well defined shells versus the target
mass (A). The red line represents the IPSM prediction.

The missing strength is due to the correlations between the nucleons. Long range correlations
between nucleons can explain less than half of the missing strength. The rest of the missing strength
was attributed to short range correlations (SRC). For many years SRCs were hard to study [4] due to

using low energy probes which cause SRCs to be screened by other competing processes.
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With advances in accelerator technology, high energy, large momentum transfer reactions have been
applied to the study of SRC in nuclei [5]. These high energy/large momentum transfer studies include
inclusive A(e,€’) experiments at the Stanford Linear Accelerator (SLAC) [5] and more recent mea-
surements at the Thomas Jefferson National Accelerator Facility (JLab) [6-8|, semi-inclusive A(e, €'p)
experiments [9, 10,26], and exclusive triple coincidence A(p,2pN) and A(e, e’ NN) measurements per-
formed at Brookhaven National Laboratory (BNL) [11-13] and at JLab [14-16].

This thesis reports on an exclusive triple coincidence experiment performed at JLab to measure
the “He(e, e'p), “He(e, ¢'pp) and *He(e, e'pn) reactions at high energy and large momentum transfers.
This experiment (E07-006) was performed in Hall A.

In what follows, we briefly review the results of the high energy/ large momentum transfer studies

that preceded the measurements reported here.

1.2 Terminology

Some basic terms to be used in this thesis are presented briefly below.

1.2.1 2N - SRC

The nucleons in the nucleus have an average separation of ~ 1.7 fm, however they are in constant
motion and sometimes two (or more) nucleons approach each other to substantially shorter distances
than average. The distance between two nucleons can not be too small due to the very strong repulsion
of the nucleon-nucleon force at short distances [17]. We define a pair of close nucleons with typical
distances of ~ 1 fm between their centers as a 2N-SRC. Such a correlation can also be defined in
momentum space. In the later case, we define 2N-SRC as two nucleons with a large relative momentum
and a small center-of-mass momentum, where large and small are relative to the Fermi momentum,

which is about ~ 250 MeV /¢ in medium and heavy nuclei.

1.2.2 High momentum tail

Calculations of momentum distributions of the nucleons in nuclei using independent particle models
show a sharp decrease as the momentum increases above the Fermi level. If correlations between
nucleons are included in calculations, the momentum distribution is extended to much larger nucleon
momentum. In Figure 1.2, a comparison between the momentum distributions for '2C, with and
without correlations, is shown. We define the high momentum tail of nucleons in nuclei as the nucleons

with momentum that exceed the Fermi momentum.
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Figure 1.2: Calculation of momentum distribution in 2C with correlations (solid line) and without
correlations (doted line). See Ref [18] for details.

1.2.3 Scaling

The dominant mechanism for generating high momenta in nucleon-nucleon interactions at short
distances involve both tensor and short-range repulsive forces. The momentum distribution produced
by these forces result in a universal shape for all nuclei at p; > kp, where kr is the Fermi momentum

and p; the nucleon momentum, see Figure 1.3.
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Figure 1.3: Momentum distributions for different nuclei compared to the deuteron Ref. [18].

In Figure 1.3, we see that, for low momentum, the shape of the momentum distributions in different
nuclei are very different. The high momentum distributions are similar in shape for all nuclei, i.e.,
there is scaling.

As a result of this scaling for p 2 1.5 - kr, the momentum distribution for any nucleus can be

written in terms of the deuteron momentum distribution:
na(k) =Ca-np(k) (1.5)

where na(k), np(k) are the momentum distributions for a nucleus with atomic mass A and the

deuteron, respectively.

1.2.4 Quasi-Elastic Scattering (QE)

Unpolarized electron beam with incident energy E scattered off an unpolarized nucleon yields at a
fixed scattered angle electrons with a spectrum of energies (E’). Lying lowest in the energy transfer
w = E — FE' is the elastic peak, followed by the resonance excitation region, and beyond that the pion
production threshold. At greater energy transfer deep inelastic scattering is the dominant process. See
Figure 1.4a.

For an unpolarized electron beam scattering off an unpolarized nucleus (beam energy F) the energy
transfer spectrum is more complicated (Figure 1.4b). The lowest energy transfer sharp peak corre-
sponds to elastic scattering off the nucleus as a whole, followed by exciting the nuclear resonances.
The peak corresponding to energy transfer near %, where My is the nucleon mass and Q? is the

four-momenta transfer, can be identified as scattering off single nucleon in the nucleus and is called
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quasi-elastic scattering (QE). The peak is slightly shifted to higher energy transfer with respect to pure
elastic scattering from a free nucleon. This is due to the energy needed to remove the bound nucleon
from the nucleus. The width of the QE peak is determined by the Fermi momentum of the nucleons

in the nucleus.
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Figure 1.4: Schematic presentation of cross-section for (a) electron-nucleon and (b) electron-nucleus
scattering versus the energy transfer in the reaction.

1.2.5 The Plane Wave Impulse Approximation (PWIA)

In this approximation, a virtual photon knocks out a bound nucleon, which propagates out of the
nucleus without further interactions (such as rescattering of the struck proton by another nucleon).
The remaining (A-1) system does not participate in the scattering process, see Figure 1.5. If the
knocked-out nucleon was in a 2N-SRC, its correlated partner will be ejected in the opposite direction

of the missing momentum (Piiss). The missing momentum is defined by Eq 1.6:

ﬁmiss = ﬁf*q_’ (16)

where p; is the final momentum of the knocked-out proton, and ¢ is the momentum of the virtual
photon. In PWIA :

_ﬁrec = ﬁmiss = ﬁz (17)

where prec is the momentum of recoil nucleon, p; is the initial momentum of the nucleon before ab-

sorption of the photon.
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Figure 1.5: Feynman diagram presenting a QE A(e, ¢’p)A-1 reaction in a PWIA approximation.

1.2.6 Final State Interactions (FSI)

If we remove a nucleon from a 2N-SRC within the QE process, this nucleon as well as its SRC
partner can interact with the other nucleons as they exit the nucleus. We call these interactions Final
State Interactions (FSI).

The FSI can be divided into two types. The first are interactions between the nucleons in the SRC
pair itself (see Figure 1.6a) [19]. After absorption of the virtual photon the virtuality of the struck

nucleon can be expressed by:

AE = —qo— Ma++m?+ (pi+ q)? +\/ MZ, + b} (1.8)

where gy and ¢ are the energy and momentum transfer, respectively, M4 the mass of the target nucleus,
m the nucleon mass, and p; the initial momentum of the struck nucleon.
For initial momentum above ~ 275 MeV /c, the interaction distances, based on the uncertainty

principal, are less than 1 fm.

1
AFE -v
This type of FSI between members of 2/N-SRC does not change the isospin structure and the center-
of-mass (CM) momentum of the SRC.
FSI between the knocked-out nucleon and the A-2 system is shown in Figure 1.6b. The main

TR

<1 fm (1.9)

contribution to this type of FSI comes from single-charge-exchange and (SCX) and elastic or inelastic

scattering described by nuclear transparency (T).
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Figure 1.6: Diagrams showing FSI. (a) Between the nucleons in the 2N-SRC, (b) between the knocked-
out nucleon and the A-2 system.

Nuclear transparency, T'(A), is defined as the ratio of cross section per nucleon for a process on
a bound nucleon in the nucleus to that from a free nucleon [20]. Single-charge-exchange is a process
that alters the nucleon isospin in the final state. For example, the (e, e'n) events can be measured in
the final state as (e, €'p) events due to elastic n-p scattering of the emerging neutron with a proton in
the A-2 residual nucleus [21].

1.2.7 Competing processes

The major challenge of triple coincidence experiments is to identify the real 2N-SRC process from
the competing channels that mask the signal and complicate the interpretation of the experimen-
tal data. The Feynman diagrams of such processes: Meson Exchange Current (MEC), and Isobar
Configuration (IC) [22,23], are shown on Figure 1.7.

Figure 1.7: Feynman diagrams for competing processes: left (MEC), right (IC).

We can not distinguish the MEC, delta excitations, and other non FSI effects from the real 2/N-
SRC, thus we have to measure the SRC in the regime where these competing processes are suppressed.
This can be achieved by performing the measurement at large Q2 and z > 1. Selecting anti-parallel
kinematics, that correspond to zg = % > 1, is favorable in suppressing the contribution from the
IC diagrams because ma > my, so most of the IC strength is in p < 1 [24]. This condition (zp > 1)
also indicates that more than one nucleon participates in the reaction. Large xp defines a minimal
missing momentum (p;) as will be discussed later in this thesis. Large momentum transfer is needed
to probe small distances. In addition, the requirement for large Q? is used to reduce the contributions
from MEC. The contribution of MEC diagrams diminishes by l/Q4 as compared to 1/Q? for the SRC
process. It is a small correction in the kinematics relevant to SRC studies i.e. Q* > 1 GeV? [24]. For
moderate momentum transfers, 1 (GeV /c)? < Q2 < 4 (GeV/c)?, where the contribution from YN — A
transition is comparable with YN — N [25,26], the suppression of the IC contribution is done by
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selecting events with low energy transfer (larger ), away from the inelastic threshold.

The Eikonal approximation for the description of the rescattering is applicable at large Q? and
large nucleon momentum in the final state (> 1 GeV/c). In the Eikonal approximation, small angle
rescattering for 1 GeV/c nucleons mainly causes transfer of momentum in the plane transverse to the

direction of their high momentum Ref. [19].

1.3 Inclusive Measurements

In quasi elastic A(e,e’) scattering with unpolarized incident electrons and an unpolarized target,
two independent kinematical variables are required to describe the reaction. We choose these to be
zp, and @?. The momentum of the recoil A-1 system can be obtained from energy and momentum

conservation:

(¢+pa—pa1)’ =pf=mi (1.10)

where ¢ ,pa ,pa-1, and py are the four-momenta of the virtual photon, target nucleus, residual A —1

system, and knocked-out nucleon, respectively. From the equation above we obtain:

2
AM? — Q% + mfimB <MA — /M3, +;5?n> =27 Py — 2Mpy/ M3, + P2, =0 (1.11)

where AM? = Mi—l—Mi_l —m?\, and py, = Py —7 = —Pa-1, is the missing momentum of the (e, 'p)

reaction.

This equation defines a simple relation between the minimal initial momentum of the knocked-out

min

nucleon (pmi") and z g at fixed Q2. Following Ref. [6] this relation is presented graphically in Figure
1.8.
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Figure 1.8: The minimum recoil momentum as a function of zg. Top panel: For deuterium at several
@Q?, Bottom panel: For different nuclei at Q% = 2 (GeV/c)2. Horizontal lines represent an example of
minimal momentum of 300 MeV/c. This figure was adapted from Ref [6].

Based on the above relation, the minimum momentum |[pga™| above the Fermi momentum can be
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chosen by requiring % to be large enough.

We define the per nucleon cross section ratio as a function of A, Q? and zp :

2
R (A1, As Q%) — o (A1,Q% xB) /AL

= (M. Pozn) /A (1.12)

where o (Al, Q?, J:B) /A7 and o (Ag, Q?, a:B) /Ag are the inclusive electron scattering cross sections
per nucleon for nuclei with atomic numbers A; and A respectively. If the high momentum component
of the nuclear wave function for different nuclei scales, this leads to a scaling of this ratio as predicted
in [27] and can be seen on Figure 1.9. In the scaling region (rp > 2%, and Q? large enough), R is a

very weak function of Q2 and zp.

36("*C)/126( He)
o - N
=i &n [ 4% ] on (¥ ]

B -
N o W

LI N N % L T I I T W L O L

=4

36(*°Fe)/566(°He)

&
o

Figure 1.9: SRC model predictions for the normalized inclusive cross section ratio as a function of zp
for several values of Q2. a) for 12C/3He b) for 5°Fe/>He.

Such inclusive measurements were performed at SLAC [5,28] and later at JLab [6-8| confirming

the scaling of the inclusive cross section for large zp (see Figures 1.10, 1.11 and 1.12)
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Figure 1.12: Inclusive cross section ratios of recent inclusive measurements from JLab [§].

Scaling means that the high momentum tails of all nuclei are the same up to a constant factor.
A natural explanation for this scaling (1.4 < xp < 2) is the dominance of the high momentum tail
by 2N-SRC, as will be discussed below. In PWIA, zp > 1.4, corresponds to hitting a proton with
momentum above 275 MeV /c. The scaling factor counts the number of SRC pairs and for carbon it
was estimated that the probability for a proton to be a member of a 2N-SRC is 20 & 5%. In these
inclusive measurements, the electrons can scatter from pp, nn and np pairs, and therefore they do not

give us information about the isospin structure of the SRC.

1.4 Semi inclusive measurements

Semi inclusive A(e,e'p) experiments have also been used to investigate SRC. By measuring the
momenta and energies of the scattered electron and knocked out proton assuming only nucleonic
contributions, the initial state of the knocked out proton can be reconstructed in Plane Wave Impulse
Approximation. If the knockout proton was part of a SRC pair, then the missing momentum and
missing energy will be large.

The scaling behavior in A(e, €'p) reactions can be derived from the analysis of the spectral function
P (k, E) [30]. The spectral function is the joint probability to find a nucleon with momentum % and
removal energy E in the nucleus.

In a nonrelativistic Schrédinger description of nuclei, the nucleon spectral function is defined as:

al S[E—(H—Ea)ag,

\I/?4> (1.13)

1
Pk, E) = 2Jo+1]§;<\1’94

,O

where aTE (aj ) is the creation (annihilation) operator of a nucleon with momentum k and spin
Nes )

projection o; \11?4 is the intrinsic eigenfunction of the ground state of the nuclear Hamiltonian H with
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eigenvalue F4 and total angular momentum Jj.

Many theoretical investigations of the semi-exclusive A(e, e'p) processes, have adopted a factorized
approach in which the electronuclear part and the information on the energy and momentum distribu-
tions of nucleons in nucleus are separated [31]. Assuming factorization and only one proton absorbing
a single virtual photon leads to the general six-fold differential cross-section for the A(e, ¢’p) reaction
given by:

d®c

B k) =~ (e, ¢'p) = KeoopPp (Eum, 1.14
7 B k) = 0 draar, (& €P) = Keowl (Bn: k) (1.14)

K. = f’;g@ is a kinematic factor determined by the detected proton, o, is the off-shell (bound)
electron-proton cross section that contain the electronuclear part. oy is obtained from Dirac equation
for relativistic scattering interaction off an on-shell nucleon extrapolated for the off-shell case [32].
Pp(Em, k) is the distorted spectral function that corrects the P(E,,, k) defined above for final-state
interactions which affect the knock out proton. One of the latest experimental studies of the spectral
function in the context of the SRC can be found in reference [33].

In simple way the spectral function can be divided in to two region, Py (k, E) which includes only
final states of the residual system that correspond to the discrete spectrum, whereas all final states
belonging to continuum spectrum contribute to Py (k, E).

The scaling measured in the inclusive scattering experiments is seen in the nucleon momentum

distributions n(k):
n(k)=— / dzdz'e™FF)p (2, 7) (1.15)
where (omitting spin indexes)
p(%2) z/df...dg[\p%(f...g,z*)]*qu (Z...9,7) (1.16)

The normalization of the nucleon momentum distribution n (k) is chosen to be:

/ dk k*n (k) =1 (1.17)
0
The relation between n(k) and spectral function P(k, E) is:
n (k) :47r/ dE P (k, E) (1.18)
Emin

The momentum distribution can be separated the same way as the spectral function:

n (k) = no (k) + n1 (k) (1.19)

where the first term corresponds to the case where the extracted nucleon leaves the A-1 system
in the discrete spectrum of the Hy ;. The second term includes all final states that belong to the
continuum spectrum of Ha_;.

Integrating each term over the nucleon momentum yields the occupation probability Sy and 57,
with Sg 4+ 51 = 1.

Sy = /OOO dk k*ng (k) (1.20)

26



S, = /oo dk k*ny (k) (1.21)
0

In the mean field IPM picture Sp = 1 and S; = 0. However nucleon-nucleon correlations alter
this result. For example, a calculation shows that ground to ground transition in the nucleus yields
Sp a2 0.65 and Sy ~ 0.8 for 3He and *He respectively [34-36]. In the case of the infinite nuclear matter
the calculation of [37] obtain Sy ~ 0.75. For most of the heavy nuclei the strength is similar to the
“He value [37].

3He is a relatively simple system used to study 2N-SRC with one additional nucleon being a
spectator. A 3He(e,e'p) quasi-elastic measurement was carried out in Hall A at JLab with a large
momentum transfer [9,10]. The simple reaction mechanism assumed a knocked-out proton which is a
part of an SRC pair with relative momentum p;. in the center-of-mass of the SRC pair and with the
other nucleons assumed to be spectators. The struck proton is knocked-out with momentum ¢ — p,

and the partner recoils with momentum p;.. The undetected spectators constitute a residual system

2
Mr2ecoil = |:Mspec + \/ﬂm] - p72n (1.22)

where Mgpec is the mass of the spectator (A-2) system (only one nucleon in the He case) and my

with a mass:

is the mass of the recoiling partner in the SRC pair. The missing energy is simply defined as:

Ey = Myecoil + mp — Mtarget (1.23)

thus the cross-section peak position as a function of missing energy strongly depends on the nucleon
relative momentum p,., see Figure 1.13. This simple picture provides a clear signature for processes in-
volving two nucleons and a spectator system. However, this picture fails to reproduce the experimental

result for the highest momentum due to large three body break up processes [9].
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Figure 1.13: Cross-section for the 3He(e, ¢'p)pn reaction versus missing energy E,,. The vertical arrow
gives the peak position expected for disintegration of correlated pairs (except for highest energy, where
the prediction fails). The dotted curve presents a PWIA calculation using Salme’s spectral function
and o, electron-proton off shell cross-section. Other curves are recent theoretical predictions of
Laget [38]: PWIA (dash dotted line), PWIA + FSI (long dashed line), full calculation (solid line)
including meson-exchange current and final-state interactions. In the 620 MeV /c panel, the additional
short-dashed curve is a calculation with PWIA + FSI only within the correlated pair. This Figure is
reproduced from Ref. [9].

1.5 Triple coincidence measurements

In multi-nucleon knockout experiments, more than one outgoing nucleon is detected in coincidence.
Measurements of this category include (e, ¢’pp) measurements from MAMI and NIKHEF [39-46], and
(v, NN) from TAGX and LEGS [47,48]. In these experiments, the energy resolution allowed the
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identification of the shells from which the proton pair was knocked-out. However, these experiments
were performed at low Q2 and zp < 1 limiting their ability to separate the contribution from 2/N-SRC.

The first high @ triple coincidence measurement was performed at Brookhaven National Labora-
tory (BNL) by the Eva collaboration using the 12C(p, 2pn) reaction [11-13]. This experiment looked for
a correlation between the knocked-out proton and a recoiling neutron. The scattering was done at 90°
in the CM. Two outgoing protons with high transverse momentum, pr, were detected in coincidence
with a recoil neutron having a momentum larger than 320 MeV /c. In this experiment the directional
correlation between the knocked-out proton and recoiled neutron indicates the existence of short-range
correlations above the Fermi level, see Figure 1.14. Moreover, the analysis of the data demonstrated
that if a nucleon with high momentum (300—550 MeV/c) is removed from the nucleus at least 74%
of the time it originates from np-SRC. In addition, from this experiment the amount of pp-SRC pair
was estimated to be below 13%. The large difference in the np-SRC and pp-SRC abundances indicates
that in this momentum region the nucleon-nucleon force is sensitive to the isospin composition of the
pair and dominated by the tensor part.

From the experimental data, the CM momentum of the correlated pn pair was extracted to be
o = 143 £ 17 MeV/c. The measured CM momentum is in good agreement with theoretical, 139
MeV /c, estimate by Ciofi degli Atti et al. [18].
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Figure 1.14: The cosine of the opening angle between the struck proton in the quasi-elastic 2C(p, 2p)
reaction and the recoil neutron. Data labeled by 94 and 98 are from [11,12] respectively. The vertical
line corresponds p, = 275 MeV /c.

Following the BNL experiment, another triple coincidence experiment with high momentum trans-

fer, Q? ~ 2 (GeV/c)?, was conducted at JLab in Hall A. In this experiment, energetic electrons were
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scattered from a carbon target, and the '2C(e, ¢'pp) and 2C(e, ¢/pn) reactions were studied.
The advantage of a leptonic probe over the proton is that the QED vertex is very well understood.
Analysis of this experiment was consistent with the BNL results and confirmed the result of pn-
SRC dominance by measuring the number of np-SRC and pp-SRC pairs. They found that in 2C out
of the 20 & 5% nucleons in SRC, 18 & 5% are np-SRC, and pp-SRCs and nn-SRCs are only 1 £ 0.3%

each. The results of this experiment are presented on Figure 1.15, adopted from [15].

i
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Figure 1.15: The fractions of correlated pair combinations in carbon as obtained from the 2C(e, ¢/pp)
and 2C(e, e'pn) reactions at JLab (E01-015) [14,15] as well as from previous, '2C(p,2pn) data from
BNL [11-13].

In addition to the BNL and Jefferson Lab Hall A exclusive measurements on Carbon target, another
exclusive SRC experiment was conducted in Jefferson Lab Hall B. The ®He(e, ¢'pp)n reaction was
studied with 4.7 GeV incident electron beam [16]. In this experiment the detected knocked-out nucleon
was a spectator that did not take part in the SRC pair. The ratio between the number of pp to pn
pairs as a function of the total momentum (P = p1 + P2) of the SRC pair was extracted, see Figure
1.16.
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Figure 1.16: Ratio of pp to pn spectator pair cross sections, integrated over 0.3 < pre < 0.5 GeV/c.
The points show the data, the solid histogram shows the Golak one-body calculation [49], and the
dashed histogram shows the ratio of the Golak pp and pn bound state momentum distributions. The
dotted line at 0.5 shows the simple-minded pair counting result. The data and the one-body calculation
have been multiplied by 1.5 to approximately account for the ratio of the average ep and en elementary
cross section.

The measured ratio is very small for py < 0.1 GeV/c and consistent with the BNL and Hall A
results. The increase in the number of pp to pn pairs with py, is a signal for the dominance of tensor
correlations. At low pg, where the angular momentum of the pair with respect to the rest of the
nucleus must be zero, the pp pairs predominantly have (isospin, spin) (T, §) = (1,0) [50]. They are in
an s-state, which has a minimum at p, ~ 0.4 GeV/c. The pn pair is predominantly in a deuteron
like (T, 8) = (0,1) state. As py increases, the minimum in the pp momentum distribution fills in,

increasing the pp to pn ratio [16].

1.6 Dominance of the tensor force

The dominance of the number of np pairs over the pp pairs in the momentum range of the recent
experiment (300—600 MeV/c) is understood to be caused by the tensor part of the nucleon-nucleon
potential.

By looking at the pair momentum distribution functions for different nuclei as a function of the
relative momentum between the nucleons in the pair, ¢ = 0.5 - (k1 — k2), the np dominance is clearly

seen. See Figure 1.17.
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Figure 1.17: The momentum distribution (pyx) for np (lines) and pp (symbols) pairs in various nuclei
as a function of the relative momentum of the nucleons in the pair (gre;) from Ref. [50]. The calculations
assume pairs at rest (Qom = 0).

The tensor part of the nucleon-nucleon force is proportional to S (total spin of the pair) term. The
tensor force prefers the S = 1 state (symmetric spin state having two spins in the same direction)
over the S = 0 (antisymmetric). Because the short range correlation pairs are mainly in even L (0,2;
symmetric space configuration) their isospin must be 7' = 0 (antisymmetric) due to Pauli’s principle.
As aresult the tensor force will affect np-SRC, while the pp-SRC (or nn-SRC) pairs will not be affected,
because they are at T'=1 and for even L they must be in S = 0 state.

Normally the tensor part of the NN interaction is small but it becomes important in the momentum
range where the scalar force approaches zero (~ 0.75 fm). In Figure 1.18 the central part of the nucleon-

nucleon potential with an insert of the tensor potential are presented.
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Figure 1.18: The main figure shows the central part of nucleon-nucleon potential. The insert present
the tensor part of the potential. The potential is taken from AV18 [50]. Its clearly seen that generally a
much weaker tensor part, becomes dominant in the region probed by the E01-015 experiment (300—600
MeV/c).

1.7 New Experiment on ‘He

Previous SRC experiments showed dominance of the tensor force by looking on the ratios between
number of np-SRC to pp-SRC pairs. Following the results of previous triple coincidence experiments
and theoretical predictions, a new exclusive scattering measurement was proposed and conducted. The
main goal of this new experiment is to increase the missing momentum and to look for pairs which
are even closer to each other, at such distances that the interaction between them is dominated by the
repulsive core. In the transition to the repulsive force dominance we expect an increase in the pp/np
ratio, see for example Figure 1.19. This experiment provides the first insight into the nature of the

essentially unexplored repulsive core, which is considered to be a scalar.
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Figure 1.19: The density distribution for np (red) and pp (blue) pairs in *He. The figure shows the
pp/np ratio with/without three nucleon forces (dashed/solid lines) included for V18 (red) and Bonne
(blue) potentials. Figure adapted from [51].

In the reported experiment here, electrons were scattered from a *He target. We performed simul-
taneous measurement of the *He(e, e'pp)/*He(e, €'p), *He(e, e'pn)/*He(e, e'p) and
“He(e, 'pp) /*He(e, €/pn) ratios. The choice of *He target was due to the fact that this is the small-
est dense nucleus. The small number of spectator nucleons reduce background from competing pro-
cesses and FSI. Moreover, theoretical groups from Perugia and Argonne and others recently calculated
nucleon-pair momentum distributions for light nuclei (A<12) so that the experimental results can be

compared to these calculations.
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Chapter 2

Experimental setup

2.1 The accelerator and the experimental hall

JLab operates the Continuous Electron Beam Accelerator Facility (CEBAF) which is capable of
supplying a continuous high current (200 pA) electron beam with a maximum energy of about 6 GeV
(the accelerator is being upgraded now to 12 GeV). The electrons are pre-accelerated to 45 MeV by
the injector and injected into the accelerator from either a thermionic or a polarized electron gun. In
the latter case, the source can supply up to 80% polarized electrons. After the injector, electrons are
accelerated by two superconducting LINACs connected by two bending arcs. Each LINAC consists of
three cryo modules with eight units inside. The cryo modules are made from Niobium and are cooled
to 2 K. In each LINAC pass, the electrons gain roughly 1 GeV. The acceleration is done using radio
frequency (RF) cavities. The accelerator supplies a continuous electron beam with a high duty factor.
The electron beam can be supplied to three experimental Halls A, B and C simultaneously (additional
experimental Hall D is under construction and will be operational with the 12 GeV upgraded machine).
The current and the beam energy can be controlled separately for each hall, it can be split arbitrarily
between three interleaved 499 MHz bunch trains. One such bunch train can be peeled after each linac
pass to any one of the Halls using RF separators and septa. On Figure 2.1, the schematic layout of

JLab accelerator is shown.

North Linac
(400 MeV, 20 cryomodules)

Injector
(45 MeV, 2 1/4 cryomodules) -

Helium i
refrigerator
South Linac

o (400 MeV, 20 cryomodules)
Extral:tiun

elements

Injector

Figure 2.1: Schematic layout of JLab accelerator site (before the 12 GeV upgrade).
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2.1.1 Experimental Hall A — CEBAF

Hall A is the largest of the experimental halls at JLab [52]. The shape of the hall floor is circular
with the diameter of 53 m. The layout of the hall for this experiment is shown in Figure 2.2.

Hall A
Left HRS

Pion Rejectors
ass)

Scintillators

/ He4 Target

Compton | Mgller
PoIanmete? Raster Polarimeter

Wire b
Chambers 3
i Plan :
\ ?:sgﬁﬁﬂators Preshower

BigBite
LeadWaII/ ’

HAND

Right HRS

—

Figure 2.2: Schematic layout of the experimental hall A showing the approximate location of the
detectors and indicating various beam line diagnostic instrumentation.

The beam entering the hall is monitored by various beam line instrumentation such as position
monitors (BPM) and current monitors (BCM) as shown in Figure 2.2. Downstream in the center of hall
there is a scattering chamber. This chamber can contain different targets including cryogenic targets
at about 20 K with different pressures, various solid targets, and optic targets. Changing targets is
possible remotely and the target information is recorded in the data stream. At the end of beam line,
there is a beam dump.

The standard measuring equipment of Hall A are two High Resolution Spectrometers (HRS) [52].
These spectrometers with a momentum resolution Ap/p = 2-10~* were designed to study nuclear

structure with high precision. The HRSs can measure the scattered particles from 12.5° to 165°.

2.1.2 Beam line

In order to measure the electron beam, various instrumentation is located along the beam line (see
Figure 2.2). Multiple parameters are measured simultaneously to allow correction and recording of the
beam data.

One of the crucial beam diagnostic elements are the beam position monitors (BPM). It is important
to monitor beam position and to keep the beam position on target stable. The BPMs are centered at
the nominal beam position and have four antennas with parallel orientation. The BPMs measure the
current that induced on these antennas by the passing electrons. This current is recorded using an
Analog to Digital Converter (ADC) and with an appropriate scaling factor converted to the position
in the x — y direction (perpendicular to the beam direction, z).

The high current requires careful monitoring to prevent damage of the targets. In order to prevent

possible damage, the beam is rastered on the target to a few mm spot instead of its natural spot size
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of ~ 100 micrometer. When the current is less than ~ 5 yA, there is no need for rastering even for the
cryogenic targets. Precise measurement of the beam current is done by two RF Beam Cavity Monitors
(BCM) placed 24.5 m upstream of the target. The output of these BCMs is proportional to the beam
current.

Both the BCM and the BPM are non — invasive continuous measurements of the beam properties.

An additional important measurement is the absolute beam energy. For this purpose there are two
techniques, one non invasive, arc energy method, and second invasive, ep scattering method. The non
invasive technique determines the electron momentum by measuring the bend angle of the electron in a
known magnetic field. The invasive method is used to measure the angles of elastic scattering H(e, e'p)

reaction. The precision of the beam energy measurement is of the order of 1 MeV for a 4 GeV beam.

2.1.3 Target

The Hall A target chamber is located at the center of the hall and contains a cooling system,
temperature and pressure monitors, and a target ladder. The picture of the scattering chamber is
shown in Figure 2.3.

The standard scattering chamber can contain 3 cryogenic loops (pairs of aluminum cylindrical
target cells) with different lengths, and a number of solid targets for calibration or measurement. In
the current experiment only two cryogenic loops were utilized due to the limited supply of cryogenic
liquid. The Cryogenic target cells are horizontal aluminum cylinders oriented along the beam, having
upstream and downstream windows of 0.1 mm (4 mil) and wall of 0.18 mm (7 mil). The diameter of

the cells is approximately 6.5 cm. The length of the cells varied with the target type, see details below.

Figure 2.3: Picture of scattering chamber. In the center of the chamber various targets on the ladder
are seen. See text for details.

Below is the list of targets that were used during the calibration runs:
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e Hydrogen 'H:

Two liquid Hydrogen target cells one 4 and 15 cm long. These targets were used to perform ep elastic
scattering for calibration of HRSs, BigBite, and HAND.

e Deuterium 2H:

Three liquid Deuterium target cells were used: 4, 10 and 15 cm long. The Deuteron target was used

mainly for neutron detection efficiency measurement and calibration.
e Carbon 2C:

This thin (0.25 mm) solid target was tilted by 20° with respect to the incoming electrons. This was
done in order to minimize the path inside the material for the recoiled protons. The target was used

for calibration and to compare with the previous experiment (E01-015) [14,15].
e Multi Carbon Foil (“Optic target”):

13 thin carbon foils placed along the beam line. This target was used to calibrate the optics of the
HRSs.

e “Dummy target”:

This target is two aluminum foils, 20 cm separation. It was used to measure the background produced

by the aluminum walls.
e BeO:

This target is used to visualize the beam position at the target on a video screen.

During the production runs, one loop (cell with a length 10 or 20 cm) was filled with the liquid
Deuterium (at 22 K). This target was used for the absolute determination of time-of-flight for neutrons
(see section 3.4.7). The second loop (cell with length 10 or 20 cm) was filled with *He at 20 K (density
0.035 g/cm?). Figure 2.4 shows a schematic view of the target ladder including the cryogenic cells and

solid targets that were used during the production runs.

38



Figure 2.4: Schematic view of the target ladder used for the production runs.

2.2 High Resolution Spectrometers

The main detectors in Hall A are the pair of High Resolution Spectrometers (HRSs) that were
designed for precise measurement of charged particles with momenta up to 4 GeV/c. Both HRSs are
almost identical except for minor differences in the detector packages which can be varied based on

the experimental requirements. The general characteristics of both HRSs are summarized in Table 2.1

10 cm Helium

20 cm Helium

10 cm Deuterium

20 cm Deuterium

Optic Target

Dummy 20 cm
Dummy 4 cm

BeO

Carbon 5mm
Slanted Carbon
Empty

below and the general layout of the HRS is presented in Figure 2.5.
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Momentum Range 0.8-4.0 GeV/c

Vertical Bend Angle 45°
Optical Length 23.4m
Momentum Acceptance +4.5%
Momentum Resolution (FWHM) 2x 1071
Angular range 12.5°-150°
Angular Acceptance Horizontal (Vertical) +28 mr (£ 60 mr)

Solid Angle Rectangular (Elliptical) approximation | 6.7 msr (5.3 msr)

Angular resolution (FWHM) Horizontal (Vertical) 0.5 mr (1.0 mr)
Transverse length acceptance +5 c¢cm
Transverse position resolution 1 mm

Table 2.1: General characteristics of HRSs

(focal plane)
1
st VDC Planer
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Figure 2.5: Schematic layout of the HRS spectrometer, showing the geometrical configuration of the
three quadrupole and the dipole magnets. Also shown is the location of the detector hut. Dimensions
are given in meters.

The main part of the HRS is a dipole magnet that bends charged particles vertically by 45°. The
polarity of the dipole can be changed in order to detect positive or negative particles. At a particular
magnetic field of the dipole only charged particles with in a specific narrow momentum range pass
through the spectrometer and reach the detector package. Three quadrupole magnets located along
the nominal trajectory of the particle, Q1, Q2 and Q3, are responsible for focusing. For more details
see Hall A NIM paper [52].

The detector package is located in a hut at the top of the spectrometer that is maintained at
constant temperature and serves as a radiation shield. The schematic layout of the detector package

is presented in Figure 2.6:
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S2m

Figure 2.6: Side view of the detector stacks in each spectrometer. The left / right sketch shows the
detectors in the left / right HRS. In this experiment the left HRS was used to detect electrons and the
right HRS detected protons.

2.2.1 Vertical Drift Chambers (VDCs)

At the entrance to the detector package, a pair of Vertical Drift Chambers (VDC) is located with
a 23 cm gap between them. Each chamber is composed of two wire planes inclined at an angle of 45°
with respect to the dispersive and non dispersive directions. The chambers are filled with 63%/37%
argon/ethane gas mixture that is carefully monitored during the measurements. The high voltage for
the individual wire planes is about —4 kV, while the wires are kept grounded.

Charged particles that pass through the chamber ionize the gas. Free electrons are drifting to
the anode wires and ionize more electrons on their way ultimately resulting in an electron avalanche.
Due to this avalanche electrical signal is induced on the wires, preamplified and send to the front end
electronics (TDCs). The drift time recorded in TDCs are converted to drift distance. Combining the
drift distances from all wires that fired, allows the calculation of the hit position and charged particle
trajectory. The final position resolution of these VDCs is about 100 pm and angular resolution is about

0.5 mrad. In Figure 2.7 a schematic layout of the VDCs is shown.

V2 /Upper Chamber

u2
45°
Lower Chamber \ Vi

u1

Figure 2.7: Schematic layout of the Hall A VDCs. Left: the orientation of the wires planes relative to
the central ray is shown. Right: side view of the VDC is presented.

2.2.2 Scintillators

The scintillator planes s1 and s2m supply the primary trigger for the HRSs. They are separated
by a distance of about 2 meters. Each of the planes is composed of overlapping thin scintillator bars.
The sl plane has 6 paddles, and s2m has 16 paddles. The active area of each s1 (s2m) paddle is about
29.5 x 35.5 cm? (37.0 x 54 cm?). Each scintillator bar is viewed by two Photomultiplier tubes at each
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Figure 2.8: Layout of lead glass blocks of the pion rejector.

end. The time resolution of each plane is approximately 0.3 ns. In addition, in the right HRS a third

scintillator plane (s0) was added. The s0 plane is mainly use for efficiency measurements.

2.2.3 Pion Rejector

The pion rejector is an electromagnetic calorimeter that is used for particle identification by mea-
suring the energy deposition of charged particles. This detector is composed of two layers of lead glass
blocks. Each layer consists of 17 long blocks of dimensions 15 x 15 x 35 cm® and 17 short blocks of
dimensions 15 x 15 x 30 cm®. The side and front layout of the blocks are shown in Figure 2.8.

Hadrons, such as pions, deposit less energy than electrons or positrons in the calorimeter.

2.2.4 Gas Cherenkov

The gas Cherenkov detector is used in the electron spectrometer for particle identification (and for
some experiments to generate auxiliary triggers). The gas that was used was atmospheric COy with
refractive index of 1.00041. Cherenkov radiation is generated when the charged particles travel faster
than the speed of light in that material. The minimal momenta of the particle needed to generate
Cherenkov radiation strongly depends on its mass, in case of electrons this momentum is ~ 17 MeV /c
but for pions it is 4.2 GeV/c. Since the HRS is limited to 4 GeV /c, only electrons should emit Cherenkov

light. This detector is mounted between the sl and the s2m scintillator planes.

2.3 The BigBite Spectrometer

BigBite is a non focusing large acceptance spectrometer that was originally commissioned during
the previous Short Range Correlations experiment E01 — 015 [53]. BigBite’s magnet is a dipole that
bends the charged particles trajectories. From the bending angle, the particle’s momentum can be
reconstructed. The front side of the BigBite magnet is about 1 meter away from the target. It has a
fifteen times larger acceptance than the HRS. The nominal acceptance of BigBite is about 10° in the
scattering plane (horizontal angle) and ~ 30° out of plane (vertical angle).

BigBite is mounted on a frame that holds the magnet and detectors which can be rotated around
the pivot at the center of the target. During this experiment, BigBite was on the right side of the beam
line. The right HRS in the forward direction and beam line at backward angles limited the available
range for BigBite angles to 65°-100°. In Figure 2.9, a three dimensional drawing of BigBite is shown.
BigBite limited the available angles for the right HRS to 12.5°—44°.
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Figure 2.9: The BigBite spectrometer. Shown are the Detectors package and the magnet. In front of
the BigBite magnet is shown a sieve slit collimator that can be lowered for calibration purposes.

The BigBite spectrometer has two types of detector packages: “hadron” and “electron”. The original
commissioning was done with the hadron package. The electron package is considerably different,
however in this experiment it was not used and will not be presented in this thesis. With the hadron
package, BigBite is capable of detecting protons between 300 and 900 MeV /c. The original hadron
package was composed of three scintillator planes: auxiliary, AE and E. The AE and E planes together
are referred to as the trigger plane (TP). Since its first use at JLab (2004 — 2005), the hadron package
was modified and the auxiliary scintillator plane was replaced with two Multi Wire Drift Chambers
(MWDC) in order to increase the momentum and angle resolution of the detected particles [54].

The detector package is mounted on a rotated aluminum frame. The rotation is needed ensure that
the central momentum track pass perpendicular to the detectors plane. The frame was rotated by 25°
with respect to the vertical direction. The main characteristics of the BigBite spectrometer are listed
in Table 2.2.

Optical Length ~27m
Bending angle 25°
Momentum Range 300-900 MeV /c
Momentum resolution 1.5%
Angular acceptance Horizontal (Vertical) | ~ 240 mrad (~ 500 mrad)
Angular resolution Horizontal (Vertical) 7 mrad (16 mrad)

Table 2.2: Main characteristics of the BigBite spectrometer

2.3.1 MWDC

As mentioned above, the BigBite’s hadron package contains two MWDCs [55]. The first chamber
is located ~ 30 cm from the magnet exit window and the second 76 cm downstream from the first
chamber. The chambers were built at the University of Virginia. In contrast to the VDC in the HRSs,
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each chamber has 6 wire planes in 3 different orientations, u, v and x. The first two planes are (u,u’)
oriented at an angle of 60° with respect to the long axis of the chamber. The next planes (z,z’) are
aligned horizontally, and the last two planes (v,v’) are rotated to —60°. The planes labeled by primes
have the same orientation as the unprimed planes but are shifted by a half of a signal wire spacing
relative to them. This is done in order to resolve the left / right ambiguities in translating the drift
time to position.

Each wire plane is constructed from two wire types. The first type is a signal wire with 1 c¢m
spacing. They are made from 25 pum thick gold plated tungsten. The second type, are the High
Voltage wires made from 90 pym thick copper — beryllium alloy and were set to ~ —1600 V. Each wire
plane is located between two cathode planes.

The first MWDC has an active area of 140 x 35 cm? and contains 141 signal and field wires for
the u,u’,v and v’ and 142 wires for the x and z’. The second chamber is larger and its active area is
200 x 35 cm?, and it contains 200 wires for u,u’,v and v’ and 202 wires for z and z’.

The gas was a mixture of argon (50%) and ethane (50%).

The size and direction of the particle momentum was reconstructed using the hit pattern informa-
tion extracted from the MWDC and the magnetic filed of the dipole (B ~ 0.93 T). See Figure 2.10
for a schematic drawing of the first BigBite MWDC.
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Figure 2.10: On the left side a schematic view of BigBite’s first MWDC, size of active area, orientations
of the wires, and the read out electronics are shown. A particle tracking through the MWDC is shown
on the right.

2.3.2 Trigger Plane

The trigger plane (TP) is constructed from two scintillator layers AE and E. Each layer consists
of 24 scintillators coupled to a PMT at each end. Each bar covered an area of 500 x 86 mm?. The
first layer of TP seen by the particle in the spectrometer is the AE layer, with a thickness of 3 mm.
The second E layer has a 30 mm thickness. The active area that was covered by the TP was about
500 x 2100 mm?. The E plane generated the single trigger signal for the BigBite detector and was used
as a reference time for the MWDC. The singles rate was about 5 — 10 MHz for the full acceptance.
The high background rate during the production required a relatively high level of the threshold that
reduced the efficiency of the AE plane for high momentum protons with low light production.
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The first scintillator plane was shifted by one half of a single counter width in order to cover
the gaps between the counter in the other plane. This shift also served to increase the position
resolution in the dispersive direction compared to the original BigBite detector package that did not
have an MWDC. The introduction of the MWDC with their superior position resolution made this
consideration obsolete.

The scintillators were made of EJ-204 material, which was cut and diamond milled by ELJEN
Technology. The light guides were made from BC-800 produced by BICRON. These light guides were
glued to the PMT using a silicon elastomer while the scintillators were glued to a grove in the center
of light guide face using Eljen optical cement. In Figure 2.11, a schematic drawing of the trigger plane

is shown and in Figure 2.12 a side view of the trigger plane is presented.

Figure 2.11: A 3D rendering of the trigger plane, showing the AE and E planes. Each scintillator bar
in both planes has two PMTs attached, one at each end.
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Figure 2.12: A schematic view of the trigger plane scintillators E (top) and AE (bottom) plane. The
side and lateral view of the trigger plane are shown below.
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2.4 The Neutron Detector

Behind the BigBite spectrometer, we placed the Hall A Neutron Detector (HAND) with a matching
solid angle. This detector was constructed from 112 scintillator bars distributed in six planes. During
the production running the front plane of the detector was located 6 meters from the target. The
scintillator bars were 100 cm wide and 10 ecm thick. The total height of HAND was about 300 cm. The
heights of individual scintillator bars were varied between 10 and 25 cm, due to detector availability.
Because of their different heights, the bars were arranged in increasing height to match the acceptance
of the BigBite spectrometer. The schematic view of the detector is shown in Figure 2.13.

In order to reduce the contribution from the charged particles that emerged from the target, a 1
inch lead wall was placed between BigBite and HAND. An additional plane of 64 thin scintillators with
one side photomultiplier was placed in front of the neutron detector. This plane served for charged

particle rejection.
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Figure 2.13: Schematic side view of HAND. The scintillators of different sized are shown with different
colors.

Side view of neutron detector

The length, width and thickness of each veto paddle was 70 cm, 11 cm and 2 cm respectively.
Because the veto bars each had a single side PMT, they were arranged in 32 rows of two paddles each,

with a 30 cm overlap between them, see Figure 2.14:
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Figure 2.14: Front view of the veto bars and their arrangement. These are the detectors marked as
“V” in Figure 2.13.

In thin paddles a charge particles can be easily detected, while the neutral particle does not deposit
energy unless there is a nuclear interaction and even then they need to transfer enough energy to
charged particle to be detected. This strong/weak response to charged/neutral particles allows us to

use this plane as a veto plane for the first layer.

2.5 The Data Acquisition System (DAQ) and the off-line analysis.

The Data acquisition (DAQ) used the standard JLab software (CODA) [56]. This software records
the data that has been digitized by the front end electronics. Some of the readout hardware units were
custom made, such as the trigger supervisor module, F1-TDC and more. Other units were commercially
acquired from CAEN, Phillips or LeCroy such as the Analog to Digital Converters (ADCs) and Time-
to-Digital Converters (TDCs). In addition to the data, CODA also recorded information from the
different diagnostic equipment such as the BCM, BPM etc. The TDCs and ADCs (front end modules)
were housed in either VME or FASTBUS crates. Each such crate had a single board computer (SBC)
running the VxWorks operating system. On each SBC, a CODA routine known as the ROC was
running. This routine’s function was to execute a corresponding readout list and arranged the data
in a specific format after a trigger from the trigger supervisor was received. Afterwards, this data was
passed to the other CODA components and eventually recorded on disk. Data taking was segmented
into different files with a unique run number for each.

The offline analysis of the data was performed using the CERN ROOT software. The conversion
of the raw data files recorded by CODA was done using a dedicated Hall A analyzer with extension
libraries for BigBite and HAND. Some of analysis code (mainly for BigBite and HAND) was modified

to take into account the requirements for this experiment.

2.6 Selecting events by the trigger setup.

Data acquisition systems are event rate limited to a rate that might be lower than the actual events
(including the background) rate during the experiment. Because of this, the electronic triggers play
a major role during the experiment enriching the data sample with “good” events. The trigger is an
electronic signal that prompts the data acquisition system to start readout of the detector information.

During this experiment we had several different types of triggers:

e T1 — The proton R-HRS event trigger.
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e T3 The electron L-HRS event trigger.

e T5 — The coincidence trigger defined as (T1 and T3).

e T6 — The BigBite trigger. This trigger was formed by making an “OR” between the different E
plane bars (AE bars were not used in the trigger formation). The signal from individual bar was
generated by “AND” between left and right PMTs (this trigger didn’t started the DAQ because

of its high rate. It was used only as on line monitor for scalers).

Additional triggers T2 and T4 were used and served to measure the inefficiency of the HRSs main
triggers. These triggers are important for the absolute cross section measurements. Triggers T1 and

T3 were formed in each HRSs by coincidence between the s1 and s2m planes. The logic diagram for

these triggers is shown of Figure 2.15.
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Figure 2.15: The electronic layout for the formation of the single L-HRSs trigger T3. Similar logic is
applied for R-HRS.

The electronic layouts for the BigBite and HAND triggers are shown in Figures 2.16 and 2.17,

respectively.
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Figure 2.16: Electronic layout for BigBite spectrometer. The trigger is generated using the E plane
bars.
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Figure 2.17: Electronic layout for each bar in HAND spectrometer.

The first trigger that arrived to the Trigger Supervisor defined the type of the event. The data
that was read out from the front end electronics is marked with this event type. Most of the events
were of type T1 (protons in the Right HRS) and type T3 (electrons in Left HRS). However in small
fraction of the events we had type T5 events with both proton and electron detected in coincidence by
the spectrometers. The electronics was set in such a way that if there was a T5 trigger type, it arrived
first to the trigger supervisor so that the event was defined as a coincidence event.

T1 and T3 trigger types were mainly used for calibrations and stability checks, while the T5 was

used to extract the triple coincidence events and to measure the various ratios.

2.7 Kinematics

In the experiment we used an incident electron beam of 4.454 GeV with a current of 4 pA. The
target was 20 cm long cell mounted in the target chamber at the hall center. Scattered electrons

were detected using the L-HRS at a central scattering angle and momentum of 20.3° and 3.602 GeV.
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This corresponded to the quasi-free knock-out of a single proton with transferred three-momentum
|| = 1.64 GeV/c, transferred energy w ~ 0.86 GeV, Q2 ~ 2 (GeV/c)? and zp = AN 1.2, where

2mw

m is the mass of a proton. Knocked-out protons were detected using the right HRS which was set
at 3 different central angles and momenta: 33.5° and 1.38 GeV/c, 29° and 1.3 GeV/c, 24.5° and 1.19
GeV/c.

In this thesis we define three experimental setups that correspond to central missing momentum of
the knocked-out proton, 500 MeV/c, 625 MeV /c, and 750 MeV /c. Each of these kinematic conditions
are set by the variation of the central momentum and angle of the R-HRS that detected the scattered
proton. For the first two settings the BigBite spectrometer and HAND were positioned at 97° and for
the third setup at 92°.

Its worth noting, that for calibration of right HRS (offset etc.) and for HAND efficiency measure-
ments we changed the polarity of the HRSs i.e. the left HRS detected protons and the right HRS
detected electrons. In this thesis, this configuration is called “xp < 1 settings”.

Figure 2.18 show a diagram of the layout of the experiment
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Figure 2.18: A diagram of the layout of the experiment. The electron kinematics were fixed and the
proton angle and momentum were varied. In the background, the various detectors with their magnets
and their main systems are shown.
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Chapter 3

Data Analysis

3.1 Data Analysis

Data analysis was done using the CERN/ROOT software [57]. The conversion of the raw data
recorded by the CODA software to the standard tree structure used by ROOT is done with the Hall
A analyzer software [58]. In addition to the generation of the standard ROOT trees, the analyzer
also calculated basic physical quantities such as hit positions, momenta, path length of the particles
etc. In order to convert the raw data to physical quantities, data base files are provided. These data
base files store the information needed to remove various offsets such as cable lengths, corrected for
electronic delays constants, introduce calibration parameters, and similar information. In this chapter,
we described the calibrations that were done for the detectors that were used during the experiment.
Each detector requires different calibrations to extract the physical quantities of interest from the raw
data. In this thesis the uncertainties presented are one standard deviation except if stated explicitly

otherwise.

3.2 HRSs

Coincidence between the Right and Left High Resolution Spectrometers (HRSs) defined the main
(e,€'p) trigger for the data taking. During this analysis the reference time for all detected particles is
the electron detection in the s2m plane of the HRS. All the time-of-flight (TOF) that are presented in
this thesis are defined as a time difference between the signal in the relevant detector and the electron
reference time. Corrected TOF calculated based on the measured TOF minus the correction based on
the momentum and path length of the electron and proton (neutron) in BigBite (HAND). Absolute
time that calculated in the thesis is in respect to the reaction time. If different definition is used, it is

stated explicitly.

3.2.1 TDCs

The TDC units used to record the time in both HRSs were 1877 LeCroy with 0.5 ns time resolution
[59]. These TDCs have multihit capability and allow the measurement of up to 16 hits separated by
20 ns or more. We only used 6 hits.

The data acquisition mode for these TDCs was “common stop” in which each TDC channel gener-
ated a start and a delayed trigger signal defined a common stop.

For each HRS the scintillators of the s2m plane generated a timing signal. The s2m plane in each
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HRS is made of 16 different paddles. Different cables length and delays create offsets between the

timing signals created by particles that arrived simultaneously. The first calibration procedure was to

determine software offsets to compensate for these TDC offsets.
The calibration was done by looking at electrons detected in the HRS (for HRS left we used the
zp > 1 settings, and for R-HRS we used the zg < 1 settings). For the calibration, we used the

TOF between the s1 and s2m planes corrected using the path length and reconstructed momentum

(the momentum and path length were calculated from the VDC information). In Figure 3.1 the TOF

between sl and s2m before calibration is shown as a function of the s2m paddle number. The different

s2m paddle offsets can be clearly seen. In Figure 3.2 the same quantity is shown but after the offset

calibration. In Figure 3.3 the projection on the TOF axis is presented. As can be deduced from Figure
3.3 the TOF resolution was about 0.6 ns.
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Figure 3.3: The resolution of the TOF after the calibration.

3.2.2 VDCs, optics, and momentum reconstruction.

Reconstruction of the momentum and the interaction vertex of the detected particles is done using
the VDC’s information. Using the transformation matrix, hits on the focal plane in each HRS can be
transformed to position and angle at the target. The goal of the optical calibration is to determine
the values of these transformation matrix elements.

The calibration of the matrix begins by using the optics target. The optics target is a set of multiple
thin foils of 2C (13 for our setup) positioned at the center of the scattering chamber. The size and
position of the foils relative to the HRS are precisely measured. In Figure 3.4 vertex reconstruction is

presented while the actual foil position is marked with red triangles.
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Figure 3.4: The reconstructed position of the 13 thin Carbon foils of the optical target. The expected
position of each foil is marked by a red triangle.

During the calibration, matrix elements were varied to get the best agreement between recon-
structed and known positions.
The matrix elements responsible for reconstruction of the in-plane and out-of-plane angles are

calibrated using events scattered from a thin Carbon target that passed through a sieve slit plate
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inserted at the entrance of each spectrometer. In Figure 3.5 the sieve slit reconstruction is shown. The

hole locations are known from the spectrometers survey.
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Figure 3.5: Example of reconstruction with a sieve slit in the L-HRS. The intersections of the red lines
represent the expected positions as measured by the survey group.

The last set of matrix parameters for the momentum were calibrated using elastic scattering from
a thin Carbon target.

An additional calibration test was done using elastic scattering from a Hydrogen target for different
central momentum values of the spectrometer. In Figure 3.6 the elastic strip (correlation between the
in-plane scattering angle and the momentum of the scattered electron from elastic scattering process)

for different elastic kinematics setups is shown.
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Figure 3.6: Reconstruction of the in-plane scattering angle versus electron momentum for elastic
scattering events. The gap between the two strips is due to the momentum coverage of the HRS

settings.

Following the TDCs and optical calibrations, the detected particle can be identified. In Figure 3.7
the R-HRS corrected TOF (between sl and s2m planes and obtained assuming a particle with the

proton mass) is shown. Pions, protons and deuterons can be clearly identified.
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Figure 3.7: A typical TOF (time-of-flight between sl and s2m planes corrected to proton mass and
path length) distribution in R-HRS as obtained during the calibration runs.

During the production runs the fraction of reconstructed tracks from multihits events (multihit in
TDCs and multi bar hits) that passed the trigger and the cuts in the spectrometers was less than 0.5%
see Figure 3.8.
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Figure 3.8: Number of reconstructed tracks in LHRS after applying all (e, e’p) cuts (see chapter 4.2
for details).

3.3 BigBite

Most of the calibrations for BigBite were done using the two body H(e,e’p) reaction with the
elastically scattered protons detected by BigBite and the electrons by one of the HRSs. The elastic
scattering events were used mainly to calibrate the momentum reconstruction from the MWDC infor-
mation and to determine the absolute detection efficiency for protons. Some relative calibrations were

done during the production (due to the timing issues that are described in appendix A).

3.3.1 ADC/QDC

For the BigBite spectrometer, CAEN 792 QDC modules were used to record the pulse heights due
to energy deposited by particles in the BigBite scintillators. The QDC calibration is needed to remove
pedestals and align all QDC signals of equal strength to allow particles identification.

Following the pedestal calibration, the gain parameters for E and AE planes were varied in order to
match the proton’s “punch-through” point, point which corresponds to proton with enough energy to
pass through whole detector for all the E counters. This was done by first varying the high voltage for
the PMTs in order to increase (or decrease) the gain, following by a fine gain corrections by software.

In Figure 3.9, the two dimensional scatter plot shows the energy deposited in AE vs E plane, after
the QDC'’s calibration.

Due to the small thickness of the AE scintillators, the high momentum protons generate a small
signal. The particle ID was therefore done by using energy deposit in E plane and the reconstructed
momentum in the MWDCs.
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Figure 3.9: Energy deposit in AE plane vs E plane. Protons are clearly identified by their energy
deposit. With the increase of the protons momenta the energy deposited in AE plane decrease while
the energy deposit in E plane is increase up to the punch through point, point were protons have enough
energy to penetrate both planes. For protons with higher energy deposit in both plane gradually
decrease with the increase of the protons momentum.

3.3.2 TDC

The TDC information from the BigBite trigger plane was recorded using CAEN 1190 multihit
TDCs that have time resolution of 100 ps [60]. However, the time resolution was limited to 500 ps due
to the 1877 TDC [59], used to reconstruct the retiming signals in HRSs and trigger supervisor unit
(see appendix A for details).

In order to compensate for different wire length and electronic offsets, the relative timing between
the E and AE bars was adjusted by using particles that hit both a E and a AE. This is possible
because of the shift between the planes that create 4 cm overlap between bars. The drawback of the
method is accumulative error after each iteration due to the final resolution of each time measurement.
In order to overcome this, the calibration was started from the center of the detector (and not from
top or bottom) and in addition elastic scattering events were used to correct for the accumulated error
and to introduce a global offset. Simultaneously with the TOF calibration (using elastic scattering),
a position calibration was also performed. In Figure 3.10 a typical position distribution and a TOF

distribution are shown:
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Figure 3.10: Reconstructed position distribution of charged particles in an E plane bar (left) and TOF
of elastic protons (right) after the TDC calibration.

3.3.3 Wire Chambers

The position information from the MWDC is generated from signals induced on the wires and
recorded by 1877 TDC units (same as for the HRSs). These signals are used to determine the drift
time of charged particles between the position the particle hit the chamber and the wires, similar to
the VDCs in HRSs. The signals from the different wires have offsets due to different cable lengths.
The extraction of the hits locations is done by converting the drift time to distance, so the starting
time (or stop time) for all wires must be aligned in order to convert time to distance with the same
parameters for all wires. The alignment of the signals was done by adjusting the Ty parameter, that
stands for starting drift time in the MWDC, see Figure 3.11.
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Figure 3.11: A typical distribution of the drift time.
The commissioning of the BigBite with the MWDC, done prior to this experiment, included an
intensive study of the chambers and calibration of the actual wire spacing and time to distance conver-

sion. For the current experiment, the parameters and the conversion constants used are those based
on that study [54].
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3.3.4 Momentum / optics

Physical quantities such as the momentum of the particle, the hit position, the path length etc.
are reconstructed using the MWDC information. Reconstruction of these physical quantities is based
on an analytic calculation of the curvature of the particle trajectory in the magnetic field.

The information that must be supplied for this calculation is the geometry of the magnet, the
characteristics of the magnetic field, and the position of the magnet in the Lab coordinate system.

Figure 3.12 shows a photograph of the magnet and a drawing of the simulated magnetic field.
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Figure 3.12: Photograph of the BigBite magnet, taken from its back side (left) and the simulated
magnetic field of BigBite in the mid-plane of the magnet (Right).

The magnet was surveyed by the survey group during the experiment setup. The result of this
survey was introduced as geometrical constants that were added to the data base file used by the
analyzer software.

After the geometrical constants were supplied, a calibration of various offsets was done using
elastic scattering H(e, €'p) and comparing the expected momentum and angle based on the electron
information from the L-HRS. In Figure 3.13, the proton’s reconstructed momentum is shown versus

the expected momentum, as calculated from the electron measurement.
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Figure 3.13: Reconstructed momentum in BigBite vs expected momentum (elastic scattering on Hy-
drogen).

The momentum resolution for BigBite (Ap/p) is about 1.5% (one standard deviation). In Figure
3.14 two measurements of the momentum resolution are shown:

Left: Resolution is % A % ~ 1.5% for ~ 450 MeV /c protons.

Right: Resolution is % ~ g & 1.5% for ~ 650 MeV /c protons.
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Figure 3.14: The difference between the momentum transfer in H(e, ¢’p) and the measured momentum
in BigBite. Momentum resolution determined by elastic scattering with protons having momentum of
450 MeV /c (left) and 650 MeV /c (right).

3.3.5 Proton ID

Particle identification (ID) in the BigBite spectrometer was done in two ways. The first method
uses the energy deposited in the E plane and the reconstructed momentum in the MWDC. The 2D
plot of these quantities shows a clear bands for protons, deuterons, and minimum ionizing particles

(including noise), (see in Figure 3.15).
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Figure 3.15: Energy deposited in the E counters vs reconstructed momentum in BigBite. Below the
horizontal dashed line minimum ionizing particles and bad momentum reconstructed tracks are located.

The second method utilizes the corrected TOF. We calculate the difference between the measured
TOF and the expected TOF assuming the mass of the proton. We expect this corrected TOF difference
to be centered around zero. For heavier or lighter particles the TOF difference is non zero (example

on Figure 3.7).

3.3.6 Multi hits and hits matching

For each event, there are multiple tracks in the MWDC and multiple hits in the trigger plane
scintillator bars. As shown in Figure 3.16 for most of the events more than one bar produces a signal.

There are also approximately 2.5% of the events with more than 1 hit in the same bar (see Figure
3.17).
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Figure 3.16: Number of E counter hits per event during the elastic scattering run.
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Figure 3.17: Number of hits per event in each E counter.

Figure 3.18 shows, the difference between the position measured by MWDC and the position based
on the scintillator’s time measurement. The width of this distribution defines the resolution within
the MWDC tracks and the hits in the Trigger plane can be matched.
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Figure 3.18: Difference between hit position on the E plane as reconstructed based on the MWDC and
as reconstructed based on the E plane information. The left figure is for the dispersive direction and
the right figure is along the scintillator bar.

For each track, we checked if there was a E or AE bar located inside the region defined by the
resolution of the track. If there was a legitimate match, the track was recorded.

After the hit matching, the number of multiple protons in each event was reduced to ~ 2%.
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Figure 3.19: Number of reconstructed tracks with a matching hit in the E plane (data is from the 750
GeV/c settings).

3.3.7 The proton detection efficiency in BigBite

The BigBite detection efficiency is determined by the efficiency of the Trigger Plane (TP) scintil-
lators and the efficiency of the MWDC.

The TP in BigBite is composed of scintillator bars with very high detection efficiency (close to
100%) for charged particles. The efficiency of the MWDC is lower.

The absolute efficiency of BigBite was determined using low intensity elastic runs where we know
how many protons should reach BigBite based on kinematical considerations. These measurements
gave an efficiency of ~ 98%.

During the production measurements, the singles rate was increased to 1 MHz, compared to only
50 KHz during the elastic runs. The two orders of magnitude change in singles rates did not affect
the efficiency of the scintillators but it drastically reduced the overall efficiency of the BigBite. This is
mostly due to the inefficiency of the tracking algorithm for the MWDC at high rates.

The determination of the efficiency during the production runs was based on the measurement of
the *He(e, €/precoil) reaction. The TOF peaks with and without the requirement of the MWDC are
shown in Figure 3.20. The efficiency of the MWDC was determined by the ratio of the number of
events in these peaks. Combining this result with the efficiency of the TP, yields the overall efficiency
of BigBite for proton detection.
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Figure 3.20: Background subtracted TOF distributions for protons in BigBite. Left figure represents
TOF with track in the MWDC and right figure represent the TOF without requesting a track in the
MWDC.

To check the stability of the detection efficiency we divided the production period into sequential
groups of runs and determined the efficiency of BigBite for each group. Figure 3.21 shows the efficiency
of MWDC as a function of time during the production data taking runs.
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Figure 3.21: Proton detection efficiency of the MWDC during the production period. The run period
was divided into groups of 20-25 runs (presented in chronological order).

As the MWDC efficiency showed no dependence on time, a constant overall BigBite efficiency
(including trigger plane efficiency) of 73+1% was assumed.

The same efficiency determination was performed using the *He(e, ¢'pp) events, however the statis-
tics of the triple coincidence events is very low so the measurement was done for the entire production
period as one group with a large statistical uncertainty. The MWDC efficiency as determined in this

measurement was 77 & 6.5%.
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3.4 HAND

In the neutron detector all the physical quantities are derived from the absolute TOF of the detected
particles. For each photomultiplier (two per bar) we recorded the information in a TDC and an
ADC. The ADC information was used to determine the threshold (which impacts the absolute neutron
detection efficiency), and for the “time-walk” correction that improves the time resolution (see Chapter
3.4.3).

The BigBite TOF distributions can be corrected by using the momentum and the path length
of the detected particle known from the MWDC information. This is done in order to improve the
signal to random background ratio. In HAND we use only the TOF spectra to reconstruct all physical
quantities. Except during the full exclusive scattering from the Deuterium target, momentum and

path length correction are not possible.

3.4.1 ADC calibration and threshold determination

The energy deposition in the HAND scintillators was recorded using LeCroy 1881M ADC FASTBUS
units [61]. Similar to the calibration done for BigBite, all pedestals were aligned to zero. Figure 3.22

shows pedestals before and after the alignment.
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Figure 3.22: Pedestal distribution of HAND’s first layer scintillators. Left: before pedestal alignment,
Right: after.

To calibrate the ADCs, elastic scattering H(e, ¢’p) events were used. HAND was placed 15 m from
the target and the L-HRS was tuned to detect electrons that are accompanied by ~ 1 GeV/c protons
in the HAND direction. The kinetic energy of these protons was sufficient to punch-through 65 cm of
plastic scintillators.

The light production of a proton in the scintillators is converted into “electron equivalent”, MeVee.

This conversion is needed because the relationship between energy loss and light production is linear
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for electrons but for heavier particles it is non-linear, and unique to the particle species. The conversion
is done by Eq. 3.1 [62]:

Ty =-8-¢ %" 10951, (3.1)

where T, and T are the energy deposited by protons and electrons both in MeVee. The light
production is different for different layers due to different energy loss of the protons in the proceeding

layers. The energy deposition is summarized in Table 3.1:

| Layer | Proton Kinetic Energy [MeV] | Energy Deposit [MeVee] | ADC channel

Veto 480 11 660
1 469 27 1620
2 442 28.5 1710
3 413 29 1740
4 383 30 1800
) 353 32 1920
6 320 33 1980

Table 3.1: Energy loss in HAND counters

The calibration of the ADCs using the known proton energies from elastic scattering is needed to
determine the threshold value in MeVee. The threshold affects the absolute neutron detection efficiency.
Contrary to charged particles, neutrons deposit a broad range of energy in scintillators, between zero
and the full kinetic energy of the neutron. Setting the peak of the elastic protons at the ADC channel
as shown in Table 3.1, means that 5 MeVee corresponds to ADC channel number 300. In Figure 3.23

the energy deposition for elastic protons is presented.
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Figure 3.23: ADC distributions for elastic protons in layer 1 (left) and in the fourth layer (right). Shift
in the ADC peak position is clearly seen in agreement with the expected value.
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In addition to the software threshold set at ADC channel 300 as described above, there was a hard-
ware threshold determined by the HV and discriminator levels. The choice of value for the hardware
threshold is made by taking into account the efficiency and the background level. High levels will
reduce the background but also the absolute efficiency.

The hardware threshold is defined by the beginning of the drop in the ADC distribution caused by
requiring a TDC signal. In Figure 3.24 the ratio of ADC signal with/without TDC signal is shown.
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Figure 3.24: Hardware threshold. Ratio between number of events with TDC requirement to total
number of events, plotted vs ADC channel number.

In Figure 3.25 the thresholds for the second layer bars are shown.
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Figure 3.25: Example of the hardware thresholds values for the scintillator bars in the second layer.
Red points represent the left side PMTs and black represent right side.

The hardware level that was set on the discriminators was 30 mV (the minimum threshold for these

discriminator type is 15 mV). The hardware threshold in MéVee was controlled by changing the HV.
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3.4.2 TOF calibration.

Since all the physical quantities of the neutrons are derived from the TOF, the absolute calibration
of the time measurement and its resolution are crucial.

The time calibration was done using two methods. The first one is a calibration using cosmic
muons. In this method, a cosmic particle path between the upper and lower bar in the same plane
are used to calibrate the TDCs of all bars with respect to the upper bar. This procedure include the
correction to travel time of the muons between the bars. In the second technique, elastic scattering
from Hydrogen target, H(e, ¢'p), was used to aligned measured TOF from all bars with respect to the
reaction time.

For this calibration, we moved HAND 15 meters away from the target at 50°.

During this experiment, the last method was used to align all bars to the same time and the
calibration with muons was only for a consistency check.

The absolute time calibration of the HAND detectors was done using the H(e, €/p) reaction.

The chosen kinematics for the H(e, e'p) time calibration was:

Beam energy —2.257 GeV LHRS — 1.775 GeV / 27.5°

The momentum of the elastic protons was 1.067 GeV/c. As mentioned in the previous section this
momentum allows protons to punch-through 65 cm of plastic scintillators.

For these protons with known momentum the TOF in respect to reaction time is given by Eq. 3.2:

path pathproton

TOF =0.25- (T, + Tr) — 5136“0“ - 503 (3.2)

where $3, is the known velocity of the proton, path lengths are in meters, and 0.3 [+ is approximately
the speed of light.
In Figure 3.26, as an example, the TOF of one scintillator bar. The resolution (before pulse height

correction) is poor o =~ 1.2 ns. This poor resolution is due to the combination of the TDC resolution,
TOF resolution of the L-HRS, and the resolution of the signal used for the common stop (see appendix
A for details).
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Figure 3.26: TOF distribution of a single bar from layer 5.

3.4.3 Time Walk correction

To achieve the best possible resolution, pulse height information is used in order to correct the shift
in the measured time due to the pulse size. Notice that the time resolution is limited to 0.5 ns by
the TDCs resolution. The amount of energy deposited in the scintillators is distributed over a wide
dynamical range (especially for neutrons). Therefore, the output signals in the PMTs can vary greatly.
That can affect the time the signals pass the discrimination level. The “time walk correction” is done
in the offline analysis to compensate for the pulse height-time dependence.

When a larger signal arrives at the discriminator, the output signal will cross the discriminator
threshold faster than the output for smaller signals (the rise time is constant). To perform the pulse
height correction, the correlation between the time and energy deposition was measured. The data for
this measurement was taken from the production data because that data contained events with pulses
that covered a wide ADC range.

To establish the correlation between the time and the pulse height, the time-of-flight between each

PMT (Left / Right) and its reference bar was used. The reference bar for each scintillator was a bar
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that was located in front of it. Time-of-flight between them is defined by Eq. 3.3:

TDC -05- (T, + Tr) (3.3)

reference

where the first term is the time recorded in the inspected PMT and the second term is the time in the
reference bar.

One MUST apply a very narrow cut on the ADC and on the hit position of the reference bar in
order to eliminate time walk and attenuation affecting the reference time itself.

By looking on the TOF dependence of the energy deposition, a parametric function that corrects

for the time walk can be extracted, see Figure 3.27
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Figure 3.27: Dependence of the TOF on the energy deposition in the scintillator.

The function shown in Figure 3.27 is .

TDC=a-X"+c¢-X +d (3.4)

We fit the data to determine the a,b,c and d parameters [63].
The effect of this correction is clearly seen for the elastic measurements if we compare Figure 3.28

to Figure 3.26.
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Figure 3.28: TOF distributions for elastic protons. Left side for single bar (same as for Figure 3.26)
and Right side all bars combined.
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The time walk correction improves the signal resolution by factor of 2, from 1.2 ns as shown in
Figure 3.28 to o = 0.65 ns, after the pulse height analysis. The improvement in the time resolution
makes the TOF peak sharper and improves the signal to background ratio. This effect is demonstrated

for the deuterium target in Figure 3.29.
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Figure 3.29: Difference between measured TOF and expected TOF for neutrons in HAND. Data is
from the d(e,€’pn) reaction. The impact of the pulse height correction, an increase in the signal to
background ratio due to a narrower peak. Red line before time walk correction and black after.

3.4.4 Position Calibration.
The position along the bars can be extracted from the time difference between the left and right

sides of the scintillator bar, Eq 3.5:
POS =a-(TDC, —TDCR)+b (3.5)

where a and b are constants that depend on the light propagation velocities and the bar length.

The determination of these two constants is done by fitting the measurement to the simulated
position. Simulation of the position was done by taking uniformly distribution between —50 and 50
cm and smearing it with Gaussian (0 = 10 cm). This width was determined from the TOF resolution.

The result of the measurements and simulation are shown in Figure 3.30.
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Figure 3.30: Position distributions for different bars. Red histogram represent the simulation.

3.4.5 Neutron ID

Neutral particles do not generate signals directly in scintillators. Rather they knock out protons
or other charged particles by nuclear reactions. These charged particles deposit their energy in the
scintillator’s material and produce light [64].

In this experiment due to the large luminosity and the large solid angle of HAND, the recoil
neutrons signals are accompanied by a large background of charged and neutral random particles that
hit the detector.

The pulse height and its timing recorded by ADCs and TDCs, respectively, are not sufficient to
identify the particle type. Moreover, the high energy charged particle can hit several layers and generate
artificially multiple hits. To overcome these obstacles, we developed a neutron detection algorithm.
The algorithm is similar to the algorithm developed for the previous SRC experiment (E01-015). In
this algorithm, we use “blocking bars” in order to define a signal as a neutron [65]. A particle is defined
as a neutron if it produces a hit in a bar but no signal is observed in any bars in front of it within a time
window of +8 ns (this value is based on the time resolution of HAND and on the physical time needed
for a particle to pass through the bars. Other values of the time window were tested and for larger
and smaller values, the number of neutrons decreased). In Figure 3.31, examples for the blocking bars

algorithm are presented.

72



Figure 3.31: Example of blocking bars algorithm. Horizontal red line represent the center of the
detector aligned with the target center. Rays pointing from the target to extreme corner of the
scintillator bar are marked in green. These rays define the maximal and minimal angles in which the
investigated bar can be seen from the target. Based on these angles blocking bars that are in line of
sight between the target and the investigated bar are defined.

A special case of the neutral particles are photons that reach the detector. Most of the photons
generate showers from the lead wall and can be identified by the Veto layer that serves as a blocking
plane for the first layer. Moreover, the small number of photons that hit the scintillator bars could
be easily identified based on their TOF (actually the gamma peak is very important and was used for
the absolute time calibration of the detector). This blocking bars algorithm removes charged particles,
but since HAND consists of many bars (and multi hit TDCs) there can be a number of “neutrons”
identified in each event. In Figure 3.32 and 3.33, the number of neutrons per event is presented for
500 MeV /c and for 750 MeV /c settings respectively. These multihit events have the same number of
neutrons under the TOF peak and in the background region, so we assume that the contribution from

the double counting can be eliminated by the background subtraction.
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Figure 3.32: Number of multiple neutrons per event at the 500 MeV /c kinematics.
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Figure 3.33: Number of multiple neutrons per event at the 750 MeV /c kinematics.

The effect of multi neutron events is also taken into account in the absolute neutron detection

efficiency determination presented in the following section.

3.4.6 Neutron Detection Efficiency

The neutron detection efficiency is crucial in determining the number of (e, €'pn) triple coincidence
events. The measurement of the efficiency is done using fully exclusive scattering from the deuterium
(LD2) target and detecting all three outgoing particles in the d(e,e’pn) reaction. The d(e,e'pn)

efficiency measurements were divided into two groups. First group correspond to ppiss of about 250
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MeV/c (“low”) and second for pmiss ~ 450 MeV/c (“high”). In case of exclusive scattering from
d(e, e’pn) the size of the missing momentum is equal to the size of the neutron momentum p,.

Low momentum kinematics (pmiss = 0.25 GeV/c):

e Beam energy = 2.257 GeV.

e LHRS: central momentum =0.899 GeV/c, angle = 56° (protons).

e RHRS: central momentum = 1.850 GeV/c, angle = 14° (electrons).
High momentum kinematics ( pmiss = 0.44 GeV/c):

e Beam energy = 1.16 GeV.

e LHRS: central momentum = 0.7642 GeV/c, angle = 54.5° (protons).

¢ RHRS: central momentum = 0.78% GeV/c, angle = 14° (electrons).

The rate of neutrons with momentum greater than 0.44 GeV/c is very low and practically could not be
measured during the current experiment. We extrapolated the efficiency measurement to the higher
neutron momenta measured during the production. The extrapolation was done using the Kent State
University simulation [66] that was tested in various experiments and is considered reliable for neutrons
up to 1 GeV/c.

We use following cuts to obtain the neutron TOF peak in the d(e, e’pn) measurement:

1) Nominal HRSs cuts for the (e, e’p), see Chapter 4.1.

2) Coincidence time between LHRS and RHRS — used to eliminate the random background.

3) Missing mass of d(e, e’p) reaction — to remove the contribution of inelastic scattering and pion
production that can effect the absolute neutron detection efficiency, see Figure 3.34.

4) Angular direction of missing neutron pointing toward HAND. To determine the efficiency, we
need to know how many neutrons were detected out of the neutrons that enter the detector based on
the d(e, 'p) kinematics.

5) Vertex cut — eliminate the contributions from the aluminum walls of the target cell.

6) Vertex difference between the HRSs — to reduce the random coincidence events.
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Figure 3.34: Missing mass for d(e, ¢'p) channel during the LD2 measurements.
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The number of d(e, €'p) events was extracted from the py,;ss distribution and the number of d(e, €'pn)
from the TOF distributions of neutrons (with the cuts specified above).

The measured neutron TOF distributions for d(e,e’pn) are shown below in Figure 3.35 for the
“low” and the “high” missing momentum kinematics. For the low momentum settings, we have lower
temporal resolution because we were not able to use the time information from HRSs (there was a
problem in TDCs configuration of the FASTBUS) during the time this was measured.
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Figure 3.35: Corrected TOF spectra for low (left) and high (right) settings for the HAND efficiency
measurements.

In this experiment, the best achieved resolution for neutron TOF was 1.5 ns, identical to the
previous SRC experiment, and close to the best possible of 1.27 ns. This limit (1.27 ns) is due to the
thickness of the scintillator bar. The thickness of the bars is 0.1 m and they were located 6 m from
the target. This mean that we have uncertainty of 0.1/6. The TOF for ~ 250 MeV /c is about 76 ns
(76/60 ~ 1.27 ns).

To estimate the number of d(e, €'pn) events in the “low” settings, we counted the number of events
between —5 and 10 ns.

The efficiency was calculated as a ratio of the number of detected d(e,e’pn) events out of the
expected based on the number of d(e, €’p) events. The angular cut was determined to be +4° in the
in-plane angle and £14° in the out-of-plane angle. A larger angle range reduces the efficiency of HAND,
see Figures 3.36 and 3.37.
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Figure 3.36: The in-plane angle based on the reconstructed neutron in HAND versus the recoil angle
based on the HRSs reconstruction (d(e, e’pn) exclusive scattering).
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Figure 3.37: The out-of-plane angle based on the reconstructed neutron in HAND and the recoil angle
based on the HRSs reconstruction (LD2 exclusive scattering).

Using all cuts stated above, the absolute neutron detection efficiency measurement is plotted on

Figure 3.38:
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Figure 3.38: The absolute neutron detection efficiency.

A simulation with the code was using a for threshold values of 5 MeVee, which is equal to our

software cut (hardware threshold was ~ 3 MeVee). The simulation for the neutron detection efficiency

shown in the figure is scaled by ~ 1.35. In the previous experiment, a factor of 2 was used to match

data and the simulation. For the production data, the minimal momentum is ~ 350-400 MeV/c.

Above this region, the efficiency is fairly constant. We analyzed the production data assuming the

neutron detection efficiency is constant and equal to 40 + 1.4%.

The efficiency measurements were done prior to the production run, so in order to make sure that

the neutron detection efficiency stayed at the same level we monitored the background level during

the production. We expect that the neutron background level under similar running conditions, like

7



beam energy, current etc, to be constant. Monitoring the background level gives indications regarding
the neutron detection efficiency stability. The runs that were marked as bad by shift workers (after
verification) and runs that have abnormal background level were excluded from the analysis, see Figure
3.39.
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Figure 3.39: Normalized background level versus run number. Runs from 500 MeV/c are on the left
and runs from 750 MeV /c setting are on the right side. The arrows represent the change between
different kinematical settings. The runs within the average +20% are taken for the analysis. These
data already exclude corrupted runs, such as with no signal.

At the beginning of the production time we used different beam currents and we had large fluctu-

ation in the background as shown in the left side of Figure 3.39.

3.4.7 Absolute timing and momentum calibration

TOF calibration with elastic scattering was the first step, which allowed a relative time calibra-
tion. The final absolute time calibration was done using the exclusive triple coincidence d(e, €'pn)
measurement with an identical electronics settings as during the production measurements. For the
efficiency measurement, the RHRS was used as an electron arm and defined the time, and during the
production, this was done by the LHRS. For the efficiency measurement, the statistical uncertainties
are important therefore these were done with zp < 1 kinematics. For absolute time determination,
many fewer events are required. Switching the polarity between the spectrometers is needed in order
to perform measurements at large x Bjorken (zp > 1). This polarity switch introduced an unknown
global offset in the timing circuit due to different cable lengths between the leading signal (electron
coming from the Left or Right HRS) and HAND, that need to be determined with a known process.
The kinematics that was used for the triple coincidence d(e, ¢’pn) measurement to define the absolute

time.

‘ Beam Energy [GeV] ‘ Protons momentum ‘ Proton angle ‘ Electron momentum ‘ Electron Scattering angle ‘
| 4.46 | 0.952 | 425 ] 3.95 | 16 |

Table 3.2: Absolute time measurement kinematics.
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An additional difficulty, during all the measurements with large xp, is the large random background
and small signal. In Figure 3.40 the measured TOF distribution in HAND for d(e, e’pn) reaction is

presented.
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Figure 3.40: The TOF distribution measured in HAND from Deuterium target. The red circle marks
the gamma peak and the blue represents recoil neutrons.

In case of exclusive scattering from deuterons, the momentum of the neutron is known to be
the measured —ppiss of the d(e,e’p) reaction. TOF signal can be corrected using the reconstructed

momentum of the neutron, Figure 3.41 show the corrected TOF.
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Figure 3.41: Difference between measured and expected TOF of neutrons for scattering from deuterium
target after changing to xp > 1 kinematics. This measurement used for absolute time determination
for HAND.

The TOF resolution of ¢ ~ 1.5 ns was determined by fitting the distribution presented in Figure
3.41 to a Gaussian plus a constant background.

In addition to the TOF calibration based on exclusive scattering from the Deuteron target, we can
check the position of the gamma peak in the spectrum. In Figure 3.40, this peak is clearly seen at
TOF ~ 20 ns, much sooner than the neutrons. In that figure, the gamma peak is identified in the
triple coincidence reaction, but it also can be clearly identified in the double coincidence (e, €' Precoil)s

see Figure 3.42.
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Figure 3.42: Absolute TOF spectra measured in HAND in respect to reaction time. The gamma peak
identified for the three production kinematics. Top plane is for 500 MeV /c settings, middle for 625
MeV /¢ and bottom for 750 MeV/c. The peak positions with their uncertainties are shown near the
peaks.

=

The exclusive d(e, €'pn) measurements are time consuming due to very low rate, so there was only
one such measurement prior to the production run. However, the recoil gamma can be measured during
the production with the *He target. This fact allow for a stability check by looking at the gamma peak

position during the entire experiment as shown in Figure 3.43.
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Figure 3.43: Gamma peak position in [ns/meter| vs. run number. The arrows represent the change
between different kinematical settings.

Most of the data is within 3.3 ns/m +20%. Runs with gamma peaks identified out of this range

were not used for the analysis.

3.4.8 Neutron Momentum reconstruction

After the absolute time calibration of HAND, based on TOF information, the momentum of the

detected neutrons can be reconstructed using the relation, Eq 3.6:

P = (0':)2 : (3.6)
d
where m is the neutron mass, ¢ the TOF and d the distance from the target to the detector.
In Figure 3.44, the neutron momentum reconstructed from TOF using the equation above is plotted

versus the missing momentum for the exclusive d(e, €'pn)reaction.
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Figure 3.44: The neutron momentum reconstructed from TOF vs. the expected momentum based
on the HRSs (left). The difference between pyiss and reconstructed neutron momentum, Ap (right).
Scattering is from a liquid Deuterium target.
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3.4.9 Event Mixing / background

During production running, there was a large random background in the neutron TOF spectra
that must be taken into account. To count the number of recoil neutrons, we need to subtract from
the total number of events in the peak the number of background events. The number of background
events can be estimated by taking the background level measured out of the peak region. However,
some of the physical quantities we are interested in like momentum and the missing mass depend on
the TOF and can not be calculated in the out of peak region. For example, momentum in the time
shorter than 20 ns is not defined since it corresponds to a time shorter than that needed for light to
travel 6 meters from the target to HAND. To subtract the random background in these cases, we need
to use a different approach. This is done using event mixing technique which allow is to estimate the
background level independent on the variable of interest. In the event mixing procedure we use actual
data and mix different particle from different events, so we know that the output of the mixing is a
random background. The information for the knocked-out proton ((e, €'p) reaction) is taken from one
event and the information for the recoil neutron from all other events, except the one that is used
to define the knocked-out proton. In the text below we describe the algorithm for the mixing with
an example based on the 750 MeV /c kinematics. In addition we verify that the mixing algorithm is
consistent with the simulated random background.

The simulation was done in the following way:

1) We take protons from ((e,e’p) events) (For the example shown below the 750 MeV /c data set
measurement).

2) We simulate neutrons ((e, e’pn) events) by generating neutrons back to the pmiss of the (e, e’p)
reaction with a smearing momentum assuming a Gaussian with a width of 100 MeV/c in each axis
(based on the experimental result, discussed in section 4.4).

3) We generated a random background in HAND by making uniform distribution of particles in
TOF and uniform distribution in the spatial acceptance of the detector (£4° in and +14° out of the
scattering plane).

4) We combine the “signal” and the “background” events with a known ratio.

5) We generate background by mixing events using the algorithm described above (taking protons
from one event and recoil neutrons from all others).

The example for event mixing algorithm and comparing it to the simulated background is presented
below.

In Figure 3.45 shown simulation for neutrons TOF distribution obtained by (e,e’p) events from 750
MeV /c kinematics and applying step #2 above. In addition we simulate a flat background (step #3)
and than combine both (step #4).
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Figure 3.45: Simulated TOF distribution in HAND. Background (red dashed line), SRC recoil neutrons
generated using (e, €'p) data for 750 MeV /¢ (blue dashed line) and the combine distribution (black
line).

In the last step (#5) the event mixing is performed in the TOF range of interest. In this example
we took a range from 25 to 45 ns. If the event mixing is done directly on the black distribution of
Figure 3.45 than the shape of the mixed events remains same. In order to prevent this, we assign
weight to each TOF bin in order to generate a flat background,

In the event mixing from the simulation we know exactly for each event, if it is a signal or back-
ground event. We compared the mixing output to the expected background distribution. The physical
quantities such as the opening angle and CM momentum for pure signal and for pure background are
used.

The results of the simulation and event mixing algorithm are shown in Figure 3.46.

The black line represents the pure simulated signal of neutrons (no background). The red line in
the figure represents the pure background distribution from the simulation, while the blue line is after
the event mixing procedure as described above. Thus, we expect that the background events generated
by the uniform distribution will be identical to events distribution resulting from the mixing and this

can be verified in Figure 3.46.
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Figure 3.46: Distribution of the simulated CM of the pair in the y direction in Lab coordinate system
(y direction is almost aligned with the direction of the detected particle in HAND). Black histogram
— pure neutrons signal simulated based on the (e, ¢'p) events from 750 MeV /¢ kinematics, Red — pure
BG distribution, Blue — mixed events. See text for more details.

One important precaution should be taken during the events mixing algorithm. If the mixing is
applied directly on the TOF distribution of Figure 3.45 (black line) than the resulting mixing will
give wrong results. The shape of the TOF and physical quantities would be similar to the original
shape. This happens because there is more events under the peak than the mixing will be biased to
this events. In order to remove this bias, we normalized the number of events for each bin in TOF to

the height of the random background, for the simulation it was taken as red dashed line of Figure 3.45.
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Chapter 4

Results

4.1 “He(e,c'p) Event selection

Following the calibrations of the detectors, the next step in the analysis was the selection of the
events. The basic data set is the double coincidence *He(e, €/p) events from T5 triggers. The first set

of cuts that were applied on the data defined the acceptance of the spectrometers. The nominal cuts
are:

e in-plane angle +30 mrad, see Figure 4.1.
e out-of-plane angle £60 mrad, see Figure 4.1.

e momentum acceptance +4.5%, see Figure 4.2.

These cuts were applied to the electrons in the L-HRS and the protons in the R-HRS.

R-HRS

In-plane angle, ¢ [rad]

0.1 ~ o 0.05 0.1
Out-of-plane angle, 6 [rad]

Figure 4.1: In plane angle vs out of plane angle for R-HRS. Acceptance are marked with the black
lines.
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Figure 4.2: Momentum acceptance of the R-HRS. Vertical lines represent the applied cuts (identical
to the nominal acceptance cut). Similar cuts were applied to the L-HRS.

As already mentioned, the trigger was generated from a coincidence between signals from the left
and right HRSs. However, the electronic coincidence time can be improved by calculating the actual
time difference between the RHRS and the LHRS. The LHRS detected electrons, and therefore the
time of its signal (with respect to the time of the reaction in the target) depends only on the path
length of the particles (8 ~ 1). For the RHRS, the time also depends on the momentum of the hadrons
(in our kinematics 0.75 < § < 0.83). In Figure 4.3 the measured coincidence time is presented. The
coincidence time resolution after the path length and momentum correction was ~ 0.6 ns and we

applied a cut of +30. Figure 4.3 shows an example from a run with a LD2 target.
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Figure 4.3: Coincidence time after the correction between HRSs. Left figure results from scattering
from a Deuterium target and right figure is coincidence time for the 750 MeV /c *He production data
(no additional cut applied). The 2 ns beam structure is clearly seen in both figures.

The next cut that was used is the cut on the reconstructed vertex. The ‘He was contained in an
aluminum cylinder. In order to remove the contribution of the Al(e, ¢’p) events, we applied a cut to

remove scattering events from the cell end caps; see Figure 4.4.
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Figure 4.4: Vertex reconstruction based on the L-HRS. Target walls are identified and a software cut
removed their contribution.

The target length was 20 cm, the cut applied was £8.1 cm. The vertex resolution of the HRSs was
~ 1 cm. The choice of the above cut removed the contribution from the wall and treated as systematic
error of less than < 3% under all measured conditions.

The random background from scattered electrons from one event and protons from another was

reduced by cutting on vertex difference between L-HRS and R-HRS, as shown in Figure 4.5.
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Figure 4.5: The difference between the vertex reconstructed by the L-HRS and the R-HRS. The cut
shown was used to remove random background.

The applied cut on the vertex difference was +3.2cm.
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4.2 The semi-inclusive (e, ¢'p) reaction.

The cuts on coincidence time and on the vertex information are sufficient for selection of protons
in the R-HRS. No additional PID cut is required. In Figure 4.6 the beta distribution (measured
using the time difference between the sl and the s2m planes) of the events in R-HRS for the highest
missing momentum setup is presented. In this kinematic we have the largest contamination from pions.
However, it is clear that the cut on the coincidence time and the vertex position are sufficient to reduce

the non proton contribution.

£ No cuts | £ 800~ With Cuts
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Figure 4.6: Beta distribution for 750 MeV /c. Left figure show the spectrum before the cuts on coinci-
dence time and vertex were applied. Right figure show the events after the cuts were applied.

In order to investigate the SRC region, in addition to the basic event selection cuts, additional
physical cuts are needed to suppress the contributions from competing processes. These cuts are
intended to remove the contributions from events with a pion (or A) produced. That reaction becomes
accessible for missing energy larger than 140 MeV. In this analysis, we followed the procedure described
in details in Ref. [33] and used a cut on the w — y scaling plane to remove the contributions from the
pion and A. Similar to the xp variable that represents the momentum fraction carried by struck quark
in a deep inelastic scattering (DIS) process, the y-Scaling variable is the equivalent when considering
nucleons in nuclei (i.e. hadrons instead of quarks). Here we used the derivation of y-Scaling variable
for the A(e, e’p)A — 1 reaction as defined in Ref. [33]:

(T, w) = [(MA +w)yJA2— M3 W2 - JA] /W2 (4.1)

where W = /(M + w)® — 2 is the center-of-mass energy, A = (M3_, — M? + W?) /2, M4 and
M4y are masses of the initial and recoil systems respectively, w and ¢ are energy and momentum
transfer of the virtual photon.

The missing energy of the reaction should be large enough to accommodate the kinetic energy of
the recoil nucleon (for the 750 MeV /c momentum of the recoil nucleons, the kinetic energy is ~ 250
MeV). In the kinematic of this experiment, there was not a pronounced separation between the nucleon
and A regions. Choosing large xp suppresses pion/A production. Nevertheless we used a cut on the
w — y plane instead of a cut on zp. In general the positive values of y scaling parameter corresponds
to xp < 1 and negative to zp > 1. The choice of this cut instead cutting on zp was done following
previous analysis [33]. In this previous analysis a number of similar cuts were tested and the separation
from the delta region was optimized. We also estimated our ratios based on other similar cuts, but all

results were the same within the uncertainty limits (see section 4.10).
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Figure 4.7: A plot of energy transfer versus the y scaling variable. Example from 500 MeV/c, a cut
that separates the nucleon and the possible A regions. Positive values of y scaling corresponds to
xp < 1, where the A production is not suppressed.

The two-dimensional cut on w — y plane removes the large missing energy events in the *He(e,e’p)

reaction that are most probably related to the A-production region; see Figures 4.8, 4.9 and 4.10.
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Figure 4.8: (e, e'p) Missing energy distribution for 500 MeV /c. Red distribution represents the events
with w — y cut. Dashed line represents all events.
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Figure 4.9: Same as Figure 4.8 for 625 MeV /c.
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Figure 4.10: Same as Figure 4.8 for 750 MeV /c.

In Figures 4.11 and 4.12, the effect of the w — y cut (show in Figure 4.7) on the distributions for

the kinematical variables, 25 and Q? is shown.
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Figure 4.11: Number of events versus xp. The histograms shows the distributions with/without
(Red/Black) cut on w — y. The w — y cut is as shown in Figure 4.7.
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Figure 4.12: @Q?distribution. Red/Black with/without cut on w — y as shown in Figure 4.7.

Even with the w — y scaling cut, there is contamination from pion production as shown in Figure
4.13. This is important for extracting the *He(e, 'pp)/*He(e, €/p) and *He(e, ¢'pn)/*He(e, e'p) triple
to double ratios (see section 4.8), because we wish to avoid changes in the ratio due to contamination
of the denominator by pion production. To do so, we add a cut on the missing mass to be below 1
GeV.

The missing momentum coverage of the three kinematics for this experiment is shown in Figure
4.14.
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Figure 4.13: (e, €'p) Missing mass distribution. Dashed line represent all (e, e'p) events. Red are events
coming from the (e, e'p) region in the w —y scaling plane. Blue is from the excluded region in the w —y
plane.
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Figure 4.14: Missing momentum distribution for three kinematical setups of the experiment. Total
number of (e, e’p) event for each kinematics are presented with the cuts listed below.

To summarize, the cuts that were applied in order to select *He(e, €'p) events are:

e HRSs acceptance cuts.

L-HRS/R-HRS Coincidence time cut.
e A cut on the vertex.

Vertex difference between LHRS and RHRS.

e w — y scaling cut.
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e Missing mass cut (will be discussed in section 4.6).

4.3 *He(e, ¢'pn) Triple coincidence events.

For the (e, e'p) events that passed the selection cuts we produced TOF distribution for neutrons
in HAND (and protons in BigBite) simultaneously to identify a recoil neutron (proton). The TOF
distributions and the momentum reconstruction for the three measured kinematics are presented in
Figures 4.15, 4.16 and 4.17.
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Figure 4.15: TOF distribution and reconstructed background subtracted momentum distribution for
neutrons at 500 MeV /c.
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Figure 4.16: Same as Figure 4.15 for 625 MeV /c.
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Figure 4.17: Same as Figure 4.15 for 750 MeV /c.
As can be seen in Figures 4.15, 4.16 and 4.17, with increasing missing momenta the main TOF

peak is shifting to shorter time, and the neutrons have a larger reconstructed momentum. The width

of the peaks also reduces as the missing momentum increases.
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The TOF distributions have a large background to signal ratio that does not allow us to investigate
the physical quantities on an event by event basis. However after background subtraction (see below)
the total number of recoil neutrons can be determined.

In order to count the number of triple coincidence events, we applied an angular cut £4° (in-plane)
and +£14° (out-of-plane) and a cut on TOF. The former was required for determining the solid angle
for the protons (BigBite) and neutrons (HAND) detection. The latter was set to be between 30 and 60
ns, corresponding to neutron momenta between 300 and 900 MeV /c. To determine the total number
of real triple coincidence *He(e, ¢’pn) events, subtraction of the random background was performed.
We assumed a flat background; the background has a slight negative slope, which is negligible in the

relevant region of the cut. The net real triple coincidence events were defined as:

Net = (S + B) — (B/n) (4.2)

ANet = /(S + B) + (B/n)” (4.3)

where Net is the background subtracted net number of (e, e’pn) events, (S + B) is the total number of
events in the peak window, B is the number of events outside the peak while n is the ratio between the
width of the background and the peak windows. In order to reduce the contribution to the statistical
uncertainties from the background (B), the background level was measured in a wider range than the
signal range and than normalized. The range for background was take from both sides of the peak,
between —90 — 10 ns and 150 — 250 ns. The number of *He(e, €/pn) events are given in Table 4.1 with

their statistical uncertainties.

Kinematic setup ‘ #(e, e'pn) measured ‘ #(e, ¢'pn) efficiency corrected

500 MeV /c 107 £ 20 267.5+£51
625 MeV /c 66 + 14 165 £+ 35
750 MeV /c 50 £ 13 125 4+ 33

Table 4.1: Number of triple coincidence “*He(e, ¢'pn) events.

4.4 CM motion of the pairs

One of the important physical quantities describing the SRC pair is its center of mass momentum
(CM). This quantity is not affected by the FSI between nucleons in the SRC pair and can only be
modified by the FSI with the residual A — 2 nucleons.

The CM momentum is defined as:

ﬁcm = ﬁmiss + ﬁrec (4-4)

Based on the previous investigations of the exclusive scattering, we measured the CM momentum in a
coordinate system that has one axis (z) along the piss direction. Our kinematics select nucleon pairs
with large relative momenta. The probability to find such high relative momentum in the nucleus
decrease as the momentum increase. There is alternative way to find high momentum nucleon in the
nucleus i.e. combining lower relative momentum (higher probability) with CM motion in the same
direction, see Figure 4.18. This can create a biased shift in the CM momentum in the pumiss direction

while the orthogonal directions to ppiss are centered around zero.
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Figure 4.18: Two examples how a high momentum nucleon can be produced. (a) High relative mo-
mentum (b) Lower relative momentum (black arrow) plus contribution from CM momentum (red
arrow).

The reconstructed CM momentum distributions are shown in Figure 4.19:
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Figure 4.19: The number of events as a function of the x, y and z components of fey distributions.
z and y directions (top left and right respectively) are orthogonal directions to PFmigs and z (bottom)
along Pmiss. The distributions shown here are for the 750 MeV/c kinematics.

The measured CM momentum distribution is not the actual momentum distribution of the pair,
since the measured distribution is truncated by the finite acceptance of HAND. In order to find the
actual CM momentum, we performed a simulation by taking (e, €’p) events and simulated the recoil
neutron with different values of CM momentum. By applying the acceptance cuts on the simulated
events, we truncated the CM momentum extracted from the simulation and compared it to the mea-
sured CM. The intersection between the output of the simulation and the measured values was found.
In the CM simulation, we assumed a Gaussian distribution with the same width for each axis (along
the Pmiss and in the orthogonal directions). In addition, we repeated the above simulation, however
this time we added an additional shift to a simulated neutron along the fpiss direction. The results of

the simulation are presented in Figures 4.20,4.21 and 4.22.
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Figure 4.20: The measured width as a function of simulated width in the y direction. The horizontal
lines show the measured width of the pe,, distribution with its uncertainty band, +o, (see text below
for details). The solid curve corresponds to the simulation without applying the cut on the TOF. The
different colors and shapes of the points are explained in the text below.
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Figure 4.21: Same as Figure 4.20 but for the = direction.
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Figure 4.22: Same as Figure 4.20 for the z direction (along Pmiss)-

The above three plots are taken from the 750 MeV /c settings. The different points colors/shapes
in the above figures represent different constant shift in the ppiss direction from zero up to 50 MeV/c
in 10 MeV/c steps. Blue squares differs from all other by having unphysical (much larger than the
expected CM momentum) shift of 150 MeV/c in the piniss direction. It is clearly seen that the effect of
different shifts is negligible. Due to limited statistics we can not determine if there is any actual shift,
so in this thesis we ignore the shift. The solid line corresponds to the simulation without applying
the cut on the TOF distribution of neutrons (in other words, there is no cut on neutrons momenta
between 300 up to 900 MeV/c) . The result is as expected, and the effect of this cut is significant only
in the ppiss direction. The horizontal lines represent the actual measurement: average and +o lines.

The difference between the simulated and measured widths shows the effect of the finite solid angle

of HAND. All the values for CM are summarized and plotted in Figure 4.23:
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Figure 4.23: Different colors represent different spatial directions; Red points — x direction. Blue points
— y direction. Green points — z direction. Different symbols are for three kinematical setups; squares
are for 500 MeV/c, circles for 625, and triangles for 750 MeV /c.

We estimate the width of the CM momentum to be the weighted average of these measurements,
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which is 100 £ 20 MeV /c. This value is similar to the estimated by Perugia theoretical group [18].

4.5 Opening angle

One of the direct measures that identify the 2N-SRC is the opening angle between piiss and Prec.
In this analysis, the opening angle was used as a way to normalize the mixing event distributions to
the data. As described in the previous sections, this normalized distribution represents the random

background level. In Figure 4.24, an example of opening angle for the 625 MeV /c kinematics is shown.
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Figure 4.24: Opening angle distribution measured during the 625 MeV /c setting. Black histogram:
signal and background. Blue histogram: opening angle for events in the off coincidence time region.
Red: opening angle for events obtained using event mixing.

The combined opening angle distribution between neutrons and pmiss for 750 and 625 MeV/c

kinematics is shown in Figure 4.25:
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Figure 4.25: Opening angle for 625 and 750 MeV /c setups. Red line represent the random background
from mixed events. Solid line is the opening angle based on the simulation with ¢ = 100 MeV/c in
each direction with a mixture of flat random background.

4.6 Missing mass

The missing mass distributions also indicates the state of the residual A — 2 system. For the
“He(e, ¢'pn) reaction, the residual A — 2 system consists of one proton and one neutron. Thus the
missing mass distribution should be around the deuteron mass. The missing mass is calculated using
Eq 4.5:

M = \/(W + mye — Ef - En)2 - (5_ _’f _ﬁn)2 (45)

where my, is the mass of the Helium target, £y (p) and £, (py,) energy (momentum) of the knocked-
out proton and recoil neutron, and w and § are the energy and momentum transfer.

Figures 4.26, 4.27 and 4.28 show the missing mass distributions for the three kinematics:
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Figure 4.26: Missing mass distribution for *He(e, e'pn) reaction at 500 MeV /c.
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Figure 4.27: Same as Figure 4.26 for 625 MeV /c.
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Figure 4.28: Same as Figure 4.26 for 750 MeV /c.

The missing mass distribution at 750 MeV/c has more events for M,,;ss > 2 GeV, correspond to
m > mg + my . To reduce this contribution, we apply an additional cut on the missing mass of the
(e, e'p) reaction. The cut was Mpyiss < 1 GeV, see Figure 4.29. Although this cut does not have any
affect on 500 MeV /c and 625 MeV/c kinematics, we also apply it for consistency.
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Figure 4.29: (e, e’pn) missing mass versus (e, €'p) missing mass for 750 MeV /¢ kinematics. Vertical
red line represents the cut on (e, e’p) missing mass in order to suppress the pion production channel
in the triple coincidence events.

4.7 Triple coincidence events “*He(e, ¢'pp)

Protons in BigBite were identified by their corrected TOF spectra and comparison to an energy
deposited in the trigger plane vs reconstructed momentum from MWDC. The signal in BigBite was

very clean so that all detected particles after the cuts are protons, see Figure 4.30. Similar to HAND,
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the number of (e, ¢/pp) events was determined by counting the number of the events in the TOF peak.
However, in BigBite case the TOF was corrected using the proton momentum and path length to
improve the signal to background ratio (and as additional method for proton identification as stated
above) as shown in Figure 4.31.

Cuts on in-plane and out of plane angles (+4°, £14°) and on the momentum from 0.3 GeV/c to
0.9 GeV/c were applied to match the acceptance of HAND. An additional cut on the retiming signal
was applied (as discussed in the appendix A).
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Figure 4.30: Energy deposit vs momentum in BigBite. Black circles are events that also pass the cut
under the TOF peak.
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Figure 4.31: Difference between expected TOF and measured for protons in BigBite. Correction is
made by assuming that the particle has a proton mass.

From the Figures 4.30 we can see that most of the background events are random protons, and the

background level as seen in Figure 4.31 is small.
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During the production in the first kinematics (500 MeV/c) we had timing problems that affected
the data acquisition of the BigBite TDCs. This caused a loss of about half of the statistics for this
“He(e, ¢'pp) setup.

‘ Kinematic setup | #(e, €'pp) measured | #(e, €'pp) efficiency corrected

500 MeV /c 7.54+32! 10+4.3
625 MeV /c 2045 27 +£6.7
750 MeV /c 22.5+5.2 304+7

Table 4.2: Number of triple “He(e, ¢'pp) coincidence events.

Similar to the (e,e’pn) channel, for the “He(e,e’pp) channel we also performed the analysis of
the CM motion, opening angle and missing mass distribution of the A — 2 system. The results are
consistent between these two channels. However, the low number of “He(e, ¢'pp) events limit the ability
to deduce physical quantities with reasonable uncertainties. A combined missing mass spectra for the
625 and 750 MeV/c kinematics is shown in Figure 4.32.
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Figure 4.32: Missing mass for the *He(e, e'pp) reaction for ppmiss 625 and 750 MeV /c.

4.8 Triple to double ratios *He(e, ¢'pN) to *He(e, ¢'p)

The ratio between the measured number of *He(e,e’pN) to *He(e,e'p) is modified by the finite
acceptance of detectors, thus the measured ratios should be corrected by an acceptance factor. This
happens because the CM of the correlated pair can be in motion in the laboratory frame, hence the
knocked-out and the recoil nucleons may not be back-to-back in the laboratory, and the recoiled nucleon
can miss the detector (BigBite or HAND).

The extraction of this correction factor is based on a simulation of the CM motion. We used
MCEEP (Monte Carlo (e,€’p)) that is a simulation package developed for the Hall A spectrometers
and A(e,e'p) experiments [67]. The MCEEP code was modified to include a model for a moving

'For this kinematics only half of our data is available for BigBite due to timing issues
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deuteron [53]. In addition to using MCEEP, we performed a simple simulation by taking the *He(e, 'p)
events and simulate “He(e, ¢’pN) events with the measured CM momentum of the pair, see section 4.4.
The acceptance factor equals the ratio of the number of simulated *He(e, e’pN) events without and
with acceptance cuts for the recoil nucleon. Both simulation techniques gave the same results. The

dependence of the correction factor on the ppiss is shown in Figure 4.33 and summarized in Table 4.3:
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Figure 4.33: (e,e'pN) to (e, e’p) Correction factor as a function of pmigss [MeV/c|, assuming CM mo-
mentum with widths of 90, 100 and 110 MeV /c. The correction factors are summarized in Table
4.3.

In the previous Hall A SRC experiment, E01-015, this geometrical correction factor was also ex-
tracted with MCEEP simulations for moving deuteron and moving np pair in a Carbon nucleus [65].
For a known CM distribution the MCEEP simulation gives uncertainty in the geometrical correction
factor of ~ 2% [65].

The geometrical correction factor is very large and strongly affects the triple to double ratios. Due
to this large effect of we performed a sensitivity check by assuming 10% uncertainty on the width of the
CM momentum distribution and checked its impact on the experimental uncertainties of the measured

results.

| | 500 MeV /e | 625 MeV /c | 750 MeV /¢ |

CM =90 MeV/c 8.9 5.2 3.8
CM = 100 MeV /c 10.2 5.8 4.3
CM = 110 MeV/c 11.6 6.4 4.8

Table 4.3: Acceptance correction factor for the (e, €'pN) to (e, €'p) ratio.

After applying the acceptance correction factor, the ratio of *He(e, e’pn)/*He(e, 'p) is extracted

from the measurements as shown in Figure 4.34 and summarized in table 4.4.

‘ ‘ #(e,e'pn) ‘ #(e, €'pn) extrapolated ‘ #(e,e'pp) ‘ #(e, e'pp) extrapolated ‘ #(e, e'p) ‘

500 MeV/c | 107 £ 20 2728.5 £ 510 7.5+3.2 102 £ 43.9 3100 £ 56
625 MeV/c | 66+ 14 957 + 203 205 156.6 + 38.9 1619 + 40
750 MeV/c | 50+ 13 537 £ 140 225+5.2 130.72 £ 30.1 1228 + 35

Table 4.4: The number of events in all measured reaction channels.

The triple to double ratios (e, €’pn)/(e,e'p) and (e, e’pp)/(e, e'p) are presented in table 4.5.
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’ ‘ ((6:6’§m) (6,6’@)
e.c’p) (e,e’p)
500 MeV/c | 0.88+0.19 | 0.078 = 0.033
625 MeV/c | 0.59 £ 0.15 | 0.096 £ 0.026
750 MeV/c | 0.43+0.12 | 0.106 £ 0.028

Table 4.5: The triple to double ratios. The uncertainties include statistical uncertainty and systematic
uncertainty (see section 4.10).

see more detailed discussion of the experimental uncertainties in the section 4.10.
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Figure 4.34: *He(e,e'pn)/*He(e, 'p) ratio as function of missing momentum. The horizontal error
bars indicate the acceptance range. The shaded area represents the ratio corrected for transparency
and single charge exchange (see details on these calculations in appendix B).

Figure 4.34 shows a clear decrease in the *He(e,e'pn)/*He(e, ¢'p) ratio from 500 MeV /c to 750
MeV /c. The shaded band represents the measurement corrected for single charge exchange and the
transparency of the knocked-out and recoil nucleons (see appendix B). The fraction of np SRC pair is
decreasing, and this decrease could be due to non 2N-SRC contributions or due to FSI.

At the 500 MeV/c kinematics the corrected SRC fraction is above 100%. This area is marked
by white horizontal stripes to represent the unphysical region. The systematic uncertainties in the
correction factor (15% due to finite detector acceptance, ~ 20% due to FSI) and statistical fluctuations
can explain the extension of the band beyond 100%.

Figure 4.35 shows the “*He(e, €/pp) /*He(e, p) ratio divided by a factor of two to account for possible
scattering from either one of the protons in the pp pair.
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Figure 4.35: (*He(e, €/pp)/2)/*He(e, 'p) ratio as function of missing momentum (see text about the
factor 2). The shaded area represents the ratio corrected for transparency and single charge exchange
(see calculation in appendix B).

The large uncertainties in the measured ratios are dominated by statistical uncertainties(see Table
4.6).

| (e, ¢'pn)/(e.€'p) [ (e, e'pp)/(e,€'p) |

500 MeV /c 18% 42%
625 MoV /c 21% 24%
750 MeV /¢ 24% 25%

Table 4.6: Statistical uncertainties.

In contrast to the statistical uncertainties, most of the systematic uncertainties are small (see

section 4.10), except the uncertainty coming from the acceptance correction factor (~ 11%).

4.9 Triple to triple ratio *He(e, ¢/pp)/*He(e, ¢'pn)

The triple to double ratios that are presented in the previous section have relatively large systematic
uncertainties due to the large extrapolation factor that depends on the CM momentum distribution
and to the effects of FSI. The measured (*He(e, ¢'pp)/2)/4He(e, e'pn) ratios are independent of these
effects (see Figure 4.36 and Table 4.7). This ratio allows direct investigation of the isospin dependence

of the nucleon-nucleon pairs without the need to extrapolate the measured ratio.

| | ("He(e, ¢'pp)/2)/*He(e, ¢'pn) |

500 MeV /c 5.45 + 2.96
625 MeV /c 8.27 + 2.6
750 MeV /¢ 12.35£4.3

Table 4.7: Summary of triple to triple ratios.
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Figure 4.36: (‘He(e, e'pp)/2)/*He(e, ¢'pn) ratio as function of missing momentum (see text about the
factor 2). The shaded area represents the ratio corrected for transparency and single charge exchange
(appendix B). Lines represent theoretical predictions of the ratio, see text.

The measurement shows an increase in the measured ratio. The statistics of the measurement are
a limiting factor but this increase is supported by the decrease of the relative abundance of the np
pairs from almost 100% to ~ 50%. This decrease can indicate the transition between the dominance
of the tensor force to the scalar repulsive part of the nucleon-nucleon force because the correlations
induced by the tensor force are strongly suppressed in the case of the pp pairs, which are mostly in a
1S, state.

We calculated the two nucleon knock out process assuming that the virtual photon hits the leading
proton and the missing momentum equals to the relative momentum at the pair ppiss = kret (PWIA).

We used a calculated ground state momentum distribution using variational Monte-Carlo wave
functions derived from a realistic Hamiltonian with two- and three-nucleon potential AV18+UX [68].
As the relative momenta (kyej) increases, the tensor force becomes less dominant, the role played by the
short-range repulsive force increases and with it the ratio of pp/np pairs. The solid curve in Figure 4.36
was obtained using the weighted average of the calculations with CM momentum (@) and arbitrary
angles between the relative and CM momentum of the pair. The dashed line represents the calculation
with fixed CM momentum and @ = 0. The weight is based on @, defined in Eq. 4.6:

Q= \/p%mz + P2, + Pem, (4.6)

where the pem,, Pem, and pem, are momentum in the z,y and z directions and are sampled randomly
from distributions with zero mean and with ¢ = 100 £ 20 MeV /c, as described in Section 4.4. We
simulated the @) distribution and it is shown in Figure 4.37:
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Figure 4.37: Simulated CM momentum distribution.

4.10 Experimental Uncertainties

In addition to the statistical uncertainties, there are different sources of systematic uncertainties
that affect the results. These include uncertainties arising from acceptance corrections in the triple to
double ratios, the cuts applied on the measured distributions, the theoretical constants that are used
to correct the measured data, etc. In general, most of these uncertainties are relatively small with
respect to the large statistical uncertainties as shown in Table 4.6. In the following we list the main
sources of systematic uncertainties in the data and our estimates for their values.

The first uncertainty we discuss is the contamination of the (e, e’p) events with the random back-
ground. The fraction of the random (e,€’p) events depends on the width of the cut applied on the
coincidence time between the two HRS spectrometers. In the first two kinematical settings, 500 and 625
MeV /c, this contamination was small, of the order of ~ 1%, and for the 750 MeV /c it was ~ 8%. We
subtracted the number of random (e, €'p) events based on the measured off time coincidence rates. We
took the upper limit of ~ 8% as the systematic uncertainty due to the random background subtraction.

Second source of systematics uncertainties is due to multiple hits events. In the (e, e’p) channel
we had less than 0.5% of the events that had more than one hit in the s2m planes of the HRSs. Due
to the smallness of the effect, this correction was ignored and added as a systematic uncertainty. In
the (e, e¢’pp) and (e, e’pn) channels the contribution is larger and the correction is described in section
3.3.6 for BigBite and 3.4.5 for HAND. The uncertainty of the multi hits in BigBite and HAND were
included in the efficiency error estimated ( BigBite 73 + 1% and HAND 40 4 1.4% ) see details in the
relevant sections.

The nominal cuts (such as spatial acceptance) on the HRSs data also contributes to the systematic
uncertainties. The HRS spectrometers are the principal detectors of Hall A and are well studied
[52]. The uncertainties that arise from these cuts are small and similar to these in the previous SRC
experiment [33]. We assumed that these cut introduce systematic uncertainties of ~ 2%.

A fourth source for uncertainties is the delta contamination in the (e,e’p) sample. In order to

reduce the contamination from A excitation we applied a w — y scaling cut. The choice of this cut,
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instead of a cut g > 1 was done based on the previous study that is discussed in [33]. The sensitivity
of the w — y scaling cut was tested, see Figure 4.38. The uncertainty caused by this cut is ~ 4%. In
order to reduce the delta contribution further we applied cut on missing mass of the (e, e'p) reaction,
discussed in section 4.6. The remaining fraction of events after the missing mass cut is ~ 1% for 750
MeV /c kinematics and much less for the 500 and 625 MeV /c settings. .
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Figure 4.38: The w versus y scaling parameter cut (solid line). The dashed diagonal lines represent
the sensitivity test for this cut. The data is for the 750 MeV /c kinematics.

Another uncertainty we estimated is due to quasi elastic (e, e’p) events originated from scattering
off the cell walls (i.e. Al(e,e'p) events). The position resolution of the HRSs is good enough so that
the cut that exclude the target walls eliminated almost entirely this contamination. The remaining
uncertainty is < 3% as described in section 4.1.

Correction of the measured data due to inhomogeneity of the detector acceptance were applied with
some uncertainties. In the case of the HRSs we used the nominal cuts which were extensively studied.
The momentum range and angular cuts that were used in this experiment for BigBite spectrometer
limit the events to the region were the acceptance is homogenius. Only at 500 MeV /c there was a small
fraction of events that were lost as can be seen in the Figure 4.39. We estimated that this acceptance

cuts introduce systematic uncertainty of 1.5%.
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Figure 4.39: BigBite acceptance for in-plane scattering angle 6 versus the momentum of the detected
particle. Horizontal red lines represent the angular cuts that were used, while the vertical represent
the minimum and maximum possible momentum. The missing area correspond to less than 1.5% for
the 500 MeV/c settings. For 625 and 750 MeV /¢ kinematics we did not expect events lost from this
region due to the small acceptance of the HRSs. To be conservative we estimated BB acceptance
uncertainties of 1.5% for all setups.

The last and main source of the systematic uncertainty is the acceptance correction factor (rele-
vant only for triple to double ratios). As already discussed in section 4.8, this correction is strongly
affecting the extracted ratios. We estimated the correction coefficient based on the CM motion of the
pair extracted from the data, see section 4.4. The correction factor is consistent with previous SRC
experiment that used the same model for the CM motion [65]. From sensitivity test shown in Table
4.6 we estimate this systematic uncertainty to be ~ 11%.

All the systematic uncertainties described here are summarized in Table 4.8 below.

Quantity Uncertainty ‘ % % ((SZ,,;) Z % ‘

Random (e,e’p) events 8% v Vv Vv

Multi hits in HRSs 0.5% N4 N4 Vv

Acceptance Cuts 2% v Vv Vv

w — g scaling cut 4% Vv Vv v

Missing mass cut on (e, €'p) 1% v Vv Vv

Target walls Contamination 3% Vv Vv Vv

BB acceptance 1.5% N4 Vv
Acceptance correction factor 11% N4 Vv

HAND Efficiency 2.5% v Vv

BigBite Efficiency 1.4% N4 Vv

Total 14.8% | 14.9% | 10.5%

Table 4.8: Summary of the systematic uncertainties in the experiment. Total systematic uncertainty
for each ratio is presented.

Based on the above discussion, we assume systematic uncertainty for triple to double ratios of 15%
and 11% for triple to triple ratios.

The uncertainties for the FSI corrections such as SCX and transparency that were used in this
thesis are based on private communication with Ghent group [69] and described in details in Appendix
B.
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Chapter 5
Summary and conclusion

The stability of atomic nuclei is due to a delicate interplay between the long-range attraction that
binds nucleons and the short-range repulsion that prevents the collapse of the system. In between, the
dominant scalar part of the nucleon-nucleon force almost vanishes and the interaction is dominated by
the tensor force, which depends on the spin orientations and the relative orbital angular momentum
of the nucleons.

Recent high-momentum-transfer triple-coincidence 12C(e, ¢'pN) and 2C(p, 2pn) measurements [11-
15] have shown that nucleons in the nuclear ground state form pairs with large relative momentum and
small center-of-mass (CM) momentum. In the missing-momentum range of 300 — 600 MeV /c, these
pairs were found to dominate the high-momentum tails of the nuclear wave functions, with neutron-
proton (np) pairs nearly 20 times more prevalent than proton-proton (pp) pairs, and by inference
neutron-neutron (nn) pairs. This is due to the strong dominance of the NN tensor interaction at the
probed sub-fermi distances [50,68,70].

The association of the small 12C(e, 'pp)/12C(e, 'pn) ratio at (e, €'p) missing momenta of 300 — 600
MeV /¢ with dominance of the NN tensor force leads naturally to the quest for increasing missing
momenta. This allows the search for pairs at distances in which the nuclear force changes from being
predominantly tensor to the essentially unexplored repulsive interaction. We report in this thesis on a
simultaneous measurement of the *He(e, €/p), *He(e, ¢'pp), and *He(e, e/pn) reactions at (e, €/p) missing
momenta from 400 to 830 MeV /c. The observed changes in the isospin composition of the SRC pairs

as a function of the missing momentum are presented, discussed, and compared to calculations.
4He(e,e/pN)
“He(e,e'p)

triple-coincidence TOF peak corrected for the finite acceptance and detection efficiency of the recoiling

The measured ratios are given by the number of events in the background-subtracted

nucleons, divided by the number of random-subtracted (double-coincidence) *He(e, €'p) events. These

ratios, as a function of pmiss in the “He(e, ¢'p) reaction, are displayed as full symbols in the two upper

panels of Figure 5.1.
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Figure 5.1: Bottom panel: The measured ratios *He(e, €'pp) /*He(e, e'pn), shown as solid symbols, as
a function of the 4He(e, €'p) missing momentum. Each point is the result of a different setting of the
detectors. The bands represent the data corrected for FSI to obtain the pair ratios, see text for details.
Also shown are calculations using the momentum distribution of Ref. [68] for pairs with weighted-
average CM momentum assuming arbitrary angles between the CM and the relative momenta in the
pair (solid black line). The middle panel shows the measured *He(e, €/pp)/*He(e, e'p) and extracted
#pp/#p ratios. The top panel shows the measured *He(e, e'pn)/*He(e, 'p) and extracted #pn/#p
ratios. The unphysical region above 100% obtained due to systematic uncertainties and statistical
fluctuations is marked by white strips. Ratios for '2C are shown as empty symbols with dashed bars.
The empty star in the top panel is the BNL result [13] for 12C(p, ppn)/2C(p, pp).

Because the electron can scatter from either proton of a pp pair (but only from the single proton of
an np pair), we divided the *He(e, €/pp) yield by two. Also displayed in Figure 5.1, as empty symbols
with dashed bars, are similar ratios for 12C obtained from previous electron scattering [14,15] and
proton scattering [13] measurements. In comparing the 12C and *He data, it is noted that the measured
ratios are about equal and very different from the ratios of naive pair counting in these nuclei. The
horizontal bars show the overlapping momentum acceptance ranges of the various kinematic settings.
The vertical bars are the uncertainties, which are predominantly statistical.

Because we obtained the *He(e, €/pp) and *He(e, ¢’pn) data simultaneously and with the same solid
angles and momentum acceptances, we also directly determined the ratio of 4He(e, €'pp) to 4He(e, e'pn).
In this ratio, many of the systematic factors needed to compare the triple-coincidence yields cancel
out, and we need to correct only for the detector efficiencies. This ratio as a function of the missing
momentum is displayed in the lower panel of Figure 5.1 together with the previously measured ratio
for 12C [15].

To extract from the measured cross section ratios the underlying pair ratios, corrections for final-
state interactions (FSI) were calculated using the Glauber approximation [69]. The pair fraction

extracted from the measured ratios with the FSI calculated corrections are shown in Figure 5.1 as
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bands. The statistical and systematic uncertainties were treated as independent and combined by
simulation to create the width of the one standard deviation bands shown in Figure 5.1. The systematic
uncertainties in the correction factor (15% due to finite detector acceptance, ~ 20% due to FSI) and
the statistical fluctuation can explain the extension of the band beyond 100%.

The correction to the ratios due to attenuation of the leading-proton is small. The attenuation
of the recoiling nucleon decreases the measured triple/double coincidence ratios. Because the mea-
sured “He(e, ¢'pn) rate is about an order of magnitude larger than the *He(e, ¢/pp) rate, *He(e, €/pn)
reactions followed by a single charge exchange (and hence detected as *He(e,e'pp)) increase the
4He(e, e'pp) /*He(e, ¢/pn) and the *He(e, ¢'pp)/*He(e, ¢'p) measured ratios.

The two-nucleon momentum distributions were calculated for the ground states of *He using varia-
tional Monte-Carlo wave functions derived from a realistic Hamiltonian with Argonne V18 and Urbana
X potentials [68]. The solid (black) curve in Figure 5.1 was obtained using the calculations [68] and
a weighted average over arbitrary angles between Erel and I?CM, and the CM momentum of the pair.
The calculation with Ky = 0, which agrees quantitatively with the Perugia group calculation [18,71],
differs little from the average shown in the figure. To compare the calculations to the data in Figure
5.1, we assumed that the virtual photon hits the leading proton and pmiss = krel (Plane Wave Impulse
Approximation).

The measurements reported here were motivated by the attempt to study the isospin decomposition
of 2N-SRC as a proxy to the transition from primarily tensor to the short range repulsive, presumably
scalar, nucleon-nucleon force. In the ground state of He [68], the number of pp-SRC pairs is much
smaller than np-SRC pairs for values of the relative nucleon momentum ke ~ 400 MeV /c. This is
because the correlations induced by the tensor force are strongly suppressed for pp pairs, which are
predominantly in 1Sy state [50,68,70,71]. As the relative momenta increase, the tensor force becomes
less dominant, the role played by the short-range repulsive force increases and with it the ratio of
pp/np pairs. In our measurement, as the missing momenta is increased beyond 500 MeV /c, the triple
coincidence “He(e, ¢'pp)/*He(e, €/pn) ratio increases, in good agreement with the prediction based on
the ratio of pp-SRC/np-SRC pairs in the 4He ground state [68].

The measured triple/double coincidence ratios shed further light on the dynamics. The measured
“He(e, e'pp) /*He(e, €'p) ratio reflects a small contribution from pp-SRC pairs. These pairs are likely
dominated by a scalar repulsive short-range force which is relatively constant over the reported momen-
tum range. The *He(e, ¢'pn)/*He(e, €'p) ratio clearly shows that the reduction in the np/pp ratio with
increasing ppjss is due to a drop in np-SRC pairs with increasing kye;. While np-pairs still dominate two
nucleon SRC, even at missing momentum of 800 MeV /c, the total fraction of the (e, €’p) cross section
associated with scattering from 2N-SRC pairs drops with increasing missing momentum. This is likely
due to an increase of more complex mechanisms allowed by ambiguity between the recoil and knockout
nucleons when their momentum difference is not large, and the possible onset of SRC involving more
than two nucleons [27]. A definitive understanding of the relative importance of these effects requires
exclusive measurements at large missing momentum on heavier nuclei, and a more detailed theoretical
study. We hope that the new data presented in the experiment will stimulate such calculations.

One should question to what level the naive interpretation of the data in terms of the ground
state nuclear properties is appropriate. Comprehensive calculations, which take into account the full
reaction mechanism in a relativistic treatment, as well as additional data with better statistics will allow
a more detailed determination of the role played by the elusive repulsive short-range nucleon-nucleon

interaction.
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Appendix

Appendix A: Timing/retiming problem

The electronics was set to record the timing information in a common stop mode for HRSs and
HAND TDCs and in common start mode for the BigBite’s TDCs. In the previous Hall A experiments,
HRSs worked in common start mode using LeCroy 1875 TDCs (for sl and s2m scintillators) with ~ 0.1
ns time resolution. Just before the current experiment all TDCs were changed to LeCroyl1877 TDCs
that are working in a common stop mode. This change was done because the following experiment
needed multi hit capabilities that 1875 did not support. The drawback of this change was reduction
of the time resolution to 0.5 ns.

In general, a retiming circuit is utilized in setups where drift chambers are used. The retiming
circuit defines a fixed reference in time that is used in the drift chambers to calculate the drift time.
The drift time in turn is translated into drift distance.

The trigger supervisor (TS) unit that controls the data taking generates the “Level 1 Accept”
(L1A) that is used by all front end electronics as a common stop/start signal. The L1A is generated
immediately after the arrival of first physical trigger (T1, T2, T3, T4, T5, T6). This signal is also used
as a Veto signal to ignore all additional triggers during the data reading for 1.5 usec. The arrival of
the triggers to the TS can vary in time due to physical properties such as different path length and
momentum of the particle (electron or proton) and this time shift affect the reference time for the drift
chambers. In order to remove this jitter in time, a retiming circuit is used to cause the L1A signal
to be fixed in time for each detector. For BigBite the reference time for the MWDC is generated by
the E plane and for the HRSs it is defined by their s2m plane (the plane that define the time for the
trigger). Figure A.1 shows the time flow of the retiming circuit for BigBite.

L1A
L1A
Logical
E plane | AND L1A'
|_| E plane Input Gate
Delayed L1A
i Delayed Veto
L1A' L1A
—I—'— Output

Figure A.1: Retiming circuit diagram for BigBite. The original L1A signal (top line) is retimed by the
signal from the E plane bars generate retimed L1A’. If there was no signal in the E plane, the delayed
L1A serves as fail safe that make the retimed L1A to be a delayed L1A (this is needed to clear the
front end electronics).
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The retiming circuit create two point in time were the data is not accessible, when the L1A arrive
later than the retimed signal (E plane in Figure A.1) or when there was no retimed signal and the
coincidence is done with the delayed copy of L1A. In order to remove events from these regions we

apply cut presented in Figure A.2.
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Figure A.2: Recorded retimed T3 signal (arbitrary channels). Two sharps peaks on both ends of the
distribution represent cases without T3 signal (right peak) and when the retiming is done on L1A (left
peak).

Similar retiming circuits were applied also to the TDCs in the other detectors. This configuration
introduced ambiguities in the common stop/start signals. Actually we had 5 different derivative of the
main trigger signal.

1) Common stop for the L-HRS TDCs and trigger information (located in the L-HRS hub). This
signal was L1A retimed from the strobe signal, while the strobe signal is generated by logical “or”
between scintillators in the sl plane.

2) Common stop for the R-HRS TDCs and some trigger information (located in the R-HRS hub).
Similar to the L-HRS but the strobe signal was from the s1 plane of the R-HRS.

3) Common stop for the HAND TDCs (located in the BigBite weldment). This was the L1A
generated from the coincidence between sl and s2m planes in L-HRS. It is actually the signal that
should be used for all detectors.

4) Common stop signal in the FASTBUS crate that stores all trigger information for all detector
(located in the BigBite weldment). This signal was L1A retimed from BigBite’s E plane.

5) Common stop (reference signal) for BigBite’s TDCs (located in the BigBite weldment). This
was L1A retimed from BigBite’s E plane, similar to 4.

The distortion to the timing information due to the different common stop signal is crucial, espe-
cially in the neutron case where all the physical quantities dependent on the knowledge of absolute
time. The coincidence time, which determined the time difference between the L-HRS and R-HRS,
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have a problem because each HRS have different stop signal. In each HRS, we looked at the time
difference between the TDCs and the trigger signal that were recorded with the same common stop

signal. By looking on this differences, the dependence on the trigger signal is eliminated:

CTurss = (HRSy, — L1AL) — (HRSk — L1AR) (A.1)

where each group has the same common stop signal:

CTugrss = (s2mp — L1A) — (s2mpr — L1A) (A.2)

Thus the CT is the relative time between the s2m planes in the left and right HRSs. For the neutron,

the TOF calculation was done in a similar manner. The common stop signal in HAND is L1A:

NTOF == (HRSL - LlAL) - (HAND - LlA) == (82mL - LlA) - (HAND - LlA) (A3)

In the BigBite case the problem is more complicated. We had two major problems in BigBite:

1) The timing during the elastic measurements was different from the production runs. During
the elastic runs, the common stop signal was identical to the “L1A” and during the production it was
retimed from the F plane. So, the standard time difference between the BigBite and the L-HRS time
does not reproduce the actual TOF. This was solved by using the appropriate combination of various
signals.

TDCgg = TDCg — L1A": Time information from the BigBite E plane. The start signal L1A4’ is
the retimed L1A signal by the E plane.

TDChrs = L1A” —s2m: Time information from L-HRS. It is defined by the s2m plane and retimed
by the sl plane (retiming cause modification of L1A to L1A").

TDCria_r = L1A”—L1A: Trigger time information recorded in the L-HRS FASTBUS unit having
the common stop signal retimed by the sl plane (sl plane of L-HRS).

TDCr14 = L1A" — L1A: Trigger time information recorded in the BigBite VME unit having com-
mon stop retimed by the E plane. Combination of these timing information eliminate the dependence
on the retimed stop/start signals and produce the desired time difference between the E plane and the
s2m plane in L-HRS.

TDCg —TDCsp = TDCgg + TDCrurs + TDCria — TDCria-1, (A4)

2) During the first kinematics (500 MeV /c), half of the data for BigBite was not used because of a
wrong settings of the retiming circuit. This data lost in the 500 MeV /c settings is the reason for the

relatively large statistical uncertainties of the (e, ¢’pp) channel.

Appendix B: Correction for the SCX /Transparency

The measured ratio’s reflect the ratio of SRC pairs in the nuclear ground state but is also influenced
by FSI (transparency and single charge exchange). Each nucleon that emerges from the scattering
process can be absorbed or change its isospin due to an additional scattering. From Ref. [69] we

extracted the transparency for the knocked-out and recoil nucleons for our kinematics:
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| TL (leading) | TR (recoil) |

500 MeV /c 0.75 0.66
625 MeV /c 0.752 0.7
750 MeV /c 0.756 0.734

Table B.1: Transparency values

Following transparency, the probability for the SCX reaction was estimated. The rough estimate
is based on Carbon data. The charge exchange cross section as measured in Ref. [72] is 0 = 1.1 mb

and for the Carbon case the probability for SCX is & 2%. This probability is scaled for the *He

case using the ratio between the number of nucleons: (%)1/3 -2 =1.5% . due to the crude estimate

of this probability, we assumed 100% uncertainty for its value. Having the transparency and SCX

probability the ground state isospin ratios of % can be calculated from the measured cross section

4 /
ratio: R = %ﬁ,ﬁgg by solving the following equation:

np en
R= “He(e, €'pp) _ 2-ppoep T - Tr+1poen - Pscx - Tr 2-Tp+ 55 - Psox - 52 (B.1)
~ “4He(e,e'pn)  npoep - T -Tr + 2 - nnoe, - Pscx - TR) % T +2- % - Pyex - ZZ: )
Assuming for the symmetric “He nuclei % =1,
pp Tr-R— Psex - =

The ratio for electron elastic cross section on proton and neutron, (oe, and ¢, ) were extracted
from Ref. [73] and the value % = 0.37 £ 0.012 , for their ratio was used.
We assume uncertainties on transparency of 20% and on SCX of 100% and tested how the ratio

varies:

‘ Measured (e, e'pn)/(e, €' pp) ‘ Psex = 1.5% ‘ Psex = 2.5% ‘ Pscx = 3% ‘

500 MeV /c 18.3£10 19.7 20.7 21.2
625 MeV /c 121£3.8 12.6 13.0 13.2
750 MeV /¢ 8.1+£29 8.4 8.6 8.7

Table B.2: The #np/#pp ratios. Measured and corrected

From the table above we conclude that there is only weak dependence on Pgox.

For the triple to double ratio’s we need to solve the two following equations simultaneously:

‘He(e,e'pn)  np-0ep - Tr-TL+2-pp-0Oen - Pscx - T - Tr _nP'TRJr?'Pp'Ge" - Psex - Tgr

Ry = = Tep
b 4He(e,e’p) B p'Uep'TL p
(B.3)
Ry — 4He(e, €'pp) _2-pp-0oep-Tr-Tp+np-0en- Psex - Tt - Tr _ 2'pp'TR+np-Z§; - Psex - Tr

1He(e,e'p) p-oep 11, D

Solution for these two equations give us the actual ratios:
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Ry- 7 Psex - Tr — Ry - Tr

PP _ 7 e 5 (B.5)
p 2‘(%'PSCX’TR) _Q.TI%

Ro—2-%.Tp
pn_ BT (B.6)

P (”8" - Psex - TR)

Tep

where R1 and R2 are the measured ratios.
To solve these equations, we applied the same assumptions as for the ratios extraction discussed

before. The results are presented in tables B.3 and B.4.

‘ Measured (ae’pn)/(e, e’p) ‘ PSCX = 1.5% ‘ PSCX = 2.5% ‘ PSCX = 3% ‘

500 MeV /c 87.6 £15.5 132.7 132.6 132.6
625 MeV /c 58 + 12 82.8 82.7 82.7
750 MeV /c 38.9+9.5 57.8 57.9 57.8

Table B.3: #np/#p (p > Pmiss) Values in [%)]

| Measured (e, ¢'pp)/(e, €'p) | Pscx = 1.5% | Pscx = 2.5% | Pscx = 3% |

500 MeV/c 3.9+1.6 9.5 5.3 5.2
625 MeV /c 48+1.1 6.6 6.5 6.4
750 MeV /c 4.8+1.2 6.9 6.9 6.8

Table B.4: #pp/#p (p > pmiss) Values in [%)]

Taking into account the statistical uncertainties and the uncertainties for the FSI as stated above,

we simulated the uncertainties for the corrected ratios, shown in Figures B.1 and B.2.
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€ 400 — Entries 20000
5 E Mean 4895
O 300— RMS 2.994
(&) E ¥2 1 ndf 130.7 /137
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E htb
400 — [ Entries 20000
= Mean 7.727
300 — | RMs 2,59
E | x/ndt 133.6/114
— Constant  434.5: 3.9
200 = Mean 7.743 £ 0.019
= | .Sigma 2606 + 0.014
100 —
" =
300 — hte
C Entries 20000
— Mean 11.91
200 — RMS 4.256
- %2/ ndf 215.3/177
- Constant 256.4 + 2.3
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0™ 5 10 15 20 25

Ratio

Figure B.1: Corrected ratios for (e, e'pp)/(e,€'pn). From top to bottom: 500, 625 and 750 MeV/c
settings.
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Figure B.2: Corrected ratios for (e,e'pp)/(e,e'p) on the left side and (e,e’pn)/(e, e'p) on the right.
From top to bottom: 500, 625 and 750 MeV /c settings.
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D3 TINN NPPHoN 292 VNN NDNN ,DINNIPNN P NPNPIVIN THPNIY OPPYIN MMD DY DDA Man
29 MMNA MORY MN»P PrTY 21-0 DRI 20-N INNDD TONNA RYIID NNV NN TPIPNHNND NYPYNN mInd
MMNSN MONRYN NNN DMIVDIN MNNND DY IMNNOWN 0PINT P TY Lattice QCD 10D 01T DDA DXIVN

IMNDY 52010 XYNA IPOIN YN JIRIPIN DY TIN DIAXP DPNINT OIINIPIIN P2 MMIN S NNMNNN NN

JPDMINRDD NXANN

UM T YIM DXNNOPIN P2 MY 20N YIN 2T DY DOPOND 2YIN TID? 2NN DTN DINIPN NN
MeV/c ya N0 DINOPIRN YV 20NN YIN DNAY 0N L(PYNN DY 079 Yand onva Timd Mad) a0 Sv T
N N20N L(PNIVPI — PIAVRI MNT) POINF — PV MNA POIID — PIOVYI NV INY 20D YT 300 — 600
N5 YY MNONN P2 PN L0IPMITN 22090 NN TTOIN YINIY ,DNNIPNN P iPNPIVINRD IY M NIVN 220900
Y’y DINNOPNN P2 NMTN NN DY TN MIVIN NMA PYII DTN NN DY IPIDIMNN 23700 P20 2PV N

21022 >0NN VINN NOTHN

1x,>1 2 4He(e,e'p) ) 4He(e,e'pn) , “He e.e'ppl M3 SOAN SY NPIBE 12 MTTH NINAD AR AP

Q2

2
3 PONNA AN WINA 12PN DX INANY NOPI-4 1YY 7NN M0 OF . 0°~2 (GeV/¢|
mawo

NN X =

TONNA 0NN YIN AYURD WD MPTIN (@ ) TOINA MITND T2V PROPN NON O»NYIS Q2 Y2 onn

.830 MeV/c 5400 MeV/c ya mn 4He(e,e’p)

DYy DYON PPYI NXNAN 27NN POIAST V'Y TPNINDD NTAYNI DINTOVPIHND YNNI Y12 NOIN
VAP DAP PIVYI - PO PVINS-NVIND DY MM MMY 1IN NN . 4GeV 5 HY PN DINIVLPHN
IMONN PIVPONRN OY MTIZNND TTNI Nt PVITD OPONN PYN PVINY 1ADY DIYNON DNITVPIRD .OMN’OY NN
P32 MON 12 DINND NYII NTTRN (N 7PN NTHN) IDNN YIND DD TN MDA TIYA YNV Q0N PRIPIN
D2IVND NN OMNMYN NDD IDAPNNY DINNN .ANIT INDPD NNV I¥P NIDY MV MON NINYHD DNINOPDN

LD20W DNNDPN P2 NINITN MID AWPN NTN DPON DY TIOMN AN YIN NPNOINN DV
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