
Measurement of the Q2-dependence of the deuteron spin structure function g1 and its
moments at low Q2 with CLAS

K.P. Adhikari1,2,4, A. Deur2,3,∗ G.E. Dodge1, L. El Fassi1,4, H. Kang5, S.E. Kuhn1, M. Ripani6, K. Slifer3,7,
X. Zheng3, S. Adhikari17, Z. Akbar18, M.J. Amaryan1, H. Avakian2, J. Ball12, I. Balossino21, L. Barion21,

M. Battaglieri6, I. Bedlinskiy26, A.S. Biselli15, P. Bosted41, W.J. Briscoe19, J. Brock2, S. Bültmann1, V.D. Burkert2,
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We measured the g1 spin structure function of the deuteron at low Q2, where QCD can be
approximated with chiral perturbation theory (χPT ). The data cover the resonance region, up
to an invariant mass of W ≈ 1.9 GeV. The generalized GDH sum, the moment Γd

1 and the spin
polarizability γd

0 are precisely determined down to a minimum Q2 of 0.02 GeV2 for the first time,
about 2.5 times lower than that of previous data. We compare them to several χPT calculations
and models. These results are the first in a program of benchmark measurements of polarization
observables in the χPT domain.

PACS numbers: 13.60.Hb, 11.55.Hx,25.30.Rw, 12.38.Qk

INTRODUCTION

For the last three decades, the spin structure of the nu-
cleon has been actively investigated experimentally and
theoretically [1, 2]. The reason is that the nucleon struc-
ture is dominated by the strong interaction – the least
known fundamental force in the experimentally reach-
able domain – and that including spin degrees of freedom
offers a more complete description of nucleon structure.
The first studies of the nucleon spin structure involved
inclusive reactions, which are still the origin of most of
our current knowledge, and are the object of the exper-
iment reported here. Generalized parton distributions
and transverse momentum dependent parton distribu-
tions are now becoming available and are necessary to
complete the picture of the nucleon spin. Apart from
the technological feats of developing the polarized tar-
gets and beams necessary for such studies, the first chal-
lenge encountered in this endeavor was the “spin crisis”:
the realization that the quark spins contribute much less
than expected to the proton spin [3]. It is now under-
stood that this unexpected feature points to previously
neglected contributions, like gluon spin and orbital angu-
lar momentum. Thus, a prominent focus of nucleon spin
study is to measure each individual contribution to the
nucleon’s spin. At the same time, it was realized that
sum rules could also be used to address other challenging
questions about Quantum chromodynamics (QCD, the
gauge theory describing the strong interaction) [4]: quark
confinement and how the low energy effective degrees of
freedom of QCD (baryons and mesons) are related to its
fundamental ones (quarks and gluons).

This article reports on a measurement pertaining to
this latter topic: it provides the first precise measurement
of the Q2-evolution of the generalized Gerasimov-Drell-
Hearn (GDH) integral [5, 6] and of the spin polarizabil-

∗Contact author. Email: deurpam@jlab.org

ity γ0 [7] on the deuteron at very low four-momentum
transfer Q2. Such a measurement allows us to test chi-
ral perturbation theory (χPT ) – a low Q2 approximation
of QCD – which has been challenged by earlier measure-
ments of the GDH integral and of spin polarizabilities [8–
14]. These measurements were dedicated, however, to
study the transition between the perturbative and non-
perturbative domains of QCD and were performed at
higher Q2. Only their lowest Q2 points (0.05 GeV2 for H
and D and 0.1 GeV2 for 3He) reached the χPT domain
and had limited precision. The experimental results re-
ported here are from the Jefferson Lab (JLab) CLAS EG4
experiment, specifically dedicated to measure the proton,
deuteron and neutron polarized inclusive cross-section at
significantly lower Q2 than previously measured. A com-
plementary program exists in JLab’s Hall A, dedicated
to the neutron (from 3He) [15] and to the transversely
polarized proton [16].

An additional goal of EG4 was to assess the relia-
bility of extracting neutron structure information from
measurements on nuclear target. The deuteron and 3He
complement each other for neutron information: nuclear
binding effects in the deuteron are smaller than for 3He,
but to obtain the neutron information a large proton con-
tribution needs to be subtracted. The proton contribu-
tions in 3He are small, making polarized 3He nearly a
polarized neutron target. However, the tightly bound
nucleons in 3He have larger nuclear binding effects and
non-nucleonic degrees of freedom may play a larger role.

THE GDH AND γ0 SUM RULES

Sum rules relate an integral over a dynamical quantity
to a global property of the object under study. They offer
stringent tests of the theories from which they stem. The
Bjorken [17] and the GDH [5, 6] sum rules are important
examples. The latter was originally derived for photopro-
duction, Q2 = 0, and links the helicity-dependent pho-
toproduction cross-sections σA and σP to the anomalous
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magnetic moment κ of the target:∫ ∞
ν0

σA(ν)− σP (ν)
ν

dν = −4π2Sακ2

M2
, (1)

where M is the mass of the object, S its spin, α the
QED coupling, ν the photon energy and ν0 the photo-
production threshold. The A and P correspond to the
cases where the photon spin is anti-parallel and paral-
lel to the object spin, respectively. For the deuteron,
S = 1 and −4π2Sακ2/M2 = −0.6481(0) µb. The GDH
sum rule originates from a dispersion relation and a low
energy theorem that are quite general and do not de-
pend on QCD. The only assumption involves the conver-
gence necessary to validate the dispersion relation. As
such, the sum rule is regarded as a solid general predic-
tion, and experiments at MAMI, ELSA and LEGS [18]
have verified the validity of the sum rule within about
7% precision for the proton. Verifying the sum rule on
the neutron is more difficult since no free-neutron targets
exist. Deuteron data taken at MAMI, ELSA and LEGS
cover up to ν = 1.8 GeV [18] but have not yet tested the
sum rule due to the delicate cancellation of the deuteron
photo-disintegration channel (≈ 400µb) with the other
inelastic channels (≈ 401µb) [19].

In the midst of the “spin crisis”, it was realized that the
GDH integral could be extended to electroproduction and
that it could be used to study the transition between the
perturbative and non-perturbative domains of QCD [4].
A decade later, the sum rule itself was generalized [20]:

M2

4π2α

∫ ∞
ν0

Γv(ν,Q2)
ν

σA(ν,Q2)− σP (ν,Q2)
ν

dν

=
2M2

Q2

∫ x0

0

[
g1(x,Q2)− 4M2

Q2
x2g2(x,Q2)

]
dx

= ITT (Q2), (2)

where ITT is the spin-flip double-virtual Compton scat-
tering (VVCS) amplitude in the ν → 0 limit, Γv is the
virtual photon flux, g1 and g2 are the two inclusive spin
structure functions, x is the Bjorken scaling variable de-
fined as x = Q2/2Mν, and x0 is the electroproduction
threshold. A slightly different version of the generalized
GDH sum rule is [21]:

2M2

Q2

∫ x0

0

g1(x,Q2)dx = I1(Q2), (3)

where I1 is the ν → 0 limit of the first covariant polar-
ized VVCS amplitude. An advantage of this generaliza-
tion is that it establishes a direct connection with the
Bjorken sum rule [17], the isovector version of I1 with
Ip−n1 Q2M2 = ga/3 for Q2 → ∞ (ga is the nucleon axial
charge). Both generalized sum rules in Eqs. (2) and (3)
recover the original GDH sum rule at Q2 = 0.

What makes the generalized GDH sum rule valuable is
that it offers a fundamental relation for any Q2. In the

low and high Q2 limits where I1 or ITT can be related
to global properties of the target, this sum rule can be
used to test our understanding of the nucleon spin struc-
ture. At intermediate Q2 it tests the non-perturbative
QCD calculations of I1 or ITT : while lattice gauge the-
ory results for GDH are still unavailable, previous data
have been used to test the AdS/QCD approach [22], phe-
nomenological models of the nucleon structure [23] and
χPT calculations [24–26] at lower Q2.

An ancillary result of the present low-Q2 data is their
extrapolation to Q2 = 0 in order to check the sum rule on
≈(proton+neutron) [19] and on the neutron. Although
the extrapolation adds an uncertainty to this determina-
tion, the inclusive electron scattering used in this work
sums all reaction channels without the need to detect fi-
nal state particles, thereby allowing measurement of the
whole sum rule integrand, unlike photoproduction that
requires detecting each final state, with more associated
systematic uncertainties .

The GDH and Bjorken sum rules involve the first mo-
ment of the spin structure functions. Other sum rules
exist that employ higher moments such as the spin po-
larizability γ0 sum rule [21]:

γ0(Q2) =
1

2π2

∫ ∞
ν0

Γv(ν,Q2)
ν

σA(ν,Q2)− σP (ν,Q2)
ν3

dν

=
16αM2

t

Q6

∫ x0

0

x2
[
g1(x,Q2)− 4M2

Q2
x2g2(x,Q2)

]
dx. (4)

An advantage of the polarizability is that the kinematic
weighting highly suppresses the low-x contribution to the
sum rule, which typically must be estimated with model
input since it is inaccessible by experiment. For this rea-
son, γ0 provides a robust test of χPT , although it has a
high sensitivity to how data is extracted at the inelastic
threshold. γ0 has been measured at MAMI for Q2 = 0
and at JLab on the proton, neutron and deuteron for
0.05 ≤ Q2 ≤ 4 GeV2 [10–14].

The JLab data revealed unexpected discrepancies with
χPT calculations for γ0, its isovector and isoscalar com-
ponents, and the generalized longitudinal-transverse spin
polarizability δnLT [10–13]. The data for γ0, and I1 typ-
ically agree only for the lowest Q2 points investigated
(Q2 . 0.07 GeV2) and generally only with one type of
χPT calculations: for a given observable, the results of
Ref. [24] would agree and the ones of Ref. [25] would not,
while the opposite occurs for another observable. Fur-
thermore, the experimental and theoretical uncertainties
of the first generation of experiments and calculations
limited the usefulness of these comparisons. Conversely,
Ip−n1 was found to agree well with χPT [12]. No data on
δpLT exist although some are anticipated soon [16]. This
state of affairs triggered a refinement of the χPT calcu-
lations [24–26] and a very low Q2 experimental program
to test them.
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MEASUREMENTS

The EG4 experiment took place in 2006 at JLab us-
ing the CLAS spectrometer in Hall B [27]. The aim was
to measure gp1 and gd1 over a x-range large enough to
provide most of the generalized GDH integral, and over
a Q2-range covering the region were χPT should apply.
The inclusive scattering of polarized electrons off longi-
tudinally polarized protons or deuterons was the reac-
tion of interest, but exclusive ancillary data were also
recorded [28]. For the deuteron run, two incident elec-
tron beam energies were used, 1.3 GeV and 2.0 GeV. The
CLAS spectrometer was equipped with a new Cherenkov
Counter (CC) in one of its sectors to improve the for-
ward angle detection. The target position was moved
1 m upstream of the nominal CLAS center to reach
smaller scattering angles and the toroidal magnetic field
of CLAS bent electrons outward, yielding a minimum
scattering angle of about 6o. This resulted in a cover-
age of 0.02 ≤ Q2 ≤ 0.84 GeV2 and of invariant mass
W ≤ 1.9 GeV.

The polarized beam was produced by illuminating a
strained GaAs cathode with a polarized diode laser. A
Pockels cell flipped the beam helicity pseudo-randomly
at 30 Hz and a half-wave plate was inserted periodically
to provide an additional change of helicity sign to cancel
possible false beam asymmetries. The beam polarization
varied around 85±2% and was monitored with a Møller
polarimeter [27]. The beam current ranged between 1
and 3 nA.

The polarized deuteron target consisted of 15ND3 am-
monia beads held in a 1K 4He bath, and placed in a
5 T field [29]. The target was polarized using dynami-
cal nuclear polarization. The polarization was enhanced
via irradiation with microwaves. The target polarization
was monitored by a nuclear magnetic resonance (NMR)
system and ranged between 30% and 45%. The polar-
ization orientation was always along the beam direction.
The target diameter was 1.5 cm and its physical length
was 1 cm. The NMR and Møller-derived polarizations
were used for monitoring only, the product of the beam
and target polarizations for the analysis being provided
through the measured asymmetry of quasi-elastic scat-
tering. To evenly spread beam heating and depolariza-
tion, the beam was rastered over the target with a spiral
pattern with a 1.2 cm diameter repeated every 2 s.

The scattered electrons were detected by the CLAS
spectrometer. Besides the new CC used for data acqui-
sition triggering and electron identification, CLAS con-
tained three multi-layer drift chambers that provided the
momenta and charges of the scattered particles, time-
of-flight counters and electromagnetic calorimeters (EC)
for further particle identification. The trigger for the
data acquisition system was provided by a coincidence
between the new CC and the EC. Supplemental data

were taken with an EC-only trigger for efficiency mea-
surements. Further information on EG4 can be found in
Refs. [28, 30].

ANALYSIS

The spin structure function g1 was extracted in W and
Q2 bins from the measured difference in normalized yields
between anti-parallel and parallel beam and target polar-
izations:

N↑⇓(W,Q2)

Q↑⇓b
− N↑⇑ − (W,Q2)

Q↑⇑b
=

LPbPt∆σ(W,Q2)a(W,Q2), (5)

where “↑⇓ or “↑⇑” refers to beam spin and target po-
larization being anti-parallel or parallel, respectively. N
is the number of counts and Qb is the corresponding in-
tegrated beam charge. L is a constant corresponding
to the density of polarized target nuclei per unit area,
PbPt is the product of the beam and target polariza-
tions and a(W,Q2) is the detector acceptance, which also
accounts for detector, trigger and cut efficiencies. The
cross-section difference ∆σ is defined as:

∆σ ≡ dσ↑⇓

∆ΩdE′
− dσ↑⇑

∆ΩdE′
, (6)

where E′ is the energy of the scattered electron. In the
Born approximation,

∆σ =
4α2

MQ2

E′

E

[g1
ν

(E + E′cosθ)−Q2 g2
ν2

]
, (7)

with θ the polar scattering angle. Only polarized mate-
rial contributes to ∆σ, which is advantageous due to the
dilution factor of the polarized targets used by EG4.

The product of the polarized luminosity, beam and tar-
get polarization, PbPt, and the overall electron detection
efficiency was determined by comparing the measured
yield difference in the quasi-elastic region, 0.9 < W <
1 GeV, with the calculated values. An event generator
based on RCSLACPOL [31], with up-to-date models of
structure functions and asymmetries for inelastic scat-
tering from deuterium [14], was used to generate events
according to the fully radiated cross section in Eq. (7).
The events were followed through a full simulation of
the CLAS spectrometer based on a Geant-3 simulation
package. Thus, the simulated events were analyzed in
the same way as the measured data, thereby account-
ing for the bin-to-bin variation of acceptance and effi-
ciency (Eq. (5)). A comparison between the simulated
and the measured data in a given Q2 bin is shown in
Fig. 1. Any deviation between the simulation and the
experimental results can be due to two possible sources:
1) A genuine difference between the g1 models and the
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true value within that bin; 2) systematic deviations of
all other ingredients entering the simulation from their
correct values: this includes backgrounds and detector
efficiencies and distortions, as well as models for other
structure functions (F2, R) and asymmetries (A2) and
radiative effects. To extract g1(W,Q2) from our mea-
sured data, we determined the amount δg1 by which the
model for g1 had to be varied in a given bin to fully ac-
count for the difference between measured and simulated
yield difference:

δg1 = gdata1 (W,Q2)− gModel
1 (W,Q2)

=
∆ndata(W,Q2)−∆nstandard(W,Q2)

(∂∆n/∂g1)simulated
, (8)

where n is the number of counts and the values ∆ndata

and ∆nstandard come from the polarized yield differences
∆n in the data and the standard simulation, respectively.
The systematic uncertainty on g1 due to each of the
sources in 2) above was determined by varying one of
the ingredients within their reasonable uncertainties and
extracting the corresponding impact on g1 accordingly.
It is important to understand that although a model is
used for obtaining g1, there is little model-dependence in
the results reported here.

Cuts were used for particle identification, to reject
events not originating from the target, to select de-
tector areas of high acceptance and high detector effi-
ciency, where the detector simulation reproduces well the
data [30]. Corrections were applied for contaminations
from π− and from secondary electrons produced from
γ → e−e+ (with the γ produced mostly from π0 decay).
The π− contamination was typically around 1% or less
and pair-symmetric electrons amounted to a correction of
less than 3% in nearly all cases. Quality checks were per-
formed, including detector and yield stability with time.
Vertex corrections to account for the beam raster, any
target-detector misalignments and toroidal field mapping
inaccuracies, were determined and applied. Electron en-
ergy loss by ionization in the target or detector material
were corrected for, as well as bremsstrahlung and other
radiative corrections.

Systematic uncertainties are typically of order 10%
of the extracted values for g1(x,Q2) and nearly always
smaller than statistical uncertainties. They are domi-
nated by the overall normalization uncertainty (about
7-10%, depending on kinematic bin), model uncertain-
ties for unmeasured quantities (up to 10% in a few kine-
matic bins, but normally smaller), and radiative correc-
tion and kinematic uncertainties (up to 5% near thresh-
old but much smaller elsewhere). The model uncertain-
ties were estimated by modifying the parameters control-
ling g1(x,Q2) and g2(x,Q2). The calculation and com-
parison of these contributions is detailed in Ref. [30].

1 1.2 1.4 1.6 1.8 2
W (GeV)

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8g 1

FIG. 1: Example of extracted gd
1(W ) vs. invariant mass W

(circles), together with the nominal value of the parameteri-
zation used for its extraction (line). The large negative peak
corresponds to the ∆(1232) 3/2+ resonance. The error bars
give the statistical uncertainty and the band is the total sys-
tematic uncertainty. The data are for

˙
Q2
¸

= 0.1 GeV2.

RESULTS ON THE GDH AND γ0 INTEGRALS

The integrals in Eqs. (3)-(4) are formed by integrat-
ing the data over the xmin < x < x0 range, where
xmin is the lowest x reached by the experiment for a
given Q2 bin. For the lowest Q2 bin, 0.020 GeV2,
xmin = 0.0073, and for the largest Q2 bin considered
for integration, 0.592 GeV2, xmin = 0.280. The data are
supplemented by the model to cover the integration range
0.001 < x < xmin. The correction for the quasi-elastic
contamination below x0 is done using the model [30].

The integral Γd1(Q2) ≡ Q2

2M2 I1(Q2) is shown in Fig. 2.
The original GDH sum rule provides the derivative of
Γ1 at Q2 = 0. The low-x correction is small. The full
integral (blue squares) agrees with the previous CLAS
EG1b experiment [14], but the minimum Q2 is 2.5 times
lower. The statistical uncertainty of EG4 is improved
over EG1b by about a factor of 4 at the lowest Q2 points
and thus allows for a more stringent test of χPT . The
Lensky et al. χPT calculation [26], which supersedes the
earlier calculations in Ref. [25], agrees with the data. The
most recent Bernard et al. χPT calculations [24] agree
with the few lowest Q2 points. The Pasechnik et al. and
Burkert-Ioffe models [23] describe the data well.

The data can also be integrated to form the related
moment ĪdTT (Q2) (Eq. (2)), shown in Fig. 3. The bar
over IdTT indicates that the integral excludes the electro-
disintegration contribution. We do not include the chan-
nels below the pion production threshold because the
CLAS resolution is not high enough for an accurate inte-



6

Q  (GeV)

Data only

0.1
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!0.15
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1!
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Data + Model

SLAC E143

JLab (EG1b)

Bernard et al.

Burkert!Ioffe

Lensky et al.

GDH slope
Pasechnik et al.

FIG. 2: The first moment Γd
1(Q2).The circles are the EG4

data integrated over the covered kinematics. The fully inte-
grated Γd

1, using a model to supplement data, is shown by the
squares. The error bars are statistical. The systematic un-
certainty is given by the horizontal band. The open symbols
show data from the CLAS EG1b [14] and SLAC E143 [31]
experiments. The other bands and lines show various models
and χPT calculations as described in the text.

gration. The Lensky et al. χPT calculation [26] agrees
with the data in the entire calculated range. As for Γd1,
the Bernard et al. χPT calculation [24] agrees with the
few lowest Q2 points. In addition to testing χPT , the
EG4 data can be extrapolated to Q2 = 0 and compared
with the original sum rule expectation that ITT (0) =
−κ2/4. Accounting for the deuteron D-state and ignor-
ing the deuteron breakup and the coherent channel, the
GDH sum rule predicts ĪdTT = (1−3ωD/2)(IpTT +InTT ) =
−1.574± 0.026, with ωD = 0.056± 0.01 [32]. We extrap-
olated to Q2 = 0 the data below Q2 = 0.06 GeV2, which
average at

〈
Q2
〉

= 0.045 GeV2. To this end, we used
the (small) Q2-dependence of the Lensky et al. calcula-
tion [26] since it agrees very well with the data. We find
Īd expTT (0) = −1.724 ± 0.027(stat) ± 0.050(syst). This is
10% away from the sum rule prediction of −1.574±0.026,
which represents ≈ 1.5σ. This can be compared with
the MAMI and ELSA measurement with real photons:
Īd expTT (0) = −1.986 ± 0.008(stat) ± 0.010(syst) inte-
grated over 0.2 < ν < 1.8 GeV (the systematic un-
certainties here do not include any low and large ν
contributions) [18]. Using the proton GDH sum rule
world data [18], we deduce the neutron GDH integral
In exp
TT (0) = −0.955 ± 0.040(stat) ± 0.113(syst), which

agrees within uncertainties with the sum rule expecta-
tion In theo

TT (0) = −0.803.
Finally, the generalized spin polarizability γ0(Q2) can

be formed from Eq. (4) and is shown in Fig. 4. The

Bernard et al.

Lensky et al. 

MAID!2007

Model

0

TTI

!4

!5

!3

!2

!1

10 10 1!2 !1

GDH

Data!only

Q  (GeV)2 2

Data + Model

FIG. 3: The generalized GDH integral ĪTT (Q2). For legends
and theoretical calculations, see Fig. 2. The arrow indicates
the expectation from the original GDH sum rule.

10

!5

0

!1

!2

!3

!4

!6

!7
10 1

Q  (GeV)2 2
!2 !1

!

Bernard et al.

Lensky et al. 

JLab (EG1b)
Data + Model

MAID!2007

Data only

0

Model

FIG. 4: The generalized spin polarizability γ0(Q2). See Fig. 2
for legends and theoretical calculations.

Pasechnik et al. and Burkert-Ioffe models are not avail-
able for γ0. The MAID prediction, a multipole analy-
sis of photo- and electroproduced resonance data up to
W = 2 GeV [33], is relevant since the low-x contribution,
not included in MAID, is largely suppressed. The χPT
calculations differ markedly. The full γ0 from EG4 (blue
squares) agrees with the Bernard et al. χPT calcula-
tion [24] and disagree with the Lensky et al. χPT calcu-
lation [26] and with the MAID model below 0.07 GeV2.



7

SUMMARY AND CONCLUSION

We report the first precise measurement of the Q2-
evolution of the generalized GDH integral and of the spin
polarizability γ0 on the deuteron in the 0.02 < Q2 <
0.59 GeV2 domain. The data reach a minimal Q2 2.5
times lower than that of previously available data, with
much improved precision. The data in general agree with
χPT predictions, although the degree of agreement of
the different χPT methods varies with the observable:
the Bernard et al. χPT calculations are more successful
with γ0, while the Lensky et al. ones are more successful
with the GDH integral. The phenomenological models
of Pasechnik et al. and Burkert-Ioffe agree well with the
GDH data. The MAID model disagrees with the γ0 data
for Q2 ≤ 0.07 GeV2.

The data can be extrapolated to Q2 = 0 to com-
pare with the GDH sum rule expectation summed over
the proton and neutron. Because the deuteron integral
does not include the photo-disintegration contribution,
the data test the GDH sum rule on the proton+neutron.
The extrapolated data are 10% away from the expecta-
tion, which represents ≈ 1.5σ. For the neutron, they are
20% away from the expectation, which represents ≈ 1.0σ.
Hence, the sum rules seem to be satisfied within this pre-
cision.

The program of providing benchmark polarization ob-
servables for χPT will be completed when the proton
EG4 data become available, as well as the longitudi-
nally and the transversally polarized data on the neutron
(3He) [15] and proton [16] from JLab’s Hall A.
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