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Abstract

Exclusive meson electroproduction at different squared-foomenta of the exchanged virtual
photon, Q?, and at different four-momentum transfetsand«, can be used to probe QCD’s
transition from hadronic degrees of freedom at the longadist scale to quark-gluon degrees
of freedom at the short distance scale. Backward-angle nmedsotroproduction was previously
ignored, but is anticipated to offer complimentary infotmoa to conventional forward-angle
meson electroproduction studies on nucleon structure.

This work is a pioneering study of backward-angieross sections through the exclusive
'H(e, ¢/p)w reaction using the missing mass reconstruction technifjbe.extracted cross sec-
tions are separated into the transverse (T), longitudlgabnd LT, TT interference terms.

The analyzed data were part of experiment E01-0Q4F-which used 2.6-5.2 GeV electron
beams and HMS+SOS spectrometers in Jefferson Lab Hall C. filmany objective was to
detect coincidence in the forward-angle, where the backward-anglevents were fortuitously
detected. The experiment has cengalvalues of 1.60 and 2.45 GéVat1V = 2.21 GeV. There
was significant coverage i ande, which allowed separation ofr 1, v rr. The data set has a
uniqueu coverage of-u ~ 0, which corresponds tet > 4 Ge\~.

The separated result suggest a flat 1/Q133*!-21 dependence, whereas seems to hold
a strongeil /Q%43+6-28 dependence. The, /oy ratio indicatesr dominance a€)? = 2.45 GeV
at the~90% confidence level.

After translating the results into thet space of the published CLAS data, our data show
evidence of a backward-angile electroproduction peak at both? settings. Previously, this

phenomenon showing both forward and backward-angle peakwly observed in the meson



photoproduction data.

Through comparison of oury data with the prediction of the Transition Distribution Alirp
tude (TDA) model, and signs efr dominance, promising indications of the applicability loé t
TDA factorization are demonstrated at a much lo@érvalue than its preferred range Qf >
10 Ge\~.

These studies have opened a new means to study the tramgitioennucleon wavefunction

through backward-angle experimental observables.
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Chapter 1

Introduction

The fundamental nature of matter in terms of elementaryigestand their interactions is a
central topic of research in subatomic physics. From théeanghysics perspective, the atom
consists of a cloud of electrons surrounding a positivegrgad core (nucleus), which contains
protons and neutrons. The protons and neutrons are ce#igctialled the nucleons and they are
held together by the strong nuclear force via the exchangeesbns (the force charge carriers
of the strong nuclear interaction). The strong nucleardascdescribed more fundamentally
in terms of interactions between quarks and gluons. Hadtbesstrongly interacting particles
such as nucleons and pions, are not considered elementéiglgsasuch as the electron (which
is considered to be point-like), but instead contain a subgire based on fundamental particles,
known as the partons.

At the current stage, the most successful model (theoryleda for the fundamental build-
ing blocks of matter is the Standard Model (SM). Accordingihte SM, there are four families
of elementary particles, namely quarks, (eptons (and their anti-particles), gauge bosons (the
force charge carriers, also known as the quanta) and nestypwtred Higgs boson. Examples
of leptons include electrons and neutrinos. The quarksdmmetified as partons that are bound
together by gluons to form hadrons. The forces between thrermadiated via the exchanged
gauge bosons, such as photons for the electromagnetiadtiter and gluons for the strong in-

teraction. The term ‘interaction’, refers to the procesthefgauge boson exchange. A complete



list of standard model particles is shown in Fig. 1.1.

three generations of matter

(fermions)
I ]l 1]
mass | =2.4 MeV/c? =1,275 GeV/c? =172.44 GeV/c? 0 125,09 GeV/c?
charge | 2/3 2/3 2/3 0 0
spin | 1/2 u 1/2 C 1/2 t 1 & 0 H
up charm top gluon I Higgs
~4.8 MeV/c* =95 MeV/c? ~4.18 GeV/c? 0
-1/3 -1/3 -1/3 0
1/2 d 1/2 S 1/2 b 1 L
down strange bottom photon I
=0.511 MeV/c? =105.67 MeV/c? =1.7768 GeV/c’ 291.19 GeV/c’
-1 -1 -1 0
1/2 e 1/2 !J- 1/2 T 1 ;
electron muon tau Z boson I
<2.2ev/c? <1.7 Mev/c? <15.5 MeV/c? =80.39 GeV/c’
0 0 0 +1
12 Ve 12 VM 12 V’[ 1 W
electron muon tau W boson
neutrino neutrino neutrino

Figure 1.1: Full list of the standard model fundamentalipkas [1].(Original In Colour)

The field theory for the electromagnetic interaction is knag Quantum Electrodynamics
(QED). This theory has been developed into an instrumentatt@vs high precision calcula-
tions for electromagnetic interactions, the intensityhwdge interactions is characterized by the
electromagnetic coupling constant ~ 1/137.

Analogously, the theory for the strong interaction betweamioured” quarks is known as
Quantum Chromodynamics (QCD), where gluons are the fieldezartat carry colour charges.
In contrast to the QED field carriers (the photons), gluonsiogeract with other gluons. The
intensity of the strong interaction is characterized bydineng coupling constant,,, which has
the particularity of being weak at short distance scaled({~!” m) and strong at long distance
scales £ 10~ m which is approximately the size of a nucleon). Experimignttne long and
short distance scales can be accessed through high and &gyenteractions, respectively.
Therefore, behavior of the strong interaction is signifigaaltered depending on the energy

range of the reaction.



At a low energy scenario (corresponding to a long distanakeyovherex, ~ 1 (dominates
over other coupling constants suchnay, it is often difficult to detect all final state particles it
great resolution to establish high quality data. Thesaifeatmake studying basic properties of
hadrons very difficult.

This Ph.D. work is part of the general effort of studying thedfon structure (typical ex-
amples being protons and neutrons) in termg ahd g under the intermediate energy (under
10 GeV) scenario, where the proton target is probed by arexated electron beam. The thesis
presents the extracted cross section ofdhep — ¢’ + p’ + w reaction from the experiment
E01-004 (E-2) data taken at the Thomas Jefferson National AcceleFatoitity (JLab).

This thesis consists of eight chapters:

e The first chapter gives a general introduction to subatorhissigs, terminology and ex-

perimental methodology.

e The theoretical grounds for the interpretation of the exted cross section observables are

introduced in the second chapter.

e The experimental setup and apparatus at Jefferson Lab Hade@ in the experiment is

presented in chapter three.

e Chapter four introduces the standard Monte Carlo simulatah ised for the Hall C
data analysis. The first part of the chapter describes theirspeeter models and various
physics corrections which are taken into account, inclgdiionization energy loss, ra-
diative corrections and multiple scattering. The secontigfahe chapter documents the

development of the new C++ based software used in the analysis

e The analysis details regarding the elastic scatteringte\en- p — ¢’ + p’) are introduced
in the fifth chapter. The experimental conditions for thesetascattering interaction re-
sembles those for the production interaction, in both cases the scattered elestand
recoil protons are detected in coincidence mode. Thus, tirdy f elastic scattering

events in greater detail significantly benefits thanalysis in terms of particle identifica-



tion (selection), experimental efficiency studies, deatetand experimental background

subtractions (topics covered in the order as they are mesdio

The detailed description of ther-p — ¢’ +p'+w experimental data analysis is documented
in chapter six. In the first part of this chapter, the partsgéection and experimental kine-
matic coverage are discussed. The second part introduegshifsics models used for
simulating thew and physics background processes, followed by the fittintpoa®logy
for the physics background subtraction. The chapter entltsandiscussion of the statisti-

cal and systematic uncertainties in the extraction of tipausged cross sections.

In the seventh chapter, the experimental cross section@asented. A comparison with
past data from the CLAS collaboration, and the separated sexgion ratios are presented
to test the TDA predictions. Some general quantitative kmnens from the analysis are

also discussed.

In the last chapter, a brief overview is given to summarize backward-angle meson

production experiments expected in the near future.

1.1 Dynamical Properties of Hadrons

Although the static properties of hadrons, like the totargle and magnetic moment, are ex-

plained by taking into account the quantum numbers (suchasotal angular momentum,

and orbital momenturhquantum numbers) of their constituent quarks, the dyndmioperties

of hadrons such as spin structure and parton distributjpasicularly the gluon and sea quark

contributions, are still not fully understood.

It is currently known that the dynamical properties of theleon constituents vary dramat-

ically depending on the momentum scale at which the strotggantion is probed: at large mo-

mentum, the nucleon behavior is accurately described yuiisks and gluon fields, but at low

momentum, it is necessary to use a description relying @tk hadronic degrees of freedom.

A complete understanding of nucleon properties requirexanrate description of the gluon



interaction and sea quarks which directly contribute todti@rge and current distributions. Par-
ticularly, as the fundamental part of the theory, topicsnekstigating the binding and confine-
ment of quarks and gluons inside hadrons have been activedyipd, and prominent examples
include the charged pion form factor experiments [2, 3] ahte® experiment [4].

QCD is a fundamental theory, and is a part of the Standard Mufgerticle physics, which
describes the interactions between quarks and gluons. Q@0yjse of quantum field theory
called a non-abelian gauge theory, with symmetry group $(@here subscript indicates
the three colour charges: red, blue or green. The gluon isttbag force carrier, which plays
the same role as the photons in the electromagnetic forazibded by QED, with the colour as
analog of electric charge. By QCD description, the protonafroas and pions are made up as
the lowest energy, colour neutral meson and baryon statese $ere are structural similarities
between QCD and QED, it is assumed that the problems in hadissigs can be resolved using
similiar perturbative methods (theory) what are succélyshpplied to QED [1].

It is well understood that at the asymptotic (freedom) ljmvhere the exchange of mo-
mentum is large or interaction distance is sufficiently $rf@mpared to the nucleon size), the
experimental observables from a given physics processeaalbulated from first principles via
perturbative methods [5]. On the other hand, exact calouatare not yet possible at low mo-
menta or long interaction length, since the binding of qaaska long-distance effect, meaning
that non-perturbative methods must play an important role.

A complete theory of QCD needs to take into account partonvehat both interaction
scales (perturbative and non-perturbative limits) to wsi@ded quark binding in hadrons. How-
ever, in the absence of a complete solution to QCD, the preelippwer of the theory is lim-
ited, relying only on the extraction of related informatiyom experimental data in the non-
perturbative sector. Experimental data can be used to reamstffective models describing
hadronic degrees of freedom in the strong interaction getadistance scales, the QCD tran-
sition to quark-gluon degrees of freedom, to ultimatelymagtotic freedom at progressively

shorter scales.

1SU(3). represents the spacial unitary group that takes into ad¢toree colours of strong interaction.



The existence of partons inside hadrons is well establisfisdattering of energetic electrons
off proton target [1], such a process is often referred asDibep Inelastic Scattering (DIS).
At sufficiently high electron energies, inelastic electppoton scattering is viewed as elastic
scattering of the electron from a free quark inside the protdowever, the internal structure of
hadrons cannot treated as an simple constant structurstog®f three quarks.

The extrapolated mass af and d quarks outside of any binding potential determined by
DIS where quarks are only weakly bound, is 4-6 MeV [1]. Thesl @ccount for~1% of
the nucleon mass. This is negligible compared to the gludsea quark contributions (virtual
guark-antiquark pairs) to the nucleon mass. Contributionthé nucleon structure from the
partons vary with the energy and momentum of interactian, asymptotic freedom versus
confinement.

A reliable way to study the nucleon structure is to invesdégaollective observables of the
bound systems. Electromagnetic (EM) form factors of haslreflect the distribution of charge
and current in the hadron. Therefore, the study of hadramia factors can give insight into the
internal structure of hadrons.

Since no exact calculations can be done in the non-pertuebagime of QCD (soft QCD), it
is extremely challenging to describe the strong interactictsmall values of momentum transfer
using an (non-perturbative QCD) effective model. Input frerperimental data is needed to

constrain those models.

1.2 Electron Scattering: Access to Hadron Structure

Electron scattering is a powerful tool, which gives cleaness to study the structure of the
nucleus. Because the electron-photon interaction is wetiiiteed by QED, the point-like nature
of the accelerated electron beam is a simple and well uratetgtrobe. Note the theory of
QED been developed into an instrument that allows high pi@ticalculations to describe the
electromagnetic processes.

Because the electromagnetic interaction is relatively veemkpared to the strong interaction



at the range comparable to the nucleon radius {m), it is well modeled by the exchange of a
single virtual photon (force field carrier) between the dweit electron and the hadron target. If
the probed distance scale is sufficiently small, the virpradton is able to resolve the structure
inside of the proton, which is often referred to as the pactstructure (many partons).

In terms of the spin and parity quantum numbers, the virthakgn is the same as the real
photon. There are two kinds of virtual photons: the spakeirtual photon that carries more
momentum than energy, and the time-like virtual photon tiaaties more energy than momen-
tum. For the space-like virtual photon, sinBe< p, £? — p?* < 0. For the time-like virtual
photon, sincel > p, £ — p?> > 0. Unless otherwise specified, the virtual photon referreid to
this thesis is the space-like virtual photon. Note thatulieut this thesis work, all equations,
parameters and experimental values are presented in th@hatits wherér = ¢ = 1.

Another fundamental difference between real and virtuakgis is that the real photon can
only be transversely (perpendicular to the direction ofppigation) polarized (as described by
classical electrodynamics [6]), while the virtual phot@ande both longitudinally (parallel to
the direction of the propagation) and transversely podakiZThis property of virtual photon is
directly related to principle of the L/T separation fornsat, which is described in Sec. 1.3.4.

Even on the same target, the internal structure probed bgtuial/photon can vary signifi-
cantly, depending on the kinematics (such as the momentmsfar) of the scattering process.
At extremely low energy transfers, the virtual photon iat#s with the entire nucleus, scattering
elastically or exciting a nuclear state or resonance. Abdriggnergy and momentum transfers,
scattering is dominated by quasielastic scattering, wtiexgohoton interacts with a single nu-
cleon. As the energy and momentum transfer increase, artdrppmbes smaller distance scales,
the interaction becomes sensitive to the quark and gluorede@f freedom in the nucleus.

In addition to a clean separation of the scattering process the structure of the target,
electron scattering from a nucleus is well suited to the emation of the structure of the nucleus.
Because electron scattering off a free nucleon is a well stugroblem, one can separate the
structure of the nucleon from the structure of the nuclend,examine the nuclear structure, as

well as modifications to the structure of the nucleons in theear medium.



1.3 Experimental Kinematics and Methodology

1.3.1 Interaction Reference Frame

Conventionally, there are two frames of reference that aggortant for an experiment: the
laboratory frame of reference (lab frame) and the centeradaframe of reference (CM frame).
Intuitively, the lab frame is the frame of reference in whible experiment is performed, while
the center of mass frame is that in which the total momentuth@fsystem vanishes and the
center of mass of the system remains at the origin. The ctiondeetween the two reference

frames is through the Lorentz transformation (boost).

1.3.2 Mandelstam Variables

Fig. 1.2 shows the scattering diagram of the following iatgion,

a(p1) + b(p2) — c(ps) + d(pa) (1.1)

neglecting/ and isospin {) quantum numbers, b, c andd are the names of the particles; their

four momenta are given as

wherei = 1, 2, 3, 4; F andp represent the energy and three momentum of the particle.
In this scattering process (Eqn. 1.8, p and the scattering angle of the particles can be
linked using the cross relations in a Lorentz invariant iastiequal value in both lab frame and

center of mass (CM) frame). These cross relations are knowedgandelstam variables, and



b (pz)

Figure 1.2: Scattering diagram of a generic interaction: b — ¢ + d. Thes, t andu cross
relations between initial and final states of the interactice indicated by black solid, blue solid

and red dotted curves, respectively. (Original In Colour)

their definitions are given below,

s =(p1 + p2)2 = (ps + p4)2
t =(p1 — p3)* = (p2 — pa)?

u =(p1 — ]@34)2 = (p2 — P3)2-

From the (three) momentum and energy conservation

the following relation can be derived:

s+it+u :m%—i-m%%—mg—l—mi.

(1.2)

(1.3)



1.3.3 Exclusivev Meson Electroproduction

The primary reaction studied in this thesis is the exclusngson electroproduction reaction:
'H(e, ¢'p)w. Meson electroproduction is a meson production processenthe incoming pro-
jectile is the virtual photon~(*). Note that they* is induced by the incoming and scattered
electron, a process well described by QED (introduced in £&g.

Furthermore, a reaction is considered to be exclusive fatlicles from the final states are
detected or reconstructed, otherwise, the reaction isiders to be inclusive. Note that all
reactions analyzed in this thesis are exclusive reactions.

Throughout the thesis, the interaction nomenclature sachie, ¢'p)w is used frequently.
From the expression, the initial and final states of the aton are separated by the comma (*,)
symbol. The left hand side of the comma symbBéi:ande represents the liquid hydrogen target
and incominge beam; on the right hand side” is for the scattered electron beapfor recoll
proton from the target andfor produced omega meson. The energy and momentum infamati
for particles inside of the bracket are measured directedjiexperimental hardware. Note that
energy and momentum information of there reconstructed using the missing mass technique
(described below).

Fig. 1.3 shows a scattering schematic diagram of the exeluseson electroproduction re-
action: 'H(e, ¢’p)w. The three-momentum vectors of the incoming and the seattelectrons
are denoted ag. andp,., respectively. Together they define the scattering plah&tws shown
as a green box. The corresponding four momenta aa&@ rj. The electron scattering angle in
the lab frame is labelled a. The transferred four-momentum vectpe (v, §) is defined as
(p.—p.). In the one photon exchange approximation, the four-maumerof the virtual photon
is taken ag. The square of the four momentum veciér= ¢,¢" = w? — |7|* = —Q* is always
negative in the electron scattering process (for a sp&eevirtual photon). Note that the three
momentum vector of the induced virtual photon is known as;tkiector.

The three-momentum vectors of the recoil proton targgt &énd producedv (p,) define
the reaction plane, which is shown as a black box. The azimhaifigle between the scattering

plane and the reaction plane is denoted by the recoil pratgtea,. From the perspective of
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Reaction Plane

Scattering Plane

~Q%=(n—ps)? t=(py—Py)?

W2=(p +pp)f

Figure 1.3: The scattering and reaction planes fot.tipeoduction interactiontH(e, ¢/p)w. The
scattering plane is shown in green box and the reaction jdastewn in black box. Note that the
recoil proton target after the interaction is labelled,, represents the exchanged virtual photon
and its direction defines thgvector; theg, (¢, = ¢, + 180°) is defined as the angle between
the scattering and reaction planes (the azimuthal angledrtheg-vector); thed, andd,, denote
the angle of they andw with respect to the-vector, respectively. The definition of the Lorentz
invariant variables such a¥, %, t andu are also shown. (Original In Colour)

standing at the entrance and looking downstream of thergpeeter,p, = 0 points to horizontal
left of the ¢-vector, and it follows an anticlockwise rotation. The labme scattering angles
betweenp, (or p,,) andq is labeledd, (or 6,,). Unless otherwise specified, the symbeéland

¢ without subscript are equivalent & and ¢,, since the recoil protons were detected during
the experiment. The parallel and antiparallel kinematresumique circumstances, and occur at
0 = 0° andd = 180°, respectively. Under the these circumstances, the imerée (LT and TT)
contributions from the virtual photon to the differentiabss section are required to vanish. The
implications of the parallel and antiparallel kinematics further explained in Sec. 1.3.4.

In the'H(e, ¢'p)w reaction, the missing energy and missing momentum are dedisie

Ey =E.— Ey — E, w4

ﬁm :ﬁe_ﬁe’_ﬁpzq_ﬁp'

From theseF,,, andp,,, one can calculate the missing mads, = / £2, — ﬁfn, which should
correspond to the mass of themeson {n, = 0.738 GeV [1]).

11



It is useful to describe thkH(e, ¢/p)w reaction in terms of these Lorentz invariant quantities.
In addition toQ?, one can use the Mandelstam variabies andu. In terms of the present

reaction, these quantities can be defined as:

s =(pu +a)* = (pp + pu)?,
t =(pu —pp)° = (a4 —pw)?, (1.5)
u=(pn — pu)’ = (q—pp)*.

wherepy, q, p, andp,, are the four momenta of the liquid hydrogen nuclear targetyal

photon, recoil proton and, respectively, and is the equivalent to the., defined in Fig. 1.3.

Instead ofs, the invariant mass of the photon-target systéim,is often used herd{ = /s),

which can be expressed 88 = /M2 + 2M,v — )%, whereM,, is the rest mass of the proton
target andv is the energy of the virtual photon. The quantittesnd are the squares of the
four-momentum transfer to the nucleon system. They can litewias

t:(Ep_V)2_ |ﬁp|2_ |€7|2+2|pp||9|(3059pa (1.6)

u :(Ew - V)2 - |ﬁw|2 - |J|2 + 2|pw||q| COSQW,

respectively. In the present reactiarandu are always negative. The minimum value (or
—u) Known as—t i, (Or —umin), IS reached fofl = 0° (or 6 = 180°), respectively. The minimum

values of—t and—u increase a§)? increases, whilél’ is kept constant,
3+t+u:m§+q2+m§+mf}:2m§—Q2+mi. 1.7)

In addition to the Mandelstam variables, the Lorentz irasatriquantity Bjorkenr is also
extremely important and detects the dynamical properfiesideon. Bjorken is the fractional

momentum carried by the struck parton and defined as

2
e
2pq

12



Note that ther in this thesis is defined as the Bjorker(often referred as ), and is not to be

confused with the Feynman(often referred as )

1.3.4 L/T Separation

In the one-photon-exchange approximation, thie, ¢'p) X cross section of thes and other
meson production interaction& (= w, «, p%, 2, n andr’) can be written as the contraction of
a lepton tensoL ,, and a hadron tensdv,,, [7]. In the case ofv production:

dSo o® E,
—\p, | B, B 1.8
0 B, dsy, aE, ~ Pl B i, L W (1.8)

e

where theL,,, can be calculated exactly in QED, and the explicit structditbe W+ is yet to be
determined. Since the final states are over constraindwe(aietected or can be reconstructed),
as in the case of thiH(e, ¢/p)w reaction, the cross section can be reduced further to adide-f
differential form:

d°o d*c

=T, ", 1.9
dEdQud; " dSY; (1.9)

where the asterisks denote quantities in the center-o&nase of the virtual photon-nucleon

system;l'y is the virtual photon flux factor:

o aEe/QL 1
Ym2 B, Q2 (1—¢)’

whereq is the fine structure constant, the facigr= (WW?> — m?2)/(2M,,) is the equivalent real-
photon energy, which is the laboratory energy a real photmmdwneed to produce a system with

invariant mass$¥?’; ande is the polarization of the virtual photon which is defined as

2|ql? AN
e:(1+%tan2§> )
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Figure 1.4: Modulation of the interference terms versumgle coverage. The modulation of
ot IS shown as the black curve and ther is shown as the red curve. A possible interference
modulation between the r andorr is shown as the blue curve. (Original In Colour)

The two-fold differential cross section (Egn. 1.9) can bétem in terms of an invariant cross

section:
2 2
ccllﬂ(;; - dci gd) ' dciz o’ (1.10)
where
oyl

is the Jacobian factor, and andg* are the three momentum of the proton and the virtual photon
in the CM frame.

The contraction of the lepton and the hadron tensor is deosatpinto four structure func-
tions corresponding to the polarization states of the alrphoton: a longitudinal (L), a trans-
verse (T) and two interference terms (LT and TT). The gerferai of two-fold differential cross
section in Eqn. 1.9 can be expressed in terms of structutifuns as:

d*o dort d

0L
= 2¢(1
thdqb pn +e g + v/ 2¢(1 +¢€)

dO’TT

dt

dO'LT

2
dt

cos o + € cos 2¢ . (2.12)
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The Rosenbluth separation, also known as the longitudiaaterse (L/T) separation, is a
unique method of isolating the longitudinal component ef differential cross section from the
transverse component. The method requires at least twoadepaeasurements with different
experimental configurations, such as the spectrometeeamgld electron beam energy, while
fixing the Lorentz invariant kinematic parameters such and(Q?. The only physical param-
eter that is different between the two measuremenisughich is directly dependent upon the
incoming electron beam energk{) and the scattering angle of the outgoing electron.

The two interference terms in Eqn. 1.11 can be eliminatdteeity taking data parallel (or
antiparallel) to the direction of the virtual photap,§, or by measuring those terms over the full
angulargy range and integrating over the acceptance.

The former case is known as the parallel (or antiparallel@kiatics regime, where the recoil
proton angle = 0° (or § = 180°). As the resultyp coverage reduced to a single point and give
no angular distributions (LT or TT interference contriloms). Therefore, the Eqn. 1.11 can be

reduced to
do doy, dor

From the low and higla measurements, the longitudinal and transverse compoogtits cross

section can be written as

dor, _ ((jl_(Z)High - (Ccll_ctr)Low (1.13)

dt €High — €Low

dop  €High (Cclz_i) Low  ¢Low (d_(tT) High

(1.14)

dt €high — €Low

1.4 The F.-2 Experiment

The data analysed in this thesis work were collected by th2 &xperiment, which was carried
out at experimental Hall C of the Thomas Jefferson Natior@elerator Facility (JLab), located
in Newport News, Virginia, USA. An electron bearm) (was accelerated to an energy of 3.7-
5.2 GeV before colliding with a liquid hydrogep)(target. The scattered electrons) (were
detected by the Short Orbit Spectrometer (SOS), and rexcmibpsy’ were detected by the High
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Momentum Spectrometer (HMS) after the collision. The veatesons such as were created
as the result of the interaction. Since a large fraction offrastum was absorbed by the recoiled
P/, thew was almost at rest in the lab frame. Therefore, the informnatieeded to extract
cross section must be reconstructed with the detectaddp’ data. A schematic diagram for
backward angles production is shown in Fig. 1.3.

Experiment E01-004 (F2) [3] was the second charged pion form factor experimedetn
taken at Jefferson Lab in 2003. The goal of theZFexperiment was to extract the differential
cross section of chargedthrough the interactiondH (e, ¢’ )n and?H(e, /7~ )pp, (n represents
neutron) at the intermediate energy level (few GeV), anth&rrisolate the longitudinal part of
the pion electro-production cross section for the purpésetoacting the charge pion form factor
(F,). These physical observables, allow study of the transfii@cess from the non-perturbative
QCD region to the perturbative QCD region to further undextaadron structure.

During the E-2 experimental data taking, a significant number of recmtgns were de-
tected in coincidence with the scattered electrons. Theingsmass distribution suggested
strong evidence for the backward anglecghannellw production. This thesis work used a sim-
ilar technique as the earlier.2 analyses, to extract the differential cross sectionspemtbrm
a full Rosenbluth separation. Since these data offer uniqokvard angle kinematics, which
have not been described by theory or studied by other expatsnthe result from this research

Is expected to provide a new means to probe the quark compofe proton wavefunction.

1.5 Past Exclusivev Electroproduction Experiments

The dynamical properties of nucleon greatly depend on tharignt mass of the probe-target
systemlV, wavelength of the virtual photon probg (~ 1/Q) and fractional momentum of
the struck partorrz. Table 1.1 shows the summary of the past exclusivelectroproduction
experiments, where each of the experiments has differarg@rages in terms ofi’, Q2 andz,
therefore not all data sets are suitable to compare to tlt fesm the F.-2 data.

Fig. 1.5 shows th&)? vs z for all data sets. The exclusive meson data from ZEUS [9],
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Figure 1.5:(Q* versusz coverage for the world data an electroproduction. Here, the x-axis
variablexg, is equivalent to the: (Bjorkenx) used elsewhere in the thesis. Due to the limited
acceptance of the spectrometer experiments, the kinesr@aiierages (settings) of the Hall C
measurements are presented as individual points (redesyt@rF.-2 and purple triangle for
Ambrosewicz et al. [8], 2004). The full kinematics coverage terms ofiV, %, x andt for
each of the experiments are listed in Table 1.1.

HERMES [10] and DESY [11] offer different coverages than the2Fdata, therefore cannot
be used to perform any meaningful comparison. Any comparstady requiring significant
extrapolation would introduce unavoidable bias to the msysbservable, which can lead to the
wrong conclusion.

The Cornell [12] data overlapF2 kinematics coverage. The differential cross section
do,,/dt was extracted for 2.25 W < 3.7 GeV and 0.5< ) < 3 Ge\?. Thet coverage is
given in terms of’, which is defined a8 = |t — t,,;,| and ranges & ¢’ < 1 Ge\2. Despite sim-
ilarity in the kinematics coverage, the Cornell data do neehsufficient statistics. events) to
investigate the cross section evolution in termg efithin a more constraine@? andW range.

In addition, the large overall uncertainties (20-40%) mideecomparison much less meaningful.

Hall C experiment E91-016 [8, 13] by Ambrosewicz et al., sgddhew electroproduction

at low momentum transfer @p? = 0.5 GeV? andW ~ 1.75 GeV. Since théV value is in the
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resonance region (excited states of baryons), the baclkamgldw is due to the decay of a baryon
resonance. This is a completely different physical medmmiompared to the created in E-
2, whoselV is above the resonance region. Despite the differencesiphlgsics objectives,
the experimental methodologies used by the two experimeeate extremely similar. In both
experiments, the events were reconstructed using the detected final stdtemiation from the
SOS and HMS (the missing mass reconstruction method), ansittulation method was used
for the subtraction of the backward angle physics backgisun

The data published by Morand et al. [14], from the CLAS collalbion, also overlaps the
F.-2 data. Different from the spectrometer setup at Hall C, th&&is a low luminosity, high
precision detector with large solid angle acceptance. Timgsmethodology used to detect the
w mesons is completely different. The experiment measuped- ¢'p'w reaction, where the
w decays throughh — 7"7~x” channel. Since the detection of all three final state piors wa
extremely difficult, thev event selection relied on the detection of one or two of thal State
pions, which corresponds tp — eprt X andep — €'p'rt7~ X, respectively. After the events
were selected, the missing makls; distribution ofep — ¢’p’ X was then reconstructed, where
a distinctive peak corresponds to thes sitting on top of a smooth and wide background. The
CLAS data have extremely wide kinematics coverage, as showigi 1.5. The data set closest
to the F.-2 kinematics at)? = 2.35 GeV?, W < 2.47 GeV and0.21 < —t < 2.3 GeV?, is
selected for comparison. Further details regarding theltsesomparison between CLAS and

F.-2 are given in Sec. 7.2.
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Table 1.1: Central kinematics for priarelectroproduction data. Data are arranged with respect

to the published date (from past to present). Note that tbikws expected to be published in
late 2017.

Publication W Q? T —t Reference
Date GeV  GeV GeV?

DESY 1977 1.7-28 0.3-1.4 0.1-0.3 <05 [11]
Cornell 1981 2.2-3.7 073 0104 <1 [12]
Zeus 1997  40-120 3-20 0.01 <0.6 9]
JLab Hall C Ambrosewicz 2004 ~1.75 ~0.5 0.2 0.7-1.2 [8]
JLab Hall B Morand 2005 1.8-2.8 1.6-5.1 0.16-0.64<2.7 [14]
HERMES 2014 3-6.3 >1 0.06-0.14 <0.2 [10]
JLab Hall CE-2 2017 2.21 1.6,2.45 0.29,0.38 4.0,4.74
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Chapter 2

Literature review on Backward-Angle w

Meson Production

Production Mechanism of the Backward Anglew

One of the key questions in this work is the production meigmarof the backward-angle
meson. There are several possible interpretations (mdtielscan result in a backward-angle
meson in the final state.

In one model, they is originated from the effect of vector meson dominance (M)M&Ehere
the virtual photon produced by the incoming electron ost@h into one of the three vector
mesonsy, w or ¢. Equivalent to the Rutherford scattering experiment, asogeptile, thew
meson recoils at 18Grom the proton target.

A second model is more complex: thas originated from the internal structure of the proton.
An intuitive visualization of this interpretation is thellmwving: the proton target consists of three
valence quarks and an additional quark-antiquatl pair from the contribution of the quark
sea. The incoming space-like virtual photon interacts Withproton target that includes three
valence quarks, which results a “new” proton being pushédthfge momentum transfer) out
of the target proton, theg pair from the contribution of the quark sea remained targsttjon.

A schematic diagram of such interaction is shown in Fig. ZThis uniqueu-channel meson
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Figure 2.1: Schematic diagram for backward-angleroduction. Note that theg pair near the
bottom of the plot are from the sea-quark or gluonic contrdsufrom the nucleon structure.
Figure created based on the description by Christian Weié$. |

interaction reaction is referred as a “proton being knoakeidof a proton process” [15]. Other
possible models, such as thas created by a decayed* baryon resonance, are suppressed by
the W values of the E-2 data.

In this chapter, both models are examined using the cuyrendilable theoretical tools for
the backward-angle meson production, to uncover the widgrinechanism for the-channel

physics.

2.1 wu-Channel Physics Overview

In subatomic physics, a given reactiont b — ¢ + d (as shown in Fig. 1.2) is categorized as
au-channel interaction if the four momentum transfer squared (¢ — p,)* approaches zero.
u-channel interactions in the contextof- p(p) collisions and the pion-nucleom ¢ N) inter-
action have been studied for decades, since the 1960s []L thd@ugh the Regge theory [19].
These studies concentrate on thehannel meson production processes through the credtion o
a resonance. One common feature of these early studiestiéhachannel interaction was
only considered as a contribution (special case) okthkannel interaction [17, 18].

In the context of meson electroproduction, such’as- p — w + p, the conservation of the
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Figure 2.2: Schematic diagrams fgrt andu channel scattering interactions: +p — w + p'.
Note that the virtual photon* is induced by the incoming electranand scattered outgoing
electrone’. Assuming the electron scattering in a fixed target expeariptbe exchanged patrticle
in the s-channel represents the excited baryonic resonance; steeddine in thei-channel
represents the meson exchange; the dashed line in¢channel represents the baryon exchange.
The direction of the time flow is from left to right.

guantum numbers (charge, spin, isospin, parity and baryamber) suggests the exchange of a
meson in the-channel, and the exchange of a baryon indhend s channels, as illustrated in
Fig. 2.2.

Derived from the original Regge theory formalism (describe&ec. 2.2.1), the model de-
veloped by Vanderhaeghen, Guidal and Laget (VGL model) 220 introduced the saturation
of the Regge trajectory (explained in Sec. 2.2.1) that altbl® smooth extrapolation of the
scattering amplitude to thet < 0 or —u < O regions, which led to the description of meson
photoproduction{N — N) at low momentum transfer.

In the year 2000, th&)? dependence to the Regge based model was introduced by J. M.
Laget (JML model) [22, 23, 24]. Currently, the JML model has ttapability of describing
meson photoproduction and electroproductiogh’\ — 7 /NV) data, even in the high momentum
transfer range and the hight region. However, nai-channel electroproduction study by JML
has been attempted [25].

Despite its great success during 6 GeV era, the effectigeniethe Regge trajectory models
can be further validated with experimental data in 12 GeVaddrdLab. It is considered that,

as the electron momentum transfer squapédvirtual photon resolving power) is increased to
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a sufficiently high level, the virtual photons are likely touple with the partons directly. For
this reason, it is beneficial to have a parton-based modetidsrribes the nucleon structure in
terms of the fundamental building blocks directly. In thetpdecade, one of the most important
developments in hadronic physics has been the establishohéime theoretical framework of
Generalized Parton Distributions (GPD) and Transverse &fdom Distributions (TMD) [26],
which offer the complete spatial and momentum informatibthe partons inside of a nucleon
while fully taking into account the Heisenberg uncertaiptinciple. A complete understanding
of the GPDs is equivalent to a full spatial image of a nuclé€durrently, there is no known direct
experimental access to measure GPDs.

Soon after the introduction of the GPD, a variant of the saraméwork known as the Tran-
sition Distribution Amplitude (TDA) was developed by a B. ®iet al. [27, 28, 29]. The TDA
specifically describes the reaction of backward-angle megsoduction [30], while GPDs are

being actively studied through forward-angle meson prodog31, 32].

2.1.1 Gateway tou-Channel Physics:t-Channel Physics

Developments in the Regge trajectory based models haveedrda linkage between physics
kinematic quantities and the experimental observablesa Aesult, experimental observables
at JLab physics are often parameterized in term&ofz, Q* andt. By varying a particular
parameter while fixing others, one can perform high prenisioidies to investigate the isolated
dependence of the varied parameter for an particular ictiera During the JLab 6 GeV era, the
W, Q? andt dependences of exclusive meson photoproduction and @beottuction were ac-
tively pursued and resulted in extremely valuable conohs{22]. Currently, this methodology
remains the cleanest access to uncover the underlying misama

In terms of experimental methods at JLab, thehannel interactions are the most simple and
straightforward approach, since they require the scattér@rom the electron beam) and newly
created particle to travel forward to be detected. In thesype, the recoil nucleon remains at the
target station (recoiled 18®ackward of the produced meson). khrehannel on the other hand,

offers a unique and counter-intuitive scattering scenarere the scatteredand recoil nucleon
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move forward and the created meson remains at the targeistamitted 180 backward of the
detected nucleon in the CM frame). The fact that the backwaagle emitted meson has smaller
mass than the forward-going nucleon only makestohannel interaction more unconventional
and interesting.

The first step in gaining understanding of tixehannel interaction and uncovering the un-
derlying physics mechanism is to understand the physigalfgiance ofQ? andt (evolution of
proton structure).

Assuming the meson electroproduction interaction with @dfix” value higher than the res-
onance regionl{’ > 2 GeV) andz ~ 0.3, Q? can be visualized as the resolving power (wave-
length of the virtual photon propagatdy andt is analogously linked to the impact parametgr (

of the interaction through

where théeh is the Planck’s constant ands the speed of light.

Since the probe of the interaction is the virtual photon, tiiings will happen. First, a§?
increases the lifetimé&r = 2v/(Q* + m3%) of its hadronic component decreases, therefore its
coupling becomes more point-like. Second, the wavelenyth-(1/Q) of the virtual photon
decreases. This concept is illustrated in Fig. 2.3 [22]eimi@Q? and .

When bothQ? and—t are small (top left panel of Fig. 2.3), the photon behaveslzsaa of
vector mesons which pass far away from the nucleon targg@lying a large impact parameter
b). The partons that may be exchanged have enough time tadbteith each other and build
various mesons.

At low Q? and high—t (top right panel of Fig. 2.3), the small impact paraméteorresponds
to the hadronization length of the partons that are absoobedcombined into the final state
particles (within the interaction volume defined )y before they hadronize. In simple terms,
a pair of partons are exchanged between the meson and treonwarhd a gluon is exchanged
between this pair of partons.

When Q? increases, the resolving power of the photon increases egitsto probe pro-
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Figure 2.3: A schematic view of the evolution of hard-saattgmechanisms in terms 6f* and
t. Plot created based the original from Ref. [22].

cesses which occur at shorter and shorter distances andoogiedo the constituents of the
exchanged particles. Whent is small (bottom left of Fig. 2.3), the photon probes only the
guarks inside the pion that is exchanged between the proidithe outgoing meson. Whert
and@? are both large (bottom right of Fig. 2.3), the quarks inshie proton are able to couple
directly to the quarks inside the target because the wagtienbecomes comparable to the
impact parametel. The virtual photon sees the partons which are exchangedgdiire hard
scattering.

This classical interpretation of the evolution of hard s&ég was developed from Regge
theory [20] (further discussed in Sec. 2.2.1), and has beecessfully implemented to explain
both meson photoproduction [20, 21, 22, 23] and electrapton [22]. Excellent agreement
has been achieved between model and data. A extension totémgretation using instead of

t is expected in the near future [25].
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2.2 Regge Trajectory Model

2.2.1 Regge Trajectory

This section gives a brief summary on the concept of Reggectajes and some of their most
important features.
The partial-wave method introduced in Refs. [33, 34] is a cammmethodology to analyze

the scattering processes [35]. Consider the wavefunctitmeiform of

ik-r

Y(r) ~ e®T + f(k,cosb) er , (2.1)

whered is the angle between the wave veckoand the position vectar. In the case of bound
states, the plane wave (first) term is absent. The form fgci®written as a sum of partial waves
as [19, 35, 36]

f(k* cosf) = f: (20 4+ 1) a;(k*) Py(cos ), (2.2)

=0

1
a(k*) = 5/ (20 + 1) f(k?* cos®) Py(cos®) dcosf,
-1

where! is the orbital angular momentum quantum number &ns the Legendre polynomial
of degre€l. In the initial introduction of Regge theory [19], T. Regge grlized the solution
for the solution off by treatingl as a complex variable. It was proven that for a wide class of
potentials, the singularities of the scattering amplit@@mple polesy; (k?) ) in the complex
plane were poles, now known as the Regge poles [17, 18, 37].

For real values of, Re(l) > —1/2, the partial-wave components of the scattering amplitude
have only simple poles and are functions:of

Bk
k)~ — 2.
al( ) l_a(kg)v ( 3)

where( is the Regge residue andis the position (Regge trajectory) of the poles. These poles

correspond to the bound states or the resonances (barydmsemons) [35].
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Figure 2.4: Figures (a) and (b) show the meson and baryoraegehtrajectories, respectively.
On the y-axiso(t) anda(u), represents the real base@trajectories, and are equivalent the
total angular momentum quantum numbeaccording to the Regge theory. On the x-axif?

is interchangeable with the Mandelstam variab{er «) for the meson (or baryon) trajectories.
Note that the shown trajectories are for demonstration @flittear relation between theand
m?, therefore should not be used for as the actual Regge trajdzsed calculation.

The Chew-Frautschi plots [37] that project the spin quantumlzer §) on y axis and rest
mass squared/? on thex axis, for meson and baryon are shown in Figs. 2.4 (a) and €b), r
spectively. From the phenomenological point of view, fhealues of the resonances seem to
be linearly correlated to th&/? values over a set of particles of a fixed radial node number
Furthermore, Chew-Frautschi [33] were able to apply the R¢ggie) theory to investigate the
properties of these linear trajectorieg §?)) in the case of the strong interaction. This approach
was a success, which allowed the Regge trajectory based snfddgl 20, 23, 37] to predict
the scattering amplitudes, the form factors and the expmariai observables such as the cross
sections which depend on the experimental kinematicshasasuch as, ¢t andw.

In the Regge model, = «(k?) is also sometimes expressedias «(E), or more commonly
in terms of the Mandelstam variabl@sJ = «a(t), oru asJ = «(u). In thet-channel (forward-

angle) interaction, it is more convenient to use fhe «(t) representation, which reflects the
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Figure 2.5: Regge modeland« channel interaction. (a) shows thehannelw production
interaction, and the exchanged particles are based on thgeRegjectory model include?,

f2 andP. (b) shows theu-channelw production interaction when a baryon is required to be
exchanged.

forward-angle meson production. Similarly,= «(u) is used for theu-channel (backward-
angle) interaction. Note that the conditiaiit) < 0 or a(u) < 0 does not correspond to any
physical particles (pole) becauseannot be negative [38].

Along with the existence of the primary Regge trajectoryreéh&re also the daughter tra-
jectories and the Regge residue. To reduce the level of coatjgn, discussions of these are

excluded. Complete discussions on these topics can be fauRelfs. [17, 18, 37].

2.2.2 wu andt Kinematic Limits

In pseudoscalar meson photoproductiéh ¢~ 4 GeV) reactions (such ag — nz*), the main
feature involves a pair of strongly collimated peaks at fndv(¢| < 2 Ge\?), and backward-
angles [u| < 1 Ge\?) [20, 21]. Similar to the particle exchange diagramdgoroduction shown
in Figs. 2.5 (a) and (b), thechannel interaction (peak) is dominated by meson exchande
u-channel interaction (peak) is dominated by baryon exchaNgte, this interpretation divides
the interaction process into three separate regions wsibei tot (or «), and each of the three
regions are dictated by different interaction mechanisms.

In the case of the electroproduction of the vector meson&@bwy resonance production re-
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gion (W > 2 GeV) and large momentum transf&?(> 2 Ge\#), a similar feature in terms
of the cross section behavior is expected as observed irdpsealar meson photoproduction.
Currently, the strong forward-anglé-¢hannel) peak has been experimentally measured [14].
However, the expected existence of the backward-angthénnel) peak for vector meson elec-
troproduction was not verified due to lack of experimentahdantil this Ph.D. work.

In this analysis work, the electroproduction of the vectasons is divided in into three
interaction regions with respect tqor «). The definition of the andw limits are chosen based

on similar definitions introduced by Ref. [20]:
Low —t Region: —t,,i, < —t < 1 GeV?,
Low —u Region: — i, < —u < 1 GeV?,

Large Emission Angle (LEA) Region: 1 GeV < —t < —t (—u =1 Ge\?) or
05GeV < —u < —u (—t =1GeV),

Using the imposed momentum conservation constraints oMtraelstam variables given
by Eq. 1.7, if the experiment has fixél and(Q? values, the values can be converted into
Thus, a smalt value corresponds to a largevalue, and vice versa.

In terms oft coverage, the upper limit of LEA region does not correspanthé maximum
possible—t value: —t,,... The—t,,., value is inside of the low-u region. The LEA upper limit
is defined by the corresponding value of —u = 1 Ge\? (low —u upper boundary). Similarly,
the upper limit of the LEA region in terms af coverage is defined by the corresponding
value of —t = 1 Ge\? (low —t upper boundary). Depending on experimental kinematias, th
boundaries between the three regions can vary, howeveg, iheo overlap between the lowt
and low—u regions.

Fig. 2.6 shows three regions in terms of the scattering angb®th Lab and CM reference
frames. At-channel scattering process is used as an example. Notetnedry lines between
different regions are for illustration purposes only, whao not correspond to any particular

and—uv values.
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Figure 2.6: Scattering angle distribution limits for thavie-u, low —t and LEA (high—u

and high—t) regions, in both Lab frame (top) and CM frame (bottom). Achannel meson
production interaction through*p is shown as an example. In each diagram, the black thin
arrow indicates the incoming virtual photon probe; thinygaerow and circle describe the motion
of proton target before the interaction; pink thick arrowthe produced meson; the thick grey
represents the recoil proton after the interaction. DuééolLorentz boost, the region limits in
the Lab frame appear to be dramatically different from thats in the CM frame. (Original In
Colour)
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2.2.3 Regge Trajectory in Meson Production

In Regge-trajectory-based models, the standard treatroegakée into account the exchange of
high-spin, high-mass particles is to replace the polefiggnman propagator of a single particle
(i.e. t_%) by the Regge (trajectory) propagator. Meanwhile, the exghgrocess involves
a series of particles of the same quantum number (followliregsame Regge trajectornyt)),
instead of single particle exchange. As an example, the Reggagator for the pion trajectory
IS given as

(£)® 1 4 cemimal® 1

cgge = —2 ; 2.4
Pr sin(ma(t)) 2 L1+ a(t)) &4

where( = =1 is the signature of the exchanged trajectory, aiit) is the meson trajectory
obtained from Chew-Frautschi plots such Fig. 2.4 (a). Fotoreneson f, w and¢) production,
the Regge propagator can be constructed in a similar form.

The required exchanged patrticles (trajectories) for vati@son production are listed in Ta-
ble. 2.1. For forward (t-channel) production the dominant trajectorieszréplotted in Fig. 2.4
a),f; and PomeronK) [20, 21, 22, 23, 24]; in the backward-angle scenaitgliannel), the dom-
inant baryon trajectory ia [22, 23, 24].

For the forward hard scattering process whiere< 0, the meson trajectories are assumed
to approach-1 (asymptotic limit) [20]. This is known as the saturation logé tRegge trajectory.
Note that the saturation effect also applies to the backward scattering process where< < 0.
Saturation is an extremely important and profound assumpivhich allows a smooth transition
and extrapolation from the soft scattering amplituti, s, att > 0 (or v > 0) to the hard

scattering amplitudeXt},,,.;) att < 0 (or u < 0) [20]

Mhard = Msoft F3(t) F4(t) (25)

or

Mhard == Msoft F&(u) F4(U), (26)

whereF; and F, are form factors of the two outgoing particles.
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Figure 2.7: Regge trajectory saturation foand~. Original plot was from Ref. [20, 21].

Examples of the Regge trajectory saturatiomdfy(t) — —1 or a(u) — —1) for 7 andp are
shown in Fig. 2.7. As the result of the saturation effect,differential cross sections will tend
to a plateau in the LEA range since the exponent@dgpendence(*)) or u-dependence:(")
vanishes. In potential models, the saturation of the Reggectories (approaching1 when

—t oc 00) Is closely related to the one-gluon exchange interactedswéen two quarks [20].

2.2.4 VGL and JML Models

With the introduction of the saturation of the Regge trajgcf@0, 21], Regge-based models such
as VGL [20, 21] and JML [22, 24] have become effective methoddeal with hard-scattering
mechanisms in the non-resonance regior:(0 andu < 0) and have been successfully used
to describe the meson photoproductiont Bndu-channels, and the meson electroproduction in
t-channel.

The VGL model has been validated with experimental data of photoproduction from

Refs. [39, 40, 41]. Fig. 2.8 shows the VGL model to data conspari The peaks atchannel
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(t < 1GeV?) andu-channel{ > 13 Ge\~ for E., > 7 GeV orE,, > 12 GeV which corresponds
to u < 1 GeV?) were successfully described by the model. The experirhelata features
three distinctive regions across theange (as described in Sec. 2.2.2): the lewregion, the
t-channel peak dictated by the “soft” process of meson exgdrahe LEA region, cross section
plateau is the indication “hard” process; the region,u-channel peak dictated by the “soft”
process of hard baryon exchange. Here, the soft process tefthe photon probing the parton
bound states (soft structure) inside of the nucleon; wisafeahard process describes the photon
directly probing the point-like parton (hard structure)hig classic interpretation offered by
the VGL model on the soft-hard-soft transition carries gesignificance in understanding the
evolution of the scattering process with respeat @nd is elaborated in Sec. 2.1.1.

Thep?, w and¢p meson photoproduction [42, 43, 44] and the electroprodoaifw data from
CLAS [14] have demonstrated the predictive power of the JMIdehan the low—t and LEA
regions. Compared to the VGL model, the JML model has inclubled)? dependence. The
validation of the)?-dependence extension of the JIML model came froetectroproduction for
Q? ~ 2.35 Ge\? data from CLAS [14], and is further discussed in Sec. 6.10t& IML model
was a successful milestone, significantly improving theledge regarding the hard scattering
mechanism and establishing the direct linkage betweemiaties variables (such @} to the
impact parameter [22, 23, 24] (described in Sec. 2.1.1).

Despite the great successes of Regge trajectory based nbee¢sare some limitations that

may require further research effort.

e As introduced in Sec. 2.1.1, the classical interpretatibf)dis considered to be the re-
solving power of the probe and is inversely proportionah® ¥irtual photon wavelength
(Q* ~ 1/)). AsQ? increases beyond the effectig range of the Regge model, the virtual
photon wavelength (interaction radius) would decreasessand to directly couple to the
parton structure. Currently, the upper limit of effectivega of Q? for the Regge theory
has not been determined [14]. The study of the transitioh®Regge theory in terms of
@Q? would be beneficial to the understanding off the proton $timedin terms of the quarks

and gluons, and their interaction mechanism,
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Figure 2.8: Differential cross SeCti(%(’yp — n7t) [21]. Solid lines represents the “soft” VGL
model and dashed lines represents the “hard”. The dataareRefs. [39, 40, 41]. Original plot
was from Ref. [20, 21].

¢ Inthe case of thee meson, the model predicts the dominance of the transverspaent

of the cross sectioa >> oy, at large value of)? [14],

¢ No calculation is available far-channel electroproduction. Furthermore, the behavibur o
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Table 2.1: Table contains the main trajectories forttistbannel meson exchange and¢hannel
baryon exchange forp — pp°, vp — pw andyp — po [22, 23, 24, 45]. Exchanged particle
P represents the Pomeron. The Regge trajectories for listeltheged meson and baryon are
shown in Fig. 2.5 Thewu-channel contribution of the production is unclear, currentlyN N
coupling is arbitrarily chosen based on ref. [46].

Quark Composition ¢-channel u-channel
P WT*‘? fy, o, P A, A-N Interference
w “ETJ“‘M m, o, P N
) SS P Unknown¢ N N coupling

the differential cross sections inside the LEA region i®aleknown. See further discus-

sion in Sec. 7.2.

2.3 GPD and TDA

As introduced in Sec. 2.1, Generalized parton distribgti@@PDs) are an improved description
of the complex internal structure of the nucleon, which mfe\access to the correlations between
the transverse position and longitudinal momentum distiain of the partons in the nucleon. In
addition, GPDs give access to the orbital momentum corttabwof partons to the spin of the
nucleon [26, 47].

In 1932, E. P. Wigner formulated a way to express quantum arecal correlations using the
language of classical statistical mechanics [48], which later applied to describe the behaviour
of quarks and gluons inside of the nucleon.

Assuming a one-dimensional quantum mechanical system watre functiony(z), the

Wigner function is defined as [49]

Wr(z,p) = /w*@c —1/2) ¥(x +n/2) ePdn, (2.7)

whereh is set toh = 1; x represents the position vectgris the momentum vectorj represents
the space-time separation. When integrating out the spaf@mation inz, one can obtain

the momentum density(p)|?; when integrating over the momentum spagcene can obtain the
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spatial density¢(z)|. This is a unique functionality that allows the Wigner distition (derived
from the Wigner function) to contain the most complete (gpa&nd momentum) information
about a quantum system, while respecting the Heisenbergtaintty principle [26].

After constructing the “rest-frame” matrix element and rageng over all possible three-
momentum transfer, the quantum phase-space quark diginbim a nucleon can be written
as [49, 50]:

Weld k) = 537 [ G /291 = 1/2), 28)

whereW is the Wigner operator; is the quark phase-space positiéns the phase-space four
momentum.

By integrating the transverse quark momentum informatiom guark spatial structure of the

proton is considered to be described by four independedirigawist helicity non-flip GPDs:
E, E, H, H [49]. All of them are functions of longitudinal parton montem z, of the momen-
tum transfer squaredand of the skewness paramegewhich is related ta: by ¢ = z/(2 — x) .
By integrating over the GPDs across the nucleon radius, oneceess the electric and mag-
netic distributions of the nucleon. Note that there are dditional GPDs associated with the
helicity flip, which are not discussed in this thesis. Coroegpngly, the eight gluon GPDs can
be obtained following the same principle [49].

Currently, there is no known direct experimental access taswme the GPDs [49]. The
prime experimental channel to study the GPDs is through tepD/irtual Compton Scattering
(DVCS) and Deep Exclusive Meson Production (DEMP) procefs Both processes rely on
the collinear factorization scheme; an example of DEMPtreacy*p — pw is shown in Fig. 2.9
(@). In order to access the forward-angle GPD collineaofation (CF) regime~(*p — wp
interaction), the kinematics variables requirements ar®kows: largeQ)?, larges, fixed z and
t ~ 0[49, 30].

Under the collinear factorization regime, a parton is ezditrom the nucleon GPDSV
GPDs) and interacts with the incoming virtual photon, thetums to theN GPDs after the

interaction [49]. Studies [31, 32] have shown that perttidmecalculation methods can be used
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(a) t-channel (b) u-channel

Figure 2.9: (a) shows the electroproduction production interaction‘ — pw) diagram under
the (forward-angle) GPD collinear factorization regimargeQ?, larges, fixedz, t ~ 0). N
GPD is the quark nucleon GPD (note that there are also gludd @G& is not shown).V DA
stands for the vector meson distribution amplitude. The GFesponds to the calculable hard
process amplitude. (b) shows the (backward-angle) TDAreslr factorization regime (large
Q?, larges, fixedz, u ~ 0) for v*p — pw. TheV N TDA is the transition distribution amplitude
from a nucleon to a vector meson.

to calculate the CF process (top oval in Fig. 2.9 (a)) and ext&Ds through factorization,
while preserving the universal description of the hadratiacture in terms of QCD principles.

TDAs are the backward analog of GPDs, with their full namengahe baryon-to-meson
transition distribution amplitudé{/N TDA). TDAs describe the underlying physics mechanism
of how the target proton transitions inta.ameson in the final state, shown in the grey oval in
Fig. 2.9 (b). One fundamental difference between GPDs arfkTi®that the TDAs require three
parton exchanges betwe&nV TDA and CF.

As introduced previously, the GPDs dependwpg andt. Thew production process through
GPDs in the forward-anglé{channel) and through TDAs in the backward-angkekannel) are
schematically shown in Figs. 2.9 (a) and (b), respectivelyerms of the formalism, TDAs are
similar to the GPDs, except they require a switch from theaiotparameter spacedependent)
through Fourier transform to the large momentum transfaceg: dependent), which brings a
novel picture of the nucleon.

The backward-angle TDA collinear factorization has simiequirements:z is fixed, the
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u-momentum transfer is required to be small compare@i@ands; « = A?%, which implies
the Q? ands need to be sufficiently large. Based on these, the optipdalange of study for
the TDA model isQ? > 10 Ge\’. The parameten is considered to encode new valuable
complementary information on the hadronic 3-dimensiotaicture, whose detailed physical
meaning still awaits clarification [30].

In both the GPD and TDA collinear factorization interactidiagrams shown in Fig. 2.9,
apart from theV GPD,V N TDA and collinear factorization, the parton structure fidlsition
amplitudes in terms of quarks) of the outgoing proton andoméswve to be describetl. DA rep-
resents thes meson distribution amplitude and DA is the proton distribution amplitude [30].

TheVV and N DA are based on the choice of the phenomenological solutivthe leading
twist nucleon DA and the corresponding value of the strongpting represents a complicated
problem. In the TDA calculation made for this Ph.D. thedi®, €hernyak-Ogloblin-Zhitnitsky
(CO2) [51] and King-Sachrajda (KS) [52f DA models have been chosen. BAthDA models
have considerably different shapes from €A asymptotic limit. Assuming the nucleon con-
sists of three partons with momentum fractions,z, andxs, the sum of the three distributions
must equal to 1. I, = 0.3, thenzs; = 1 — x; — x5 and the distribution of; predicted by COZ,
KS and asymptoticV DA (¢ (x)) are shown in Fig.2.10. Note that both COZ and KSDA
models are capable of providing a description of the nuckdectromagnetic form factors.

The N DA model is an important part to the TDA model prediction, dhd predicted ex-
perimental observable can change significantly dependnthe choice of theV DA model.
Therefore, the improvement of TDA formalism would rely onaaturate nucleon spatial distri-
bution parameterized by th€é DA models. As more experimental data are collected to caimstr
the N DA model during the 12 GeV era at JLab, significant develogsianthe GPD and TDA
pictures are expected in the coming decades.

Due to its technical complexity, details regarding the eaal distribution amplitude are ex-
cluded from this thesis, and further detail regarding#hBA models can be found in Refs. [30,

51, 52].
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Figure 2.10: Nucleon DA model distributions feg assumingr, = 0.3. Black dotted line
indicates theV DA at asymptotic limits (large momentum transfer); greehdsine is N DA
parameterized by COZ [51]; red dot-dashed is for the KS [52pt Ras created by G. Hu-
ber [53]. (Original In Colour)

2.3.1 Two Predictions from TDA Collinear Factorization

Through a private communication [54], a set of calculatimagching the kinematics coverage of
this Ph.D. work have been provided. Compared to the effe§iveange of the TDA formalism
(Q? ~10 GeV [30]), the Q? range of this Ph.D. work is much lowé)? = 1.6, 2.45 GeV. A
quantitative comparison between data and model may n&lesthprovide an intuitive demon-
stration of the predictive power of the TDA model (see Set02).

The TDA collinear factorization has made two specific qaéire predictions regarding

backward vector meson electroproduction, which can bdigdrexperimentally:

e The dominance of the transverse polarization of the vigpaiton results in the suppres-

sion of theoy, cross section by a least 37): or /o1 > 1/Q?,

e The characteristic 1/Qscaling behavior of the transverse cross section for fixddllow-
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ing the quark counting rules.

The L/T separated differential cross section is directlgvant to the validation of the TDA
frame work. However, due to the limited tli¢¥ coverage, the second TDA prediction will be

validated in the future studies.

Closing Remarks

Recall the question regarding the mechanism of producingabkward-angle> that was raised

in the beginning of this chapter. By using the interaction destrated in Fig. 2.3 (top left
panel), an answer to the question can be reached. In ordentrafe backward-anglefrom

the photon probe through the VMD effect, the interactioruiezs a low resolution (low)?) and

a high impact parameter (loxor low ). Based on the kinematics of these data, in particular the
()? values, one needs to explore mechanisms beyond the VMD.

In the intermediate energy and momentum transfer scersaroh, as in this thesis, the virtual
photon wavelength is much smaller than the proton radiususTthe backward meson is
originated from the nucleon target through the exchangé&r{ock out) of a baryon. Therefore,
the study of backward-angle{channel) interactions at intermediate energy range ionés to

the general understanding of dynamic properties of theamucl
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Chapter 3

Experimental Apparatus

3.1 Overview

The Thomas Jefferson National Accelerator Fadilig§Lab) is a U.S. Department of Energy
(DOE) user facility for fundamental nuclear physics resbarStarted in 1984 as a dedicated
laboratory to study hadronic structure and the fundamemtgerties of nuclear matter, it has
since become one of the world’s leading facilities for irigegting the physics of quark-gluon
interactions. JLab’s main research facility is the Contumi&lectron Beam Accelerator Facility
(CEBAF), which consists of a polarized electron source, gttor and two anti-parallel super-
conducting RF linear accelerators (linacs), connected ¢b ether by two arc sections which
contain steering magnets. The electrons are kept in a aagatonfiguration during the acceler-
ation process. A schematic diagram of the CEBAF is shown inF1Q

Since 2011, JLab has undertaken a major upgrade to doubteaitsnum beam energy to
12 GeV. By 2014, the first 12 GeV beam was delivered to Hall D wisiarted the 12 GeV era
of JLab operation. It is important to note that the experitakdetails discussed in this section

are applicable to the 6 GeV era of JLab operation (prior tdl201

112000 Jefferson Avenue, Newport News, Virginia. httpsmwjlab.org/
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Figure 3.1: The schematic of the CEBAF facility at the Thomeffedson National Accelerator
Facility. (Original In Colour)

3.2 Accelerator

From a semiconductor photocathode, polarized electraexanited by circularly polarized laser
light and accelerated by the Radio-Frequency (RF) resonatttesaof the accelerators. One
particular feature of JLab is the continuous nature of tkeetebn beam, with a bunch length of
less than 2 ps. In addition, a fundamental RF frequency of MI97 allows for three sequential
electron bunches serving three independent experimealila] bach bunch having independent
current amplitude during the 6 GeV operation period.

Conceptually, CEBAF is a linear accelerator that has beeedalg in a design similar to that
of a racetrack. Recirculation of the beam is possible up totimes to achieve the maximum
beam energy: electrons are accelerated by the injector ®nargy of 45 MeV and sent to
the North Linac, where they gain an additional energy up 1 B@V through acceleration on
superconducting RF resonant cavities. From the North Litinecelectron beam is bent through
the east arc and guided through the South Linac, where isggirio another 600 MeV.

After the electron beam exits the South Linac for a given pagsBeam Switch Yard (BSY)
alternately delivers one out of every three bunches of ilastto each of the three experimental
halls, or recirculates them through the west arc for an amitit pass through the linacs.

During the JLab 6 GeV era operation, the maximum energy gaimecCEBAF was 1.2 GeV
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per pass, corresponding to a nominal energy of 6 GeV. Eaah tonsisted of 20 cryomodules,
each of which contained eight superconducting niobiumtess/cooled by liquid helium at 2 K.
The same linacs were used for the acceleration in each a&iionl Nonetheless, the beams
from different passes were split into different vacuum pipefore being steered by the steering
magnets and traversing through the recirculating arcs. rBeéfe entering the linac, the beams
from different passes were recombined. This unique cordigur allowed the experimental
halls to run simultaneously at different energies.

The CEBAF accelerator produces beams in bunch lengths ofdess? ps, which occur at
a frequency of 1497 MHz as a result of the RF power used in trenegsg cavities. During
the 6 GeV operation period, every third pulse was delivecedach of the experimental halls
resulting in one pulse every 2 ns, which corresponded to mlbesguency of 499 MHz. The RF
separators at the BSY separated the beam pulses after eaclpéiss. It should be noted that
at this rate, the beam delivery can be effectively conslemtinuous. The continuous beam
property is critical for a coincidence experiment such ag2Fwhich requires a high precision
and high luminosity to insure reliable extraction of thesg@ection with acceptable statistical
uncertainty.

To achieve the same luminosity, a non-continuous (pulsed} Isuch as SLAEwould re-
quire a higher electron density within a bunch and longerchuwidth within the operation
window. This would significantly increase the random cailecital backgrounds and reduce
the timing separation. Conceptually, the real coincideehévwould be diluted by the random
coincident events and raise the statistical uncertaintytfe cross section. Thus, performing a

coincidence measurement is not feasible for with a nonigootis linac.

3.3 HallC

Fig. 3.2 shows an overhead schematic layout of experimétallC during the JLab 6 GeV

operation. The hall has a nearly circular geometry with aneier of 32 m. A large fraction

2Stanford Linear Accelerator Center (SLAC) National Accater Laboratory, 2575 Sand Hill Rd. Menlo Park,
CA 94025. https://wwwé.slac.stanford.edu/
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of the experimental hall is located underground and it id slgklded to contain the hazardous
level of radiation.

The standard Hall C apparatus consists of two magnetic fioguspectrometers: the High
Momentum Spectrometer (HMS) shown in Fig. 3.5, and the SBadoit Spectrometer (SOS)
shown in Fig. 3.4. Fig. 3.3 shows an image of Hall C during the2Fexperiment, where the
critical spectrometer and beamline components are labelle

The HMS optics configuration consists of three supercomdgicuadrupoles followed by
a dipole and has a path length of approximately 26 m from trgetao the focal plane. In
contrast, the SOS optics consists of three resistive magnethas a path length of 10 m, which is
adequate for the detection of short-lived particles at lawwmantum. The momentum resolutions
of the HMS and SOS are better tharmr3on and the horizontal angular resolutions are better than
2 mrad. The designed maximum central momenta for the HMS @%l&e 7 and 1.74 GeV/c,
respectively. The standard instrumentation in Hall C hahesed successfully for a variety of

experiments requiring the full CEBAF beam current of 200

3.4 Beamline

For a precision L/T-separation experiment such.a® Rhe characteristic (profile) of the electron
beam is an important factor that needs to be monitored th@utghe experiment. In this section,
the techniques and apparatus for determining the beama@msitirrent and energy information

are briefly introduced.

3.4.1 Beam Position Monitors

The monitoring of the position of the beam in the Hall C arc bhadmline is accomplished with
Beam Position Monitors (BPM, as shown in Fig. 3.6. The BPM masitmnsist of resonating
cavities with a fundamental frequency to match both1t#&r MHz accelerator beam pulse fre-
guency and thd99 MHz pulse frequency into Hall C. Each cavity has four anterwlaich are

rotated byd5° with respect to the horizontal and vertical axes to minintiamage caused by the
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Figure 3.2: Schematic top view of the Hall C spectrometelative to the target and beam
line [55].

synchrotron radiation. Th&° angle was chosen is due to the beam being focused in horizonta
and vertical directions by quadrupoles along the beamlifee amplitude of the signal picked
up from the fundamental frequency by each antenna allowthéodetermination of the relative
position of the beam [57].

The primary beam steering is guided by the BPMs located in 6adnd additionally, the
BPMs closest to the target (HOOA, HOOB, HOOC) were also mordttwesnsure precision. The
beam position was set based on information from spectraroptes data and it varied for each
of the four beam energies used during theZFexperiment. Note that the BPM coordinates
do not represent the absolute position of the beam and asechimased on the requirement of

simultaneous mid-plane symmetry in both spectrometers.
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Figure 3.3: Hall C image taken during the-E experiment. The critical spectrometer and beam-
line components are labeled. The red “T” symbol indicateation of the target chamber. Note
that the image is taken from a location between the HMS speetter and the beamline (down-
stream from the target chamber). (Original In Colour)
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Figure 3.4: Schematic drawing of the SOS spectrometer. @pate ) and the dipoles (D and
D) are used as the optical elements to focus and selectlpartiefore they reach the detector
hut. This figure is modified based on the original from Ref. [56]
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Figure 3.5: Schematic drawing of the HMS spectrometer. Quaales (01, 2 and@1), and
dipole (D) are used as the optical elements to focus andtgedeticles, before they reach the
detector hut. This figure is modified based on the originahfieef. [56].
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Figure 3.6: Schematic representation of the instrumemntatf the Hall C beamline. The critical
(beamline) components are labelled in the diagram. Theewtosn (3C Arc) of the beamline
that guide the electron beam (from the BSY) into Hall C is iatkd by the blue dashed box.
This figure is recreated based on the original from Ref. [8Btidinal In Colour)

The beam position at the target location can be determinezbimpining the projection of
any pair of BPMs. During the experiment, BPM C was determineoktanreliable, so that for
all subsequent calculations only BPM A and BPM B were used. Mtethe typical size of the
position variation at the target was less than 0.5 mm.

The beam position and direction at the entrance, middle laaexit of the Hall C arc are
measured using the high resolution wire sensors (harpgraysThe harps system consists of
two vertically and one horizontally oriented wires in a netationary frame. During a ‘harps
scan’, the vertical wires move across a low current beameasdime time, then followed by the
same action from the horizontal wires. The signals genéiateach wire as they are intercepted
by the beam are recorded by an Analog to Digital Converter (AD@). The corresponding
position of the wire intercepted is then determined by atmysencoder.

The superharps system is an upgrade of the harps systenimglabsolute position read-

out electronics, a dual beam profile detection system with awalog pick-up channels and a
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Figure 3.7: Conceptual drawing for an arc energy measuremsniamentation used for Hall C.
Not all superharps are shown. This figure modified based coripmal from Ref. [55]. (Original
In Colour)

vibration-free support system. The harps system and itsatipa are described in more detail in

Ref. [58].

3.4.2 Beam Energy Measurement

The energy of the electron beam in Hall C is measured usingié¢fiection of the beam in
a known magnetic field in the Hall C arc. The technique makesofishe fact that an electron
traversing a constant magnetic field moves in a circulagttayy, where its radius depends on the
strength of the magnetic field and the electron momentum.afbienethod uses the arc magnets
as a type of spectrometer and the beam position measureongetiermine the deflection of the
beam in the section of the beamline between the BSY and theehfince. The conceptual
drawing of such instrumentation is shown in Fig. 3.7. Thesldashed box in Fig. 3.6 (top right
corner), shows the Hall C arc (3C Arc).

This measurement cannot be performed simultaneously eghlar data taking because it
requires all the focussed elements to be turned off and dsgduneutralizing the residual mag-
netic field). The beam position and direction at the entrangddle and the exit of the arc are

measured using the superharps system. The bend angle o&ath€ Hrc ¢,,..) was measured
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to be34.3°. The beam is then steered so that the central trajectoryrendgam energy can be

determined from the electron momentum using:

pzee,/Bdl, (3.1)

wheree is the electron charge anft is the magnetic field in the dispersive elements. The
extraction of the beam energy from the field integral requitee knowledge of the magnetic
fields in the arc dipoles. For this reason, one of the dipolethé Hall C arc has been field-
mapped as a function of current.

The remaining eight dipoles are calibrated relative to #ference dipole assuming similar
field maps. Using the value of the field integral, the beamgnean be determined with a
precision of% ~ 5 x 10~* [55]. A more detailed description of the energy measurerottite

beam using the arc method is documented in Ref. [59].

3.4.3 Beam Current Monitors

The F.-2 experiment uses two Beam Current Monitors (BCM) that mea$i@relectron beam
current delivered to Hall C. The primary BCMs (BCM1 and BCM2) arerayfically shaped
waveguides tuned to the frequency of the beam. The geomietingse cavities was designed to
be excited by th& E M,,,®> mode of the electron beam pulse frequency [55]. This modéHeas
particular advantage that its magnitude changes slowly ke$pect to the position of the beam
within the cavities. The output voltage levels of the wavdga are proportional to the beam
current when the waveguides are tuned to the frequency dfgam.

The resonant frequency of the cavities is sensitive to thmpégature fluctuations, since the
current monitor cavities can thermally expand or contraet tb temperature changes. To mini-
mize these effects, the temperature is stabilized by thgrmaulating the beam monitor cavities

at a constant value af3.3°C. The cavity temperature was checked during each shift amtifo

3Transverse electromagnetic (TEM) is a mode of propagatioerevthe electric and magnetic field lines are all
restricted to directions normal (transverse) to the dioeadf propagation. The subscript0 refers to the resonating
mode of the standing (EM) wave created inside of the supegtiing cavity.
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to be oscillating within the range d@f0.2°C. Note that the temperature of the readout electronics
can also affect the current measurement. In order to mieirthis effect, the electronics room
was maintained at a nearly constant temperature througheeixperiment.

Both BCM1 and BCM2 exhibit reasonable gain stability as a funatibtime. Nonetheless,
to minimize drifts in the gain, both BCMs are calibrated to asabte standard device at regular
intervals. The calibration is performed using an Unserentrmonitor [60], which is a paramet-
ric DC current transformer. The Unser monitor has an exthgstable gain, but suffers from
large drifts in the offset on short time scales. Thus, theddmsonitor cannot be used alone to
measure the beam current reliably on a run-to-run basis.r@seant cavity BCMs were cali-
brated by taking dedicated runs with periods of no beam (tinpgse was to monitor the Unser
zero/baseline) interspersed with periods of beam at vacaurents.

During the E-2 experiment, the currents ranged from 10 to L2Q and the actual current
values were continuously adjusted. The BCMs are generalbfesemough so that calibrations
have to be performed only infrequently during the experim&he run-to-run uncertainty in the
current, as measured by BCM1 and BCM2, is estimated from a coohhimaysis. The averaged
current drift between calibrations was found to be on theoad0.2% at 1001A [55]. Consid-
ering in addition the normalization uncertainty from thesgnmonitor, which is estimated to be

0.4%, results in an absolute uncertainty for the charge measmeafi+0.5%.

3.4.4 Modification to Beamline

The beamline of Hall C was modified for the-2 experiment by adding a small diameter beam
pipe installation downstream of the target, to allow foredi@king at the smallest possible angle
between the beam line and the spectrometers in partic@&iMS. With this particular geometry
(at small SOS central angles), the beam pipe is susceptibb@gnetic fields from an unshielded
edge of the SOS dipole magnet. The presence of these mafieletsovas confirmed prior to the
experiment from measurements at a momentum setting of 1eX4d353, 61]. The dominant
fields are parallel to the dipole yoke and oriented along argendicular to the spectrometer

axis. The contribution from magnetic fields vertical to thegnet yoke and perpendicular to the
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spectrometer axis at®% smaller [62].

Since a beam deflection that exceeds the upstream beaméniergpcan cause damage to
one of the flanges of the Hall C beam dump due to an excessivasitiep of energy, there
was a concern about the beam deflection at the diffuser atxihefehe hall. The deflection
of the beam was calculated for different kinematic settingiag a magnetic field map data. In
the calculations, a SOS momentum of 1.74 GeV/c and a beargyeakb GeV were assumed.
The deflection at the smallest angle for-E experiment was determined to B&l mrad from
the target centre [63, 64]. The vertical deflection of thenbesd the diffuser was addressed
with magnetic shielding of the downstream beam pipe. Twersyf magnetic shielding foil
were also installed around the beam pipe in order to reducealue of the field integral and its
corresponding beam deflection.

Detailed tests of the beam deflection with the modified begre pntailed measurements at
SOS angles betwe&2® and30°. Furthermore, beam deflection under the SOS full saturation

mode was confirmed to be adequately suppressed within atdefoundaries [63, 64].

3.5 Targets

The Hall C target system contains a three-loop cryogengetgcryotarget) stack mounted to-
gether with optics and “dummy” targets on a target laddetcsecl in a high vacuum scattering
chamber. Fig. 3.8(a) shows a schematic drawing of the tatgek configuration inside of the
scattering chamber. The solid target ladder consists ofcwbon and two aluminum foils at
different positions £=0 cm, z=+2 cm, z=4+7 cm) along the beam direction [55, 65], herés
along the beam direction from the BSY to the beam dump, andehtecof the target station
is atz = 0 cm. The two aluminum foils situated at= +2 cm constitute the “dummy target”,
which is used to quantify the experimental yield from thenailwum cryotarget cell wall. Note
that the dummy target is 7.022 times thicker than the nontmakness of the cryotarget cell
walls. The remaining solid carbon foils are used with beacdent on two or five (“quintar”)

foils simultaneously for the purpose of calibrating thectpmameter optics properties.
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Figure 3.8: Schematic diagrams for the target configuratidthall C [55]. Figure (a) shows the
five layer configuration for the target ladder, which inclsid®p to bottom): carbon target layer,
dummy target layer, and three layers (loops) of cryogemgeta. Figure (b) shows the cross
section view for each of the cryotarget loop. Note that tloeareow (line) indicates the cryogenic
fluid flow vertically through tuna can target. The incomingatton beam direction is indicated
in both diagrams. Theses figures are recreated based onigiveats from Ref. [55]. (Original
In Colour)

The average energy deposition in the cryotarget is relgtlaege (~4 MeV cntg-!), while
the diameter of the incident electron beam is relativelylstia 0.5 mm). The electron beam
needs to be rasterétb a2 x 2 mn? profile in order to distribute the energy in a more uni-
form manner across the cryotarget volume, since the locirgecan lead to a target density
fluctuation (i.e. a target boiling effect). The rasteringfge used during the 2 experiment
consisted of a constant and uniform pattern in contrastasiusoidal pattern used in previous

experiments [55]. This system is described more fully in R6, 67].

3.5.1 Cryogenic Targets: LH

The cryogenic targets were each held inside of a cylindftaala-can” cell, of 4 cm in diameter,
oriented vertically as shown in Fig. 3.8(b). Each target cetupies one of the three available

loops. During the 2 experiment, the loop 1 was empty, while loops 2 and 3 coathliig-

4Beam rastering technique is a standard procedure to urlifatistribute the electron beam onto the cryogenic
target, thus, minimizing the localized heat deposit. Thigénerally achieved by using a combination small dipole
magnets upstream of the cryogenic target.
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uid hydrogen (LH) and liquid deuterium (LB), respectively. Both cryotargets used the same
coolant supply (liquefied helium) and were cooled on the gt ladder simultaneously. The
End Station Refrigerator (ESR) supplied the helium at 15 K heabolant flow to the individual
loop was controlled by the target operator using Joule TremmgJT) valves.

The cryogenic coolant is circulated continuously throughheat exchanger from the target
cell. Low and high power heaters are controlled by a Proportintegral and Derivative feed-
back system, keeping the Lkt 19 K. During low current or beam-off periods, the targettool
system regulates the cryotarget temperature by replg#tia power deposition of the electron
beam using high power heaters, while the target fluid movasrmamusly through the heat ex-
changer around the target cell. From Fig. 3.8(b), each tagjeis 3.95-4.02 cm long in the
beam direction, with cell walls made from aluminum alloy B80and of a thickness of 0.013-
0.014 cm. The alloy used in manufacturing the aluminum durtaryets is Al-T7075, a higher
strength alloy. More information regarding the cryotasj@techanical structure, composition
and design can be found in Refs. [68, 69, 70].

During the experiment, conditions such as the flow rate ampégature of the cryogenic
fluid, thermal expansion (contraction) and boiling effecas affect the target density and vol-
ume. In order to minimize these effects, the cryotargeti{aagthe LH target) at a density of
0.0723£0.0005 mg/criis kept at a nominal operating temperature of 19 K, whichdsiad 2 K
below the boiling point. Measuring the target length at raemperature and doing the offset
corrections for the target from the center of the beamliretharmal contraction)(4% + 0.2%),
the real length of the cell in the cooled-down state is cal@d to be 3.980.01 cm [55, 65].

As the electron beam traverses the target, significant gmegunit area is deposited. The
energy deposition from the electron beam in the target dgrenately due to the ionization pro-
cess and can be estimated by the Bethe-Bloch formula [1]. Asguan100uA current electron
beam accelerated to 6 GeV of energy, the estimated stoppingrpn the LH target is around
4 MeV cn¥/g [71]. The LH, target density and length are 70.8 mg?aand 3.98 cm, which yield
energy loss of 1.1 MeV. The power loss is equivalent to a 10a Mgat bulb (assuming most of

the energy is converted into heat). In order to keep thetakfjet below the 20.28 K boiling tem-
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perature, and avoid localized density fluctuation, a largeunt of cooling power¥ 100 Watts)

is required. In addition, the electron beam is rastered inifoxm pattern to distribute the heat
evenly across the tuna can target (if electron beam radigssshan 0.5 mm, the power per unit
area can reack 10® Watts/n¥).

A 100 pA current 6 GeV electron beam on a carbon target does notreetaiiget den-
sity (temperature) correction or beam rastering. Since#inbon material has a lower stopping
power of ~2 MeV/g/cn? [71], the energy loss in the material is estimated to be 0.24/M
which corresponds to a power output of 34 Watt. Note that #rban target thickness is taken
as 0.173 g/ch[65], in combination with the high melting temperature o ttarbon material
(3550°C) [72]. The carbon target data are perfect to study the raderdent efficiencies such as

tracking efficiency under high trigger rate environment500 kHz).

3.5.2 Target Thickness

The cryotarget thickness and associated uncertaintidistae in Table 3.1, where the cryotarget
length at room temperature is corrected for thermal cotitraof the aluminum cell walls and
the offset of the cryotarget from the surveyed positionZ3wn). The actual target thicknesses
for these targets were also corrected for the beam offset fhe target center at each kinematic
setting, the target thickness uncertainty is the quadzatum of0.6% uncertainty on the target
length and).5% on the target density. The total target thickness is det@thusing the target
cell geometry at operating temperatures in combinatioh thi¢ target density derived from cell
temperature and pressure.

For the cryotarget, the cell temperature was kept constah@® mK within the operation
temperature (19 K) during the, 2 experiment. The dominant uncertainty in target density i
due to the thermal expansion and contraction, and it is @bdyt. Note that the uncertainty con-
tributions from the measured temperature are negligibte ncertainty for the outer diameter
of the target cell at room temperature was measured tb(b&/%. The uncertainty for thickness
of the cell walls was determined to B&).0013 mm [55].

The target length is sensitive to the size and the form of #séer pattern and the central
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Target\ Target length (cmj Target thickness (g/cth
LH, | 3918+0.01 | 0.283 £ 0.002

Table 3.1: Cryotarget thicknesses not corrected for beaseffThe target length is given by

L = 2v/R? — dz?, and the target cell radiug is corrected for thermal contraction, asd is the
beam offset from the target center. [55]

position of the beam from the target center. The reductioaffeictive target length due to the
constant raster pattern was determined teckie005% [55]. Initial target survey results and mea-
surements of thermal effects, like vacuum motion and targekdown motion, indicate that the
target cells were on average located at 3:@50 mm (with the beam right facing downstream)
relative to the nominal beamline. Optics data and inforamatrom the beam position monitors
suggest that the beam was offset between 0.15 and 2.00 mra sathe direction for the four
different kinematic settings. In the worst case deviatibthe beam from the target center, the
correction of the effective target lengthli$0 + 0.05%. The variation in target thickness due to
the central beam position between high and tosettings is0.2%. Additional uncertainties to
the target thickness are given by the purity of the targetagasdynamic effects such as target
heating due to energy deposited by the electron beam. Towiegethe target purity, samples of
the target materials were examined after the experimenh &gbtarget purities were found to
be> 99.9%, so no correction was assigned [55].

Localized target density fluctuations due to heating effeein have a significant effect on
the average density of cryotargets. The rastering of thenlveduces local density fluctuations
of the liquid targets, but cannot eliminate them entireljie Thange in luminosity due to beam
heating was measured by comparing yields at fixed kinemasias function of beam current.
To account for the net reduction in measured target densiéytd localized target boiling, a
correction factor is applied. Taking into account the utaiaty in the beam current, the total
uncertainty in the target density is on the ordedf. Based on the target boiling study in
Sec. 5.3.5, no significant target density reduction duedaliped heating was found. Thus, no
target boiling correction factor was applied.

In order to understand and subtract the thin aluminum waityét chamber) contribution to

the experimental yield, data runs with a dummy target weesl is correct experimental data.
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The dummy target thickness was designed to be greater teathitkness of the wall of the
target cell, thus reducing the dummy target data takingopleri
According to the information documented in the-F target configuration technical report

[65], the normalized dummy target experimental yield hdstoorrected by the following factor:

Hydrogen Target Wall Thickness 0.0746 glen? 1
Dummy Target Thickness ~ 0.5237 glcn? ~ 7.022

= 0.142. (3.2)

Note that the percentage uncertainty for the dummy-tagget is the quadratic sum of the per-
centage uncertainties in LHarget cell wall thickness and dummy target thickness, amdlicu-

lated to be 1%.

3.6 Detectors

The detector package layout in the HMS and SOS are very sirAidaan example, the conceptual
drawing of the HMS layout is shown in Fig. 3.9. The detectariqaae consists of two horizontal
drift chambers for the track reconstruction, four sciatihg hodoscopes used for generating the
triggers and measuring the time-of-flight (TOF), the thoddlyas Cherenkov detectors and lead-
glass calorimeters used for particle identification. The $Hietector package also includes an
aerogel Cherenkov detector used for separating protonsgrons. 7-e separation is performed
using the gas Chereknov detectors in both spectrometers.mplete review of the detector

packages, including detailed geometry and performancehedound in Ref. [73].

3.6.1 Drift Chamber

The drift chambers are used to measure the horizontal atidaleaingles and positions of the
charged particles before and after the focal plane, in daldetermine their momenta and tra-
jectories. The basic operation principle is as follows:rgkd particles induce ionization of the
atoms inside the gas chambers and the free electrons anecpabdue to the ionization process.

These free electrons are eventually captured by the semes.wA good spatial resolution is
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Figure 3.9: Schematic drawing of the HMS detector stackimsf the detector hut. The detector
stack provides full capability particle tracking and idéoation. The conceptual design of the
SOS detector stack is very similar to HMS design, except 8@% does not have an aerogel
Cherenkov detector during the, 2 experiment. The charged particle enters the detector hut
from the dipole exit window and travels towards the calotendleft to right). This figure is
modified based on the original from Ref. [55]. (Original In Qaip

achieved by measuring the deviation in the electron dnieeti The electric field inside of the
gas chamber is required to be a very specific configuratiomhwis achieved by surrounding
the sense wires with non-sensed wires at high voltage. &extory information of the two sets
of chambers are combined to determine the trajectory ofliaeged particles through the focal
plane.

The HMS spectrometer is equipped with a pair of drift charalserd each consists of six
wire planes. For each chamber, the wire planes are orderedu, v, v/, '. Thex andz’
planes determine the dispersive (vertical) coordinatekeparticle trajectory, while twg and
y' planes determine the non-dispersive (horizontal) tracktjom. Theu andwv plane wires are at
+15° with respect to the: plane, the purpose of these wires is to enhance the tracksudution
in the vertical direction. The cell spacing is 1 cm and thetpos resolution is approximately
150 um per plane. Note that the HMS has better resolution in theedssve direction due to
its wire plane configuration. The two drift chambers are pthat a distance of 40 cm before
and after the focal plane. The ionizing medium in the HMStdififambers is an argon-ethane

mixture of 1:1 ratio, which is controlled by a gas handlingteyn located on the outside of the
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experimental hall.

The design of the SOS drift chamber is similar in design toHMS drift chambers. The
SOS is also equipped with a pair of drift chambers consistingjx planes of wires. The wire
planes are ordered, «/, x, 2/, v, v'. In the same fashion as the HMS, theand 2’ planes
determine the vertical particle trajectory. Theand«' planes are rotated 6@lockwise with
respect to they coordinate determined by theandz’, while thev andv’ planes are rotated 60
counterclockwise. Similarly, in the HMS the matched plaaesoffset by 0.5 cm perpendicular
to the sense wire direction to resolve the left-right amltygm the case of multiple hits in both

planes. An argon-ethane mixture of 1:1 ratio is also usethisrchamber.

3.6.2 Hodoscopes

Both HMS and SOS are equipped with four planes of scintillatmdoscopes divided into pairs
of x-y planes. Each pair contains one plane segmented in thealenid one plane segmented in
the non-dispersive direction (horizontal plane). Eacm@lis composed of several components:
the detector paddles made of long narrow strips of scitdillenaterial with PMTs attached to
both ends. The scintillator paddles are arranged in an ameirhg configuration to eliminate
gaps between the elements.

The principle of scintillation detectors can be summariasdollows: charged particles trav-
elling through the scintillator material ionize atoms ie thedium. The emitted electrons interact
with the scintillating material, exciting molecules to h&y energy levels. The excited molecules
return back to the ground state (de-excitation) by emitgihgton energy. The emitted photons
propagate through the material via total internal reflectiod are detected by PMTs attached to
either ends of the paddle.

The reflecting material is aluminum foil for the HMS and alamed mylar for the SOS
scintillator elements. The HMS scintillator paddles haireehsion of8.0 x 1.0 cm? (width x
thickness) and the dimensions in the SOS7abex 1.0 cm? for the z planes and’.5 x 1.1 cn?
for they planes. The length of the paddles depends on the spectmoameteheir location and

orientation in the detector hut. It should be noted that thietdlator paddles are shorter in the
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SOS, thus, resulting in a generally better time resolutien gdane than in the HMS, due to
reduced attenuation. However, the overall TOF resolute@nains similar because of smaller
separation distance between the front and back pair of pliarte SOS.

The arrangement of the two pairs of planes is similar in bpgcsometers. However, the
separation between the front and the back planes and the afrtiee four planes is different.
In the HMS, the first plane is segmented verticallyplanes) and the second plane segmented
horizontally ¢/ planes), with separation of 220 cm between the front and paok The plane
order is reversed in the SOS and the pair separation is 180 cm.

The main purpose of the scintillator hodoscopes is to peviee raw trigger for the data
acquisition system and to determine the particle velocytynteasuring the TOF between the
front and back planes. The hodoscope signals are read ouwigtihia combination of Analog to
Digital Converters (ADCs), discriminators and Time to Digionverters (TDCs), and signal
logic modules. Note that the electronics use leading-edggrichinators, which will result in
timing shifts due to the difference in energy depositedn@aigulse height), also known as the
time-walk effect. The timing information from each scif#tbr paddle is corrected for the time-
walk effect and (timing) offset using a software calibratioutine. The detailed description of

this routine can be found in Ref. [73].

3.6.3 Cherenkov Detectors

As an important part of the standard particle identificaiiBiD) package, both spectrometers
are equipped with gas threshold Cherenkov detectors. Theapyiobjective for both detectors
is to performe-7 separation.

The basic working principle of the threshold Cherenkov deterelies on the Cherenkov
effect, which is described by classical electrodynami¢s@®erenkov radiation is emitted when
a charged patrticle traverses a dielectric medium of indegfodctionn with velocity ratios that

is faster than the light speed inside of the mediuym). The Cherenkov radiation angle can be
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calculated as

c 1
cosf, = — = —.
vn  [On

The emitted Cherenkov light is reflected from parabolic mgiaside of the detector and focused
onto the sensitive area of the photon multiplier tubes (PMT)

The (6 > 1/n) threshold property of the Cherenkov radiation allows thesfulity to adjust
the dielectric (gas) medium in the detector to allow idecdifion of electrons and pions over
a wide range of momentum settings. Although the separafi@beatrons and pions is highly
efficient, the rejection of pion events is complicated by pinesence of knock-on (secondary)
electron due to multiple scattering inside of the detecidre secondary electroné-(ays) are
produced when a proton or pion interacts with the materiédant (or inside) of the Cherenkov
gas and subsequently results in a hit in the Cherenkov detdtte mis-identification of proton
due tod-ray is a significant effect during the analysis, and furthegail can be found in Sec. 5.3.9.

The HMS Cherenkov detector is a cylindrical tank holding twiorans and two PMTs. The
detector design allows for gas pressure in the tank abovbelod atmospheric pressure. There-
fore, the detector can be used torr separation at atmospheric pressure or below, but it can also
be used to separate pions from protons using Freon-12,G)Chbove the atmospheric pres-
sure. During the -2 experiment, the HMS Cherenkov was filled withFg, gas at a pressure
of 0.47 atm. The corresponding index of refraction at thisspure is 1.00066, which yields
an electron Cherenkov radiation (momentum) threshold of BV and a pion threshold of
3.8 GeVi/c.

The SOS Cherenkov detector design is similar to the that oHilkS, but contains four
mirrors and four PMTs. The Cherenkov medium was Freon-12 atsspre of 1 atm. The
corresponding refractive index at this pressure is 1.000B#ch results an electron Cherenkov
radiation momentum threshold of 11 MeV/c and a pion thraslodl3 GeV/c. Note that such

momentum thresholds exceed the SOS maximum central momdntabout a factor of two.
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3.6.4 Lead Glass Calorimeter

The primary objective of the lead glass calorimeter is tovfgt® an additional means of selecting
and separating electrons from pions. The lead glass catemmns positioned at the back of the
detector hut for both spectrometers. The calorimeterstise 10 x 70 cm® blocks arranged in
four planes, and stand 13 and 11 blocks in both height andhwiddMS and SOS, respectively.
The entire detector is tilted by°Selative to the central ray of the spectrometer to minimize
losses due to particles passing thought the gaps betwednaities. To ensure light tightness,
each block is wrapped in aluminized mylar and tedlar film. Th®rimeter signal from each
block is read out by PMTs attached at one side.

Particle detection using electromagnetic calorimetelzaised on the production of electro-
magnetic showers in the lead glass material. As particles &me calorimeter, they interact with
nuclei inside the lead glass material and radiate photamsheé bremsstrahlung process. The
bremsstrahlung photons produce electron-positron gaatsaiso radiate photons (by either sec-
ondary bremsstrahlung or Cherenkov processes). The darthoice of the calorimeter thick-
ness ensures that incident electrons or positrons degbiea energy in the particle shower.
The light radiated by the charged patrticle is collected byTBNhrough internal reflection, and
the amplitude of the signal is proportional to the inciderdnmentum of the primary charged
particles. Pions and muons entering the calorimeter donooliyze bremsstrahlung showers, and
instead they deposit a constant amount of EM show&00 MeV) in the calorimeter. Similar
to pions, protons will not generate bremsstrahlung shavesrd deposit even less EM shower.
However, pion, muons and protons can undergo nuclear sttens in the lead glass and produce
particle showers similar to the electron-positron indupadicle showers.

The separation of electrons from other particles, such aaydel pion events, is based on
the normalized energy deposited in all layers in the caletém During the 2 experiment,
the SOS calorimeter was used in combination with the SOS gase@Gkov detector to select
electrons and exclude events.

The first layer of the calorimeter stack carries a uniqueiggmce, since it contributes two

important trigger conditions: PRHI and PRLO, which are defiaed explained in Sec. 3.7.
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3.6.5 HMS Aerogel Cherenkov Detector

In addition to the standard PID detectors, the HMS has angaétbreshold Cherenkov de-
tector that provides adequate hadron identification forsghectrometer central momenta above
3 GeV/c. The primary objective of the HMS aerogel Cherenkaecter (ACD) is to separate
pions from protons at high momentum3 GeV/c). Different from the low momentum region,
ther-p separation at high momenta is not effective by using thedst@hTOF method (examine
the velocity of the particle) due to the decreased timingasson: At o ﬁ wherepyys IS
the central momentum setting of the HMS. Similar to the gas€tiev detector, the principle
of the ACD is based on the threshold Cherenkov radiation, wihigdends on the refractive index
of the dielectric medium.

The dielectric medium in the HMS ACD was specifically chosepedormz-p separation
from 3.0 - 4.6 GeV/c. Aerogelis a hydrated silicon oxide ofevnlar structure: n(Si9+2n(H,),
and its density ranges between 0.04 - 0.20 g/chhe hydrate surrounding the aerogel molecule
yields an average refractive index between gases and $igDidring the E-2 experiment, aero-
gel with refractive index ofr = 1.030 was used+{ = 1.015 was also available), which yields
arm Cherenkov radiation threshold of 0.565 GeV/c and a protosstiwld of 3.802 GeV/c. The
threshold momenta for muons and kaons are 0.428 and 2.000cQe¥pectively. The highest
HMS momentum setting during the. 2 experiment was 3.336 GeV/c, so thap separation
can be done adequately.

The HMS ACD consists of 650 tileg {0 x 110 x 10 cm®) arranged into nine 5 mm honeycomb
sheets stacked in BL7 x 67 cn¥ tray. The individual layers were offset with respect to each
other by 2-3 cm to minimize the loss of particles passinguptothe detector without hitting
any aerogel material. The Cherenkov radiation generatedhéigged particles passing through
the aerogel is collected by ¥& inch Photonis XP4572B PMYsnounted on each side of the
reflecting diffusion box.

The reflective surface results in multiple internal reflecs of the produced Cherenkov pho-

tons before detection. The aerogel tiles were made ligiht-toy wrapping them in reflective

Shttps://www.photonis.com/
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Figure 3.10: Schematic diagram for the HMS (single arm [pglectronic pre-trigger during
the F,-2 experiment. The four options for pre-trigger are desatilm the text. This diagram is
modified based on the original from Ref. [55]

material, except for the surface facing the diffusion boxwWiillipore paper. To ensure high
reflectivity from the internal walls, the inside of the diion box was covered with Membrane
GSWP-0010 Millipore papér The entire assembly of tiles was held in place by a 100
stainless steel wire. Further details on the design ansh¢est the HMS ACD can be found in

Ref. [74].

3.7 Trigger System

The purpose of this section is to provide a basic introdactmthe trigger system used during
the F.-2 experiment, and also introduce some terminology suchresqale factor (PS) and
pre-trigger.

A schematic diagram for the single-arm trigger logic for thelS (the SOS is similar) is

Shttp://www.emdmillipore.com
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shown in Fig. 3.10. The purpose of the single arm triggerdagito generate a pre-trigger
signal when a patrticle arrives. The pre-trigger signalsftwoth spectrometers are fed into a
trigger supervisor circuit (TS). The single arm (HMS or S@8) two arm coincidence trigger
signals are formed depending on the state of the TS (GO, ENABLERJSY). Both triggers and
pre-triggers are fed into scaler modules, providing infation such as the electronic dead time
(EDT) and computer dead time (CDT). The TS takes in all thetpgger and trigger signals
and effectively controls the readout of all detector ADCs alxs for the events. In order to
reduce EDT and CDT, especially at high event rates, a préagaatcuit is introduced to control
how frequently an event type is selected to proceed to th®©n8.can adjust the event selection
frequency by changing the pre-scale factor, i.e. a PS faeiioio 1000 means a given event type

is forwarded to the TS once every 1000 events.

3.7.1 HMS Pre-trigger

Fig. 3.10 shows the schematic diagram of the HMS pre-tritfggtris composed of signals from
different HMS detectors. The main component of the HMS &igare the signals (or informa-
tion) from the hodoscopes (scintillators) that are indidesis SCIN or STOF.

The SCIN (“3/4”) signal requires a signal from three out ofrftayers from the hodoscope
scintillator planes within a timing window of 50 ns. The adtage of using this trigger config-
uration is to minimize the impact of the single layer of hoetgge efficiency on the trigger effi-
ciency. The practical experiences gathered from the pusvexperiments [13, 75] have demon-
strated the effectiveness (a consistent reliable highiefifoy) of this trigger configuration. In
addition, 3/4 signals is a good methodology to monitor thégomance of the hodoscopes dur-
ing the experiment.

The signal condition STOF is satisfied when two of the sdattl planes independently give
a signal, with one signal from the front and other signal fibiback hodoscope plane. This is
the minimum condition for the computation of the TOF infotioa of a detected particle. Note
that satisfaction of the signal condition SCIN would impl @#utomatic satisfaction of STOF.

If the scintillator signal is present, the pre-trigger sijpnan be formed in one of the two
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different configurations: ELLO and ELHI. The ELHI configurat is formed if all three of the
following signals are present: the SCIN signal, the PRHI dignd SHLO signal. Both PRHI
and SHLO signals are formed at the calorimeter, where thradois satisfied when the signal
from the first layer of the calorimeter exceeds a particuldgh” threshold and the latter is
formed when the total energy deposited in the calorimetabave a particular “low” threshold.
The ELLO pre-trigger requires a two out of three coincideoic8CIN, PRLO and STOF, where
PRLO is defined as a signal from the calorimeter and the enenggsited in the first layer of the
calorimeter exceeds a particular “low” threshold. In aidtif absent of the Cherenkov signal:
CER is used as the signal veto for the ELLO, meaning if CER is ne¢gnt the ELLO signal
will be vetoed. Further clarification regarding the PRHI afLP thresholds, can be found in
Ref. [55].

As shown in Fig. 3.10, there are four different pre-triggptions: 1. Standard ELREAL,
2. prescaled 3/4 pion trigger PIPRE, 3. “Open” 3/4 trigger Slahd 4. Pion trigger, 3/4 with
Cherenkov veto PIONHI.

The logic-OR of ELHI and ELLO forms the electron pre-triggerELREAL signal. The
advantage of using a two path electron pre-trigger is togedensitivity due to particular hard-
ware in either the Cherenkov detectors or the calorimeten dopies of ELREAL are formed,
of which one signal is sent to the HMS PRETRIG module where gsc-ORed with the pre-
scaled pion signal, PIPRE. The PIPRE signal is effectivelyeasmaled 3/4 SCIN and is formed
to ensure that a sample of pions is recorded by the data #tmusystem to allow determination
of PID efficiencies for Cherenkov and calorimeters. The PRET$t¢@al is split into four copies
after the PRETRIG module, called PRE50, PRE100, PRE150 and PREB@8e four copies
of PRETRIG are used for determination of the electronic liveet{ELT). Detailed explanation
of these four different pre-trigger modules and ELT analgsin be found in Sec. 5.3.2.1.

The fourth pre-trigger option PIONHI was implemented dgrthe F.-2 experiment. PlO-
NHI is satisfied by the presence of the 3/4 SCIN signal in alkseh€ERHI, which is the HMS
Cherenkov signal with a high threshold for the detected nurabphoto-electrons .. ~ 4 in

order to reject a larger fraction of electrons. The PIONHseat to the HMS PRETRIG mod-
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ule and is read out in the scalers and TDCs. During the firstqiahie experiment, the pion
trigger condition was implemented as PIONHI logic-ORed with SCIN signal to allow for
cautious monitoring of the Cherenkov veto signal. Later méRkperiment, the pion condition
was reduced to PIONHI. The R2-7r* analysis by T. Horn [55] shown no significant difference

in terms of data quality between these triggers.

3.7.2 SOS Pre-trigger

The configuration of the SOS pre-trigger is similar to thathef HMS. Analogous to the HMS,
ELLO is formed from the SCIN, STOF, PRLO given the presence ®80S Cherenkov signal
in the trigger. The ELHI signal is formed by SCIN, PRHI and PRL@eTELLO signal is then
sent to the ELREAL module and two duplicated signals are setiitet SOS PRETRIG module.
The PRETRIG signal is split into four copies after the PRETRIG ut@dRES50, PRE100,
PRE150 and PRE200 for determination of the ELT. Similar to th@SHrigger, the first part
of the experiment required ELREAL logic-ORed with PIPRE. Tieguirement was reduced to
ELREAL only at the same time as the pion trigger (in HMS) waaxetl. The E-2-7* analysis

by T. Horn [55] shown no significant difference in terms ofalguality between these triggers.

3.8 Spectrometer Acceptance and Optics

The two magnetic spectrometers, SOS and HMS, were used @gtdgectrons and protons
for the 'H(e, ep) X reaction, respectively. There are two main coordinateesyst the beam
(experiment) coordinate system and the spectrometer ic@bedsystem.

The three components of the beam coordinate system are dieBrfellows:

e 2 points along the beam direction (downstream),

e 1 points to the right of the beam (looking downstream), in tbezontal plane,
e y points down towards the floor.

The three components of the spectrometer coordinate systedefined as follows:
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e 2 points along the optical axis at any point inside the speutter,

e 1 points outwards in the direction of increasing the specét@mmomentum (the disper-

sive direction),

e y points in the corresponding non-dispersive direction aglired to complete a right-

handed system. In the case of HMS and S{foints to the left of the spectrometers.

A central trajectory (ray), also known as the nominal trageg is defined as the trajectory of
a particle entering the spectrometer through the centdreoéihtrance aperture, or in the case of
the HMS and SOS, along the optical axis of the first quadrup@gnet. The detection plane is
defined as the plane in the middle between two consecutiftecedembers detecting the charged
particles. Defining’ as the particle momentum arigtlas the central magnetic field of the dipole
magnet, central ray particles of differemtB values would reach the detector plane at different
positions. The optical axis is defined as the central rayghases through a chosen point: the
center of the detector plane (dispersive direction). Thener@um of the particles traveling along
the optical axis is called the central momentpgror the “excitation” of the spectrometer.

Two reference frames in the spectrometer coordinate syateraommonly used. One has
the origin in the center of the detection plane. For hisarieasons, the subscripp (focal
plane) is used. However, in the case of the two spectrometétall C, the focal plane and the
detection plane do not coincide (see below). Thus, by defmit;, = 0 is at the detection plane.

The other reference frame is directly related to the tangbich are written with subscript
tar. The trajectory of a particle is characterized by the #j0 andy;,, (defined as above), and
the point of originy,,,. It is assumed that,,., = 0. The particle momentur is expressed in

terms of the fractional difference compared to the centi@@ntunmp,

§g=L"P0 (3.3)
Do

The strength of the quadrupole fields for a given fiBldf the dipole magnet is called the tune of

the spectrometer. The field strengths have been chosentaicfor both HMS and SOS, there
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Quantity HMS SOS

In-plane angled) - -
Out-of-Plane ¢) +1.1mrad +3.2 mrad
Central Momentumy,) —0.13%  0.0-1.4%

Table 3.2: Kinematic offsets determined in the-F experiments. This table was originally
documented in Ref. [55].

is a point-to-point focus in both directions @ndy) for particles travelling along the optical
axis, i.e., withp = pgy, ord = 0. For trajectories with other values &fthex focus of the HMS

behaves in such a way that for> 0 oré < Oitisatz > 0 orxz < 0. The optical focusing

in y is more complicated: it is moved from positivg, to —oo and then from+-oo to negative

Z¢p, depending on thé. Fig. 3.11 shows the resulting;, versusyy, distribution in the detection
plane. The waist of the hourglass distributionzaf = 0, ys, = 0 is the point wherer andy

focal planes and the detection plane coincide.

3.9 Determination of the Spectrometer Kinematic Offsets

The discrepancies in the extracted cross section can bectedr by taking into account the
kinematic offsets, particularly the deviations of the gpmmeter central angle9 @nd¢) and
momentum g,) from the nominal values.

The kinematic offsets can be determined and verified by <toacting the physics quan-
tities for the overdetermined (all final states particles directed detected) elastic reaction
(e + p — e + p), such as the invariant ma$g and missing momentum components. The
determination procedure is usually a two-step processt, Fétastic-electron singles data (de-
scribed in Sec. 5.6.2) for beam energies between 1-3 GeVusgetto fit thdl” deviations, thus
one can extract the spectrometer angfear{d ¢) and the momentuny() offsets. The effect
of radiative corrections, energy loss and multiple scattewere taken into account using the
Monte Carlo Simulation (described in Sec. 4.1). Any vertlm@hm position offset from the cen-
ter position must be determined and included, since suclifset vould resemble a momentum

offset. The second step is to verify the determined experiai®ffsets.
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Figure 3.11: Example hourglass distributiarn,( versusyy,) of coincidence proton events in the
HMS detection plane for a given,F2 data run with the LK target.

If the kinematic offsets are taken into account properlg, rdconstructed invariant mags
must be consistent with the proton mass within uncertairig full list of the kinematics offsets
for the F.-2 experiment was determined by T. Horn during the2Fr* analysis, and is presented
in Table 3.2. Further details regarding the determinatioth® kinematics offsets can be found

in Ref. [55, 75].
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Chapter 4

SIMC and New Analysis Software

The chapter starts with a brief overview of the Monte Carlosation software used for the anal-
ysis. The physics parameterizations used for the Heepioeabiti(¢’, ep), and thev production
reaction,'H(¢’, ep)w, are documented in later chapters. Finally, the new C++ basatysis

software used to extract the experimental yields is intceduowards the end of the chapter.

4.1 SIMC

The Single Arm Monte Carlo package, SIMC, is the standard sititl package for Hall C
experimental data. It was used for the similar analyseswaraéprevious experiments including
F.-1' [75], F.-2-7* [55] and E.-2-7~[76]. A detailed description of SIMC can be found in
Ref. [73], and therefore only an brief overview is given irstthiesis.

For each event, the Monte Carlo generates both the initialdooates of the interaction
vertex (x,y, z) and the kinematic quantities such as the enefgydnd three-momentunp)
of the particles of interest. The kinematic offsets detesdifrom the experimental data are
required as the input parameters to the SIMC to correcthciméite data and simulation. These
kinematic offsets can be found in Table 3.2. The initial ealfior the generation limits in angle
and momentum are fixed by the input files to the simulation ameally chosen to be larger

than the physics acceptance of the spectrometers. If tharidtic quantities of an event are

'Hall C experiment E93-021
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allowed (within the limitations of the acceptance), thegmithg event is followed through the
target while the effects of ionization energy loss and rplétscattering are taken into account.

After the event generation process is completed, the easatsent to the single arm spec-
trometer modules, which simulate the optics as the resubwtbining multiple magnetic fields
inside of each spectrometer. The propagation of the pastisl monitored as they exit the tar-
get station, pass through the spectrometer aperture andetiadjeld, and eventually into the
spectrometer hut. Note that in SIMC, all angles are geneiatdte coordinate systems of the
respective spectrometers.

A physics model that parameterizes the event productiosscsection in terms of Lorentz
invariant physics quantities suchas Q?, z, t andu, is required to weight the distribution of the
generated events. A variety of effects, such as spectrormeteptance and radiative correction
are taken into account in the SIMC. Over the years, a large atradieffort [55, 75] was spent
on customizing and refining the SIMC'’s capabilities.

Inside of each spectrometer hut, the particle traject@iesexamined at each detector aper-
ture. Events that are within all apertures and cross thermini number of detectors in the huts
are considered to generate a valid trigger. Only particliéls avvalid trigger have their trajec-
tories fully simulated. Since detector apertures are sated, no inefficiencies are assigned in
the event selection. However, each event is weighted byellegant model cross section, which
is corrected for radiative processes, a luminosity factar @ Jacobian transformation that con-
verts between the spectrometer coordinate and the physicdinate. [55]. The advantages and

disadvantages of the event handling by SIMC are furtheroeébd in Sec. 5.4.

4.1.1 Spectrometer Models

After the angle and momentum information for each event reegated at the event vertex, the
events are sent to the single arm subroutines, which trantoparticles through the magnetic
field in the spectrometers using a COSY INFINITY model [77]. stmort, the COSY model

consists of matrix elements that transport the particlesetilly through the magnetic optics in

the spectrometer. The sequential implementation of the C@8udel is advantageous in terms
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of allowing for the modeling of hadron decay.

By comparing simulated reconstructed quantities to the raxgatal data (particularly with
exclusive interactions such as the Heep reaction), oneerdy the measured experimental cross
section and spectrometer optics models. Since a croseseetight is applied to each event,
the agreement of the distributions of physics quantitieshsasQ?, W or ¢, give information
about the description of the kinematic dependence of thescsection model used. In addi-
tion, a comparison of the reconstructed spectrometer digantsuch asisytar and hsyptar
(target framey position and angle as viewed by the HMS, see Sec. 3.8), pravigbod check
of the reconstructed optics matrix elements. Determinatie optical matrix is documented in

Ref. [55].

4.1.2 lonization Energy Loss

The ionization energy loss of the incoming/outgoing elmatrand the produced (recoiled) hadrons
can be estimated by using the Bethe-Bloch formula [1]. In tlemado of low absorber thick-
ness and high momentum, the mean energy loss distributibetier described with a Landau
distribution, due to its asymmetrical feature [1]. Theref,m SIMC, the ionization energy loss
is simulated using this type of distribution function.

The energy loss function is determined by two parametess:ntbst probable energy loss
(Eprob), and full width at half maximum of the distributio) The most probable energy loss

can be calculated from a random numbepbtained from a Landau distribution, which can be

written as
Eprob = >\€ + Etruey (41)
and
27N 422%et
§= T, 2
meC

whereN 4 is Avogadro’s numberze is the charge of the incident particke, denotes the electron
mass;t is the material thickness in g/émZ and A are the atomic number and mass of the

material; ands denotes the velocity of the incident particle in units:of
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In SIMC, the incident electrons are tracked as they travelutin the target cell (cryogenic
target and exit window) and their energy losses are cakedlathe energy losses of the outgoing
electrons and hadrons after travelling through variousenels from the target to the spectrom-
eter exit windows are also determined. Further detail chggrthe general procedure on the

electrons and hadrons energy loss correction can be fourdfs [55, 75].

4.1.3 Multiple Scattering

The experimental resolution determined by the wire chamisemodeled in SIMC, which in-
cludes the multiple scattering of the charged particleglenthe target and spectrometers. A
Gaussian distribution can be used to describe the defleafitme charged particles from their
original scattering angle as they pass through a mediumwidité of the Gaussian distribution

describing multiple scattering is given as [55]:

~ 13.6MeV -/t [1+0.088 log(t/53?)]
B Bpc

o : (4.2)

where p denotes the momentum of the incident particle in MeM/és the thickness of the
scattering medium in radiation length (the unit of radiatiength is given byl / X,,). The angles
defining the direction of a particle traversing a materighwhicknesg are changed by a factor
g - 0y , whereg is a random number following a Gaussian distribution ce&ttet zero and with
unit width. Note that the multiple scattering in horizongald vertical directions are simulated
independently.

The effect of multiple scattering is calculated in SIMC fath the incident and scattered
electrons and also for the produced (recoiled) hadronserAdficluding the multiple scattering,
the experimental and simulated resolutions agree to a &\&0%. Although this deviation ap-
pears to be significant, the effect of changing the simulegedlution to match the experimental
resolution has been tested with elastic electron singles @ad only a relatively small effect
was observed on the simulated acceptance [55, 75].

Compared to the early commissioning Hall C experiments (asc¢he E-1 experiment [75]),
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the multiple scattering in the F2 experiment has increased in the HMS due to the thicker tita
nium spectrometer exit window. Further detail regardiregdbrrection for multiple scattering in

SIMC can be found in Ref. [55].

4.1.4 Radiative Process

The radiative process describes the emission of photonsnd@teahlung radiation) by charged
particles involved in the reaction, meaning that the rettanton of the missing mass and miss-
ing energy spectra would appear to be wider (correspondiagooorer resolution) and the cen-
tral value deviates away from the expectation. Thereftieunderstanding the radiative process
is an important part of the analysis for the electron scatjegxperimental data. Traditionally,
the radiative (process) correction of the experimentad datolves computation of a correction
factor in terms of missing energy or missing mass distrimgito account for any redistribution
in the cross section. However, such a correction factor g cepable of correcting redistribu-
tions from the nominal experimental setting, while igngrthe variation across the experimental
acceptance. One way to address this short coming is to lgireaitulate cross section spectra
with SIMC, which takes into account the variation across thledpectrometer acceptance as
described in detail in Ref. [78].

The radiative correction algorithm used in SIMC is based dormalism originally derived
to apply the radiative corrections to the inclusive elettsgattering off a proton target [79],
and was extended to take into account coincideiacep) reactions [78, 79, 80] before being
implemented in SIMC.

In SIMC, the radiative correction of meson production prgesss based on the assumption
that the target particle is treated as a stationary protahtlaa final state meson is treated as
an offshell (virtual) proton. This radiative correctiorr fmeson production was implemented
in Ref. [55], but this default assumption is for the meson &vet forward after the interaction
and is detected by one of the two spectrometers. Howevengin-thannel meson production
reaction, the proton target travels forward and is deteatgulicating the exact scenario of the

coincidence Heep reaction. Since thehannel meson.(in this analysis) is reconstructed with
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the detected proton information, the radiative correctiead the coincidence, ¢'p) reactions
is sufficient to correct the-channel reactiofH(e, €/p)w.

The radiative effect (emission) in the electron scattergagtion is a result of the acceler-
ation of the charged patrticle in the presence of an electld.fiUnder the external radiation
emission scenario, one of the charged particles involvédddmeaction emits a real photon upon
interacting with the electric field of the encountered nuwaleile traversing through a medium.
This external radiative correction is relatively strafgintvard, since the particles radiates inde-
pendently without inference effect.

In the case of internal radiation, the charged particlegatadn the field of the primary nu-
cleon target. The correction is complicated by variousrfatence effects. The internal radiative
correction contains second order QED diagrams such as napolarization and self energy
diagrams [55]. Further explanation regarding the highdeocorrection terms of the internal
radiation correction can be found in Ref. [55, 78].

The radiative correction implementation in SIMC includesagpproximation to the photon
energy and angular distributions of the radiated photor réldiated photon energy is restricted
to be much less than the energies of the initial and final peaticles, and this is referred to as the
soft photon approximation. Under this limit, the fundanatm@ne photon exchange amplitude
can be factorized from the radiative process. In additiba,extended peaking approximation
provides an important simplification for the calculationrafliative effects in the coincidence
framework. With this approximation, the single photon bsstrahlung radiation can be divided
into three discrete photon directions (along the direatibimcoming electron, scattered electron
and meson momentum). The total radiated strength in this igpreserved by dividing the
non-peaked terms of the angular distribution evenly betwvtee electron peaks.

The radiative correction is part of the overall weightingtéa, which is directly multiplied by
the cross section. The generation of radiative correctiotofs and further discussion on the two-
photon exchange diagrams are extremely complicated toaick more information regarding
these topics can be found in Refs. [55, 78, 80].

The Heep reaction provides a good validation of the radéatmrection factor; the missing
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energy and missing mass distributions are compared betlatarand simulation in Sec. 5.4.
During the Fz-2-7* [65] and F5-2-7~ [76] analyses, a standard 2% correlated systematic

uncertainty were used. Since the radiative correctiondoraidence(e, ¢'p) is better understood

than for the coincidence, ¢/7) process, a slightly reduced correlated systematic uringrtaf

1.75% is used for this analysis.

4.1.5 Monte Carlo Yield

In order to extract the experimental cross section by comg@absolute normalized data to
Monte Carlo, the equivalent SIMC yield has to be determinelde data yield is calculated in

counts per unit of integrated luminosity. The Monte Carloilumsity can be written as

o ptNANe

L
M )

(4.3)

wherep is the target density in g/cint is the target thickness in cn\4 is Avogadro’s number
of the target,N. is the number of electrons in 1 mC of beam charge {1106021810-') and
M is the target mass.

The SIMC yields are calculated differently for Heep and nmegmduction reactions. For

the Heep reactiortH(e’, ep), the SIMC yield can be written as

d50' model
Ye =1L _— A dX")dX. dE., dX! 4.4
Sivte /V(dQe' JE. de) (V)R(V)J(dX') dXo dE. dX,, (4.4)

whereA is the coincidence acceptance function including energy énd other relevant effects,
R is the radiative correction factaf,X’ = dz’dy’ is the differential solid angle in spectrometer
coordinates and (dX’) is the Jacobian transforming the model cross section frdmersgal to
spectrometer coordinates which are used in event generatio

For the meson production reactiohl(¢’, ep) X, whereX is X = w, p, or other background
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Figure 4.1: A simple flow chart of the data analysis procedure

final states, and the SIMC yield can be written as

dGU model
Ye =L A dX")dX. dE, dX dM 4.5
e =L | (Gameaaar)  AVIRVIEX) X B, dX) e, @5)

whereMy, is the recoil mass of the system. In the case olilgoduction, the choice af/y is
determined from the mass and width of theWhen analyzing the simulation data, it is extremely
important to scale the simulated distributions (i.e. nmgsmass) by the weight factor. The
weight factor is generated on an event-by-event basis aadasiable in the simulation ntuple.
The complete normalization of the simulation data is disedsn the next section. Further detail

regarding the SIMC model for the meson productions can bedou Sec. 6.2.

4.2 The New C++ Analysis Platform

For the previous 2 analyses, the PAW code (for the yield computation) wasritdd from

the F.-1 [75] analysis. One of the major objectives of this workadranslate the FORTRAN
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Figure 4.2: Flowchart of the normalized yield analysis coDédferent analysis classes are re-
quired when performing different types of analysis, i.e.epl&oincidence!f(e, ¢'p)), Heep
singles {H(e, ¢') X). When a new analysis created, the only part of the code thatress modi-
fication is colored in blue. (Original In Colour)
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based PAW code to a C++ based analysis platform, before érgabew yield. The new code
is designed to use the libraries from ROOT [81], while mamitey the same functionality and
algorithm structure.

Similar to the PAW macros, when computing the normalizeceexpental and Monte Carlo
simulation yields, efficiency tables and offset files aredsekas input as well as the data Ntuples.
The computed yield and distributions (for cross-checkiag saved into a ROOT file. The
schematics for computing the normalized yield are showndn4=1. A small portion of the F
2 data were used to test the new analysis platform and werpareah with the PAW macro. The
computed yields and cross-checking distributiohscptar, hsyptar, hsdelta,) agree 100%.
Note that the C++ code takes one third of the time to run in corspa with the PAW code.

Fig. 4.2 shows the flow chart of the new C++ platform for exiragthe normalized yield.
In the analysis setup (red dashed box) section of the cade die created according to different
experimental settings; here the experimental settingsategorized with respect to(virtual
photon polarization)?, fmus and target type (hydrogen or dummy). Depending on the type
of data analysis (F2, Heep singles, Heep coincidence), the number of settagwary signifi-
cantly. The constructor for each analysis class is in#eifor each setting. The analysis class is
specific to different types of analysis, where the earlielysis class can be inherited and their
functions can be used. The last part of the analysis setogasp over the data runs to associate
each run with the correct efficiencies.

In the analysis (black dashed box) section of the code, tbgram will first loop over the
setting list, then analyze each run in the list. The anal@geld computation) takes into ac-
count the efficiencies, cuts and offsets on a run-by-runshbasid yields are accumulated over
the setting. For debugging and cross-checking purposespidtic variables?, M,,), spec-
trometer acceptance parametérsiptar, ssyptar) and absolute yield are saved to a ROOT file.
After each setting ends, the yield sum and error from eaclaramormalized to 1 mC of beam
charge. The normalized yield and yield error are saved, #sawéhe normalized distribution of
kinematic variables and spectrometer acceptance parenfietehe each settings.

For the simulation, the analysis procedure is much simpteresno particle identification
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(PID) cut is required. The efficiency files are replaced withoamalization factor file. Since
SIMC generates events with unequal weighting, but unifohase-space coverage, the normal-
ization of the simulated data requires the additional weggplied to each event; the overall

distribution needs an additional scale factor which is giog:

normalization factor
scale factor= , (4.6)
number of events

where the ‘normalization factor’ takes into account the ilupsity (L) and simulated phase-
space.

The coding philosophy is to maximize the customizabilitytled individual analysis while
maintaining the standardized analysis setup procedureeXammple, the differences in terms of
the analysis codes for analysing theFtest data and the Heep coincidence data are shown in
the blue boxed region, where the main structure of the caueires identical.

In order to avoid repetitive coding, the earlier analysassks such as 2 and heepoin,
can be directly inherited by any later class. Shared cutsgaméral utility functions can be
easily accessed. Itis the author’s hope that this code wilided to save time and effort by more
and more students performing similar analysis. The finasiverof the code is located at the
following GitHub? repository: https://github.com/billlee77/omegaalysis

After the normalized yield for the hydrogen target, dumnrgét and simulation is computed
and saved into a ROOT file, the experiment-simulation ratibén generated by a python based
script, as shown in Fig. 4.1. As a consistency check, the dutanget-subtracted distribution
for all kinematic variables and acceptance parameterddinot generate negative peaks.

From the flow chart given, one can develop a general strugpicture regarding the itera-
tive L/T separation procedure. The further details andfjaation regarding the iterative L/T

separation procedure are given in Chap. 6.

2https://github.com
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Chapter 5

Heep Data Analysis

The elastic reactioiH (e, ¢'p) is often referred to as the Heep process. In this reactiermgtoil
electrons are detected by the Short Orbit Spectrometer&@Bthe protons are tracked by the
High Momentum Spectrometer (HMS). Fig. 3.2 shows an ovethvéaw of the standard Hall C
experimental setup, which shows the SOS and HMS locatiotisrespect to the target. These
elastic scattering data provide a good check for the speetiers, as well as various effects
on reconstruction, such as radiative processes, multgdéesing and energy loss that were
simulated by the Monte Carlo simulation (SIMC).

The data for the elastidd(e, ¢’p) reaction were taken in four different kinematic settings s
Table 5.1. These kinematic conditions were modelled in SIME&n compared to the data. For
a detailed description regarding the cross section pamimation used for the Heep model, see
Sec. 5.5.

During the Heep data runs, the data acquisition was openatéde coincidence mode for
the 'H(e, ¢/p) interaction. The coincident Heep study relies on the aeceg, tracking and
PID information from both spectrometers to reconstrucialdes such as missing mass, missing
energy and)?. In addition, one can also perform the Heep study by examininly the recoil
electron information in SOS (electron singles Heep modegifoss checking purposes.

This coincidence Heep measurement almost replicates @t experimental condition of

the backward-angle production interactiottd(e, ¢'p)w. The coincidence trigger modes are
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Table 5.1: Nominal experimental kinematic values for tHée, ¢'p) coincidence runsk, is the
electron beam energy)? represents the four momentum transfer square betweenebosl
before and after the interaction,; is the nominal momentum setting of the electron arm (SOS);
0. is the electron arm (SOS) angle with respect to the incidiestr®n beamp, is the nominal
momentum setting of the proton arm (HM$);is the proton arm (HMS) angle with respect to
the incident electron beam.

E. Q2 Pe O Pp 9])
GeV GeV GeV/c deg GeVl/c deg
3.778 4.44 1.442 54.02 3.154 21.40
4.210 241 1.582 51.03 3.437 20.90
4.709 5.42 1.726 48.06 3.756 20.50
5.248 6.53 1.726 50.07 4.335 18.00

identical between the two data sets. Furthermore, the eadattion criteria and detector ef-
ficiencies used for both data sets are almost identical. eSime Heep data set has much less
pion contamination than the data set, it is the optimal choice to study the proton detecto
efficiencies.

In this chapter, brief introductions on event selectiotecid and background subtractions are
given in Secs. 5.1 and 5.2. A variety of efficiencies spedificalated to the proton selection in
the HMS are described in Sec. 5.3. Finally, the simulatioexjmeriment yield ratio (comparison)

is presented in Sec. 5.6.

5.1 Data Selection and Correction

The first step in the identification dH(e, ¢/p) events depends on the correct identification of
electrons and protons in the SOS and HMS spectrometers yethe precise coincidence timing

information for the separation of the true and random cdieicce events.

5.1.1 Particle Identification in SOS and HMS

In the SOS, due to its negative polarity setting, negatiatigrged pions are detected along
with the recoil electrons. The pion contamination that wasrejected by correct coincidence

time cut andFE,, cut, is less than3 [55]. Electrons were detected and identified in the SOS
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using a combination of the Heavy Gas Cherenkov detector (H@Q )calorimeter. The HGC
detector was used as a threshold detector with a mean SG& efghphoto-electrons (pe) for
one individual electron event. Good electron events wdeets for number of pe threshold of
Nphotoetectron > 0.5. A cut was also placed on the SOS calorimeter. In prevdatsanalyses [55,
76], a threshold of..,;/E' > 0.7 was in place, which is99% efficient for selecting electrons.
In the HMS, where the proton events are selected, the bagkdrparticles are pions and
positrons. The rejection of the positrons is done via theaifgrom the Cherenkov detector.
The positrons that were not rejected by the HMS pion triggetribute 2.2% of all events with
the correct coincidence timing and reconstructed missiaganThe limit of 0.5 photo-electrons
in the Cherenkov detector provides positron rejection befien 99.5% [55]. The remaining
positron contamination is negligible (much less than 0.1%) addition, there is a nonzero
probability for a proton to produce a knock-on electrénmgdiation) while passing through the
detector, which will result in a false signal. The contaniiora of the random electron-proton
coincidence events that have the correct missing massigalug?%, and is sufficiently corrected
by the random coincidence background subtraction (destiilbSec.5.2.1). For documentation

purpose, the complete set of particle identification (Pl@is@re given below:

PID Cut:  hsbeta > 0.1 && hsbeta < 1.5 && hcer _npe < 0.5 && abs(haero_su) < 4 &&
ssshtrk > 0.70 && scer_npe > 0.50

5.1.2 Coincidence Timing vs.Particle Speed in the HMS

The most effective criterion for selecting the proton cadetcce events is formed by examining
the correlation between the relative particle velocityorat (to the speed of light) inside of
the HMS focal plané(sbeta) versus the coincidence timing information. The particioeity
determined from the time of flight (TOF) information is gealér an important element in the
selection of events from the reaction of interest. The plartvelocity in each spectrometer is
calculated from the TOF information provided by the founsitlator element hodoscopes in the

SOS and HMS. An examplgsbeta versus coincidence time distribution for the Heep data is
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Figure 5.1: Exampléisbeta versuscointime distribution for the Heep data set. Acceptance
and PID cuts are applied. Red box shows the real coincidenceviib width of 2.1 ns; blue
box shows the early random coincidence box with width of &3magenta box shows the late
random coincidence box with width of 2.1 ns. The box boungesitions are fixed across all
settings. The blob, tail and zero events are indicated iffigfuge. Note that the criteria of the
blob, tail and zero events are defined in the correspondiig(t@riginal In Colour)

plotted in Fig. 5.1.

Note that small offsets in the location of th@ntime blobs are observed (among data runs).
For a given run, this offset is much smaller than the 2.1 nggnvindow, therefore would not
result any significant discrepancies. In this analysisptbb positions have to be corrected on a
run-by-run basis, before thesbeta versuscointime distributions are summed over the safre
setting.

The HMS-SOS coincidence trigger TDC is timed by a HMS prgefer signal starting the
TDC and stopped by a delayed SOS coincidence trigger sigifad. time difference between
the two triggers is the raw coincidence time. The raw coieeg® time is corrected for time
differences resulting from the variation in particle vetpand path distance traveled through
each spectrometer. The difference in path length is estaiiabm the difference of the particle

trajectory compared to the central trajectory. The coe@cbincidence time allows for a resolu-
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Figure 5.2: Exampleointime distribution projection for the zerdhgbeta = 0) events from
Fig. 5.1. Same cuts applied as in Fig. 5.1. Red box shows theo®&idence box with width of
2.1 ns. (Original In Colour)

tion of 200 ps, which is sufficient to resolve the beam strgctif the accelerator. Further details
regarding the path length correction are given in Ref. [73].

From Fig. 5.1, a single ‘blob’ represents the coincidena#qr events atointime = 0 ns.
There is a ‘tail’-like structure (towards lowsbeta) attached to the blob and in addition there
is a cluster of ‘zero’ events withsbeta = 0. These ‘tail’ and ‘zero’ events are the effects due
to the proton undergoing multiple scattering inside thetitator material, HGC window and
other material in their path inside of the HMS focal planekta

Fig. 5.2 shows theointime distribution for the zeroKsbeta = 0) events. Note that the
zero events contribute less than 3% of the random subtrgatéetl 85% of the zero events are
included by the real coincidence time window, as indicatgdhe red dashed lines, despite the
fact that the most appropriate location of the coincident®low boundary may not correspond
to the+1 ns window from the location of the blob events. A vague catieh can be observed
between the locations of the tail and zero events. Due to tatistical significance, the effect

of the position of the real coincidence for the zero evenssahaegligible contribution (less than
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0.4%) to the real experimental yield.

Based on further investigation, the ‘zero’ and ‘tail’ evehéve valid acceptance information
(such ashsx fp), which can be treated as the ‘blob’ events. One of the plessduses for the
‘zero’ and ‘tail’ events are the interactions between pnaad detector material downstream of
the wire chamber. Since the detailed tracking and TOF inébion requires a fiducial cut on
the hit location and signal strength from the hodoscopesdt#flected events due to multiple
scattering can easily fail the fiducial cut and result an T@&ribow (hsbeta = 0).

During the data analysis, the ‘blob’ events corresponisteta > 0.9, the ‘tail’ events have

hsbeta < 0.9 and the ‘zero’ events havesbeta = 0.

5.1.3 Event Selection Criteria

The event selection criteria (cuts) used to analyze the lda&pare listed below, many of these
conditions are similar to the ones used in the previous aiggfforts [55, 75, 76]. Note that the

same cuts are used for theanalysis.

HMS Acceptance Cut: abs(hsytar) < 1.75 && abs(hsdelta) < 8.0 && abs(hszptar) <
0.080 && abs(hsyptar) < 0.035.

SOS Acceptance Cut: ssytar < 1.5 && abs(ssdelta) < 15. && abs(ssz fp) < 20. &&

abs(ssxptar) < 0.04 && abs(ssyptar) < 0.065.

Partial PID Cut:  hsbeta > —0.1 && hsbeta < 1.5 && hcer npe < 2 && ssshtrk > 0.70

&& scer npe > 0.50.

ACD Threshold Cut: Depending on the HMS central momentum setting, a differesmogel

Cherenkov threshold is required. See detail in Sec. 5.3.7.
Full PID Cut: Partial PID Cut && ACD Threshold Cut.
Missing Mass (V/,,,) and Energy Cut (£,,): Em < 0.10 && M,, > —0.032 && M,, <

0.018.
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Note that depending on the HMS central momentum settinggréiit ACD threshold cuts
were applied, this is explained in detail in Sec. 5.3.7. ThkFAD cut combines the Partial PID
cut and ACD threshold cut. From this point onwards, unlessifipd, the term PID cut refers to
the Full PID cut. Furthermore, a missing energ@y,( cut of F,,, < 0.1 GeV and a missing mass

cut were used. These cuts are further explained in Sec. 5.4.

5.2 Background Subtraction

The experimental data contain two types of non-physicsdpacind: random coincidences from
unrelated electrons, pions, and protons in the two speetensy, and coincident electrons and
protons originating from the aluminum walls of the targdt.cEhey are described in Secs. 5.2.1

and 5.2.2, respectively. Note that the same techniquesapgiead to thev analysis.

5.2.1 Random Coincidence Background Subtraction

Randome-p coincidence events constitute a background and have to liteasted from the
data sample. The estimation of the random background iesltwlo separate random windows,
one before and one after the reap window. The ‘early’ random coincidence window (blue
boxes right side of proton blob) was 6.3 ns wide (three tinnesreal window), and the ‘late’
random coincidence window (magenta boxes left side of taépeak) was 2.1 ns wide (one
real window). The reat-m peak is avoided in the placement of random coincidence dits.
number of random events within the real window can be es@ichas the total of random events
over the number of the random windows (four random windoasy it is subtracted from the

total number of events in the real window.

5.2.2 Cell Wall Contribution and Dummy Target Data Subtraction

Another type of background that needs to be removed frometimpke of good events is the back-
ground due to the scattering from the aluminum target celsveanclosing the liquid hydrogen.

The target cell wall contributes a relatively small pereget of the total yield (2-4.5%).
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The target cell wall contribution to the background eveats loe estimated by taking dummy
target data and subtracting them from the data with thetakget. The dummy target consists of
two aluminum foils 4 cm apart and centered at the targetostatiote that the dummy target is
intentionally made thicker, thus maxing the yield while mizing the run time. Fig. 5.3 shows
the ssytar distribution for the LH target for theQ? = 2.45 GeV setting in black dots and the
cell wall contribution in green. Since the SOS angle i$Wwih respect to the electron beam, the
separation between the two green bumps is not 4 cm.

The dummy target data are analyzed in the same way as tharegé, including the same
method of random coincidence subtraction and applyingdhgesevent selection criteria (cuts).
The extracted experimental yields (number of events whads phe event selection criteria) are
then subtracted from the real data yields, taking into actthe additional weight of 7.022 to
account for the difference in wall thickness between tacg#itand dummy target. When com-
pared to other experimental uncertainties, the unceytamnthe target thickness ratio between

target cell wall and dummy target is negligible.

5.3 Efficiency Study

5.3.1 Analysis Information

In computing the normalized yield, one must apply corredifor inefficiencies such as trigger,
track reconstruction and data acquisition deadtime. Tta éxperimental yield can be written

as
N

EtotQtat 7

Ye;vp = (51)

where N is the total number of selected good events, is the efficiency correction factor
(all detector efficiencies and electronic live times conebinandq);.; is the total accumulated
electron beam charge. Details regarding efficiency studiesh as event tracking efficiencies
and electronic live time, are documented in this sectioneséhefficiencies are also applied to

thew analysis.
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Figure 5.3: Example of normalizedytar (events horizontal position information in the field of
view of SOS) distributions fap data at)? = 2.45 GeV, e = 0.55, central HMS angle setting. The
LH, target data is shown in solid black dots; green shaded laligion is for the dummy target;
the dummy target subtracted distribution is shown in blueles (black-green). (Original In
Colour)

Note that the analysis presented in this thesis does neidathe raw data replay (calibration
and conversion). The-p data ntuples used were created during the2f" analysis by T.

Horn [55].

5.3.2 Computer and Electronic Live Time

The data acquisition (DAQ) system efficiency for experingestrarely perfect (100%). Dur-
ing the experiment, the DAQ which consists of electronicd aaomputers, has a number of
rate-dependent efficiencies (live time) due to their precesspeed and the level of the logic
complexity. These rate-dependent efficiencies need to edutly studied in order to obtain an
accurate absolute physics measurement.

The computer live time (CLT) can be calculated from the ragbon®en the recorded events

and total events (triggers). The DAQ system used duripg Fecorded data on a single-event

90



basis, meaning once the recording process was initiatechamne event could be recorded until
the first event processing is completed. This would inelytahuse event loss at high event rate.
Note that there is also an efficiency associated with theopmdnce of the trigger supervisor,
whose effect is negligible when compared to the CLT.

The probability ofn events occurring in an interval for a certain event rate can be de-

scribed by the Poisson distribution:

ne—TJJ
P(n) = (tx) oy (5.2)
The probability of zero events occurring in the intervas thus
P(0) =e . (5.3)

For smallz, the probability can be estimated B§0) = 1 — 7. In this analysisP(0) is the live
time, z is the event rate and is the time needed to process one event (computer or eléctron
processing time).

In this section, the studies of the CLT and electronic liveeti(BLT) as functions of event
rate are presented. The data runs used to perform both sindlade: LH targetw production
runs, carbon target luminosity runs asg elastic scattering (Heep) runs. Note that carbon runs
are selected to extend the event range, since Heepamds have relatively low event rate.
Four data run examples were selected from each data typeafistad in Table 5.2. The actual
correction applied was determined by using the scaler imédion of each run. Egn. 5.3 was

only used to check for consistency, to be sure the live tinhgegamake sense.

5.3.2.1 Electronic Live Time

The electronic dead time (EDT) is normally estimated by olisg the variation on pre-trigger
scaler counts of various gate widths. Apart from the prgger (PRE), there are PRE50, PRE100,
PRE150 and PRE200 scalers corresponding to pre-trigger gdtiesvof 40 ns, 100 ns, 150 ns
and 200 ns. Note that the PRE gate width is around 60 ns. PRE3®@mgionally set to be 40 ns
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Table 5.2: Example data for the Computer and Electronic LifeeTstudy for the HMS. Four
runs from each data type are selected. PS1 is the singlesplefactor of the HMSitrig is the
total number of triggers generated by the trigger supervighbich can also be calculated using
Eqn.5.9;hpre is the total number of HMS pre-trigger; BoT and hS1X are dégctin Table 5.5;
ctrig is the number of coincidence triggérir_ccut is the HMS tracking efficiencies which is
explained in detail in Sec. 5.3.8comp andhelec are the computer and electronic live times of
the spectrometer.

Run PS1 atrig hpre BoT hS1X ctrig  htr_ccut hcomp helec
w Production Runs
47055 1300 82386 46476348 1108.5 143246000 39774 0.9646 0.9292673
47056 1300 33544 18895112 448.5 58256076 16225 0.9643 0.9926730.9
47057 4000 26115 19616695 475.5 60404320 16775 0.9676 0.9948730.9
47062 4000 137852 103301496 2485.5 318552993 88744 0.9662 390.999974
Carbon Data Runs
47012 700 360222 204144117 1106.5 279010493 5 0.9655 0.9671790.98
47017 300 351032 90054730 608.5 123248274 2 0.9000 0.9425 0.9903
47018 200 369808 63678174 600.5 87321171 1 0.8696 0.9394 0.9931
47023 200 377130 58634905 923.5 80547701 0 0.8919 0.9607 0.9959
Heep Runs
47049 1 1000087 882351 1167.5 38251650 4833 0.9615 0.9254 0.9999
47050 1 1002450 882596  1183.5 38263209 4915 0.9618 0.9268 0.9999
47051 1 1000300 881914  1152.3 38243611 4817 0.9624 0.9264 0.9999
47054 100 855628 747156 7845 34215154 366 0.9638 0.9072 0.9999

Table 5.3: Example data for the Computer and Electronic Lifeelstudy for the SOS. The
description of the parameters are similar to Table 5.2.

Run PS2 atrig spre BoT sS1X ctrig str  scomp  selec
w Production Runs
47055 1100 82386 7931280 1108.5 53758202 39774 0.9926 0.9929910.9
47056 1100 33544 3219778 4485 21869817 16225 0.9961 0.9924910.99
47057 750 26115 3361715 4755 22677390 16775 0.9955 0.9941 10.999
47059 750 31564 4049601 562.5 27328976 20347 0.9907 0.9941 10.999
Carbon Data Runs
47012 300 360222 23832512 1106.5 166164337 5 0.9925 0.9665 20.998
47017 150 351032 10578904 608.5 73265713 2 0.9882 0.9413 0.9985
47018 100 369808 7408278 600.5 51820714 1 0.9890 0.9381 0.9990
47023 70 377130 6918378 923.5 47723650 0 0.9904 0.9594 0.9993
Heep Runs
47049 1 1000087 203454 1167.5 18730307 4833 0.9939 0.9261 1.00
47050 1 1002450 203584 1183.5 18717954 4915 0.9949 0.9266 1.00
47051 1 1000300 202534 1152.3 18711655 4817 0.9935 0.9254 1.00
47052 1 556253 112095 668.5 10388704 2682 0.9940 0.9269 1.00
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fitted curves are only for the better visualization of thegyahtrend. (Original In Colour)

to help understand the relationship between EDT and thérigger gate width.

The real number of pre-triggers is calculated as

Ntrue = Nmeasured + Ncorrectiona (54)

whereN,,...sured IS the measured pre-trigger scaler counts with 60 ns gathwwd,,.c.:ion IS the
pre-trigger correction computed by the pre-trigger scatemts of other gate widths, i.e. 40 ns
and 100 ns. Since the EDT is expected to scale linearly welgtte width, there are a number

of ways to compute th&/.., ccrion:

N — N
Neorrection = NprES0o — NprE100 = ( PREw;O ns PRE15O) x 60 ns (5.5)

where Npreso, Npreioo @and Npreiso are pre-trigger scaler counts of PRE50, PRE100 and
PRE150, respectively. An additional factor of 6/5 is needetha gate width difference between
PRE100 and PRE150 is only 50 ns instead of 60 ns. The chosendok&iby in this analysis
involves PRE100 and PRE150 to compg,-cction-
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The EDT can be calculated as

NPRElOO - NPRElE)O (5 6)

Y

6
EDT ~ — x
5 NprE10o

where the approximatioVprg100 = Nirwe, Where N, corresponds to the actual number of
events collected during the experiment since the coincielggate width is set to 100 ns. Thus,

ELT is given by

6 N, — N
EIT —1— EDT — 1 — 2 & NPRE10O0 PRE150 7 (5.7)
5 NprE10o
and its uncertainty
6  VNpreio + VNprEso
ELT) = - x 5.8
( ) 5 Npreioo X ELT (5-8)

Note the equation of( £ LT) assumes binomial statistics due to the fact that EDT values a
very close to zero. The function form of the binomial statssts different from the standard
Poison statistics.

The HMS and SOS ELT versus the pre-trigger rate are plottpdragely in Fig. 5.4. The
fitting results suggest a time constant;s ~ 67 + 0.15 ns for the HMS andsos ~ 77+ 4 ns
for SOS. These values differed slightly from the previouslgorted time constants during the
F.-2 studies:myys =~ 63.9 ns andsos =~ 72.5 ns [55]. The differences might be contributed
by two major sources: 1) Different data runs were used fa #md the previous study; 2) In
this study, since all data points from theproduction, Heep and carbon luminosity runs were
included, therefore the number of data points was signifigamore than the previous ELT study.
The ELT time constants extracted from this study are aceus#tce they were obtained directly

from thew production data.
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5.3.2.2 Computer Live Time

Fig. 5.5 shows the CLT versus All Trigger Rate (ATR). All Trigdetrig from Table 5.2) is the

total number of triggers over HMS, SOS singles and coinadsenwhich can be calculated as:

hpre spre ctrig

PS1  PS2  PS3° (5-9)

atrig ~

wherehpre and spre are the number of HMS and SOS single arm pre-triggers; PSP&2d
are the HMS and SOS singles pre-scale factors, and PS3 isMiss-BHOS coincidence pre-scale

factor, which is typically set PS3=1; the ATR is calculated a

atrig

ATR =
R BoT

(5.10)

where BoT is the beam on target time.

The data points in Fig. 5.5 are fromproduction, Heep and carbon target luminosity runs.
The fitting curve only takes into account the data points ftbew production runs, and yields a
CLT time constant ofr =0.172+ 0.003 ms. It seems that the Heep data points are spread much
wider in rate than those of thedata for both HMS and SOS, and the Heep spread subsequently
forms two (top and bottom) trails. It suggests that there exagt more than one effective value
for the CLT constant.

Since there was only one data acquisition computer for bp#ttsometers, the CLT for
HMS and SOS should be identical within statistical uncetieas. However, a small deviation
is observed and the difference (HMSOS) is shown in Fig. 5.6. The difference seems to form
a increasing trend as the all trigger rate increases; the d@tarehce for Heep and is within
+0.5%.

To study further the CLT at low rate, the HMS and SOS CLT versuR Afe plotted sep-
arately in Fig. 5.7 with Heep and runs. The Heep data seems to split into top-bottom trails
similar to Fig. 5.5.

Besides the small difference between HMS and SOS CLT, a difterés observed in the
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fitted HMS and SOS CLT time constants as shown in Fig. 5.7. Nwtednly thew production
runs are used to extract thevalues, since these data scatter much less. The extract&iM

= 0.1684+ 0.004 ms and SO%,og = 0.175+ 0.004 ms, where the combined HMS and SOS
CLT time constant from Fig. 5.5 i5,;; = 0.172+ 0.004 ms.

The CLT was previously reported as= 0.49 ms from the 1 data analysis [75], which
suggests the computer processing speed fe? 5 3.5 times faster than that for. ., due to
DAQ upgrades that occurred betweepFand F-2.

Runs #47141 and #47183 are identified as bad runs. The relewamhation are listed in
Table 5.4. Both runs have large HMS pre-trigger numbet( higher than runs with similar
Beam On Time) and over 90% computer dead time.

Note that the purpose of this analysis is to understand #mel& of the CLT; the applied rate
dependent correction to the experimental data used thalaafficiency value determined for

each run.

5.3.3 Spectrometer Tracking Efficiencies

The tracking efficiency is defined as the probability that giple, identified as an electron or

proton, is associated with a valid track from the wire charabe
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Table 5.4: Identified bad production runs. Both runs have very large HMS pre-trigger-¢)
values and more than 90% computer dead time. The descripititve parameters are the same
as in Table 5.2.

Q?=2.45GeVt, W =2.21 GeV,Epeqm = 4.21 GeVe = 0.27
Run PS1 atrig hpre BoT hS1X  ctrig htr_p htr_ct htr_ccut htr_ccc hcomp helec

47141 3000 150902 4397010598 3510.5 343335387 84215 0036861 0.9548 0.9549 0.0231 0.9982
47183 3000 142913 4386158993 3212.5 306009605 80627 004489 0.9495 0.9486 0.0207 0.9982

In the HMS spectrometer, an good proton event is determiniédatisfies the proton iden-
tification criterion. The HMS proton PID criterion requiregnals in at least three of the four
hodoscope planes (a valid SCIN signal, see Sec. 3.7), iniaddd the PID information from
TOF, both HGC and ACD detectors, and the calorimeter (witHithecial and EM shower cuts).
Except for theQ? = 6.52 GeVt Heep setting (proton momentum exceeds ACD threshold mo-
mentum), the proton momentum is below the threshold for gimg the Cherenkov radiation in
both HGC and ACD, therefore absence of signal or sub-thrdshighals (from both Cherenkov
detectors) are expected.

For the electron selection in the SOS, the similar levelsfairmation are required (such as a
valid SCIN signal) by the electron identification criteridrhe electrons are expected to generate
an over-threshold signal in the SOS HGC, an EM shower in tharica¢try and velocity much
closer to the speed of light.

The failure of the tracking algorithm to identify a valid edean be caused by a wire chamber
inefficiency, or a failure of the tracking algorithm itselVhile the raw data are processed, the
replay engine keeps count of the number of events for a gyaswith, and without, a track.

The scaler output from the data analysis engine generallydes several tracking efficien-
cies for different particle types at different thresholdsl &igger conditions.

Carbon target luminosity runs are excluded from this studyceSluminosity runs have few
coincidence triggers, the corresponding coincidenceimgcaefficiencies are unavailable. Also,
the HMS was configured to operate with negative polarity riyithe carbon target luminosity

runs, therefore no proton events are expected at the wiraludra
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5.3.3.1 Choice of HMS Tracking Efficiency

There were four sets of tracking efficiencies generated byréiplay engine and stored in the

HMS scaler files:

P SING FID TRACK EFFI ( htr_p) Proton tracking efficiency for HMS singles events. Pro-

tons were selected by ACD cut less than 4 pe and a HGC cut las9thae.

Cut limits: haero_npe_sum < 4 && hcer_npe_sum < 0.5.

P SING FID TRACK CTRIG ( htr_ct) Proton tracking efficiency for HMS+SOS singles and
coincidence events. Protons were selected by the same ACBI@adcuts. Note that,

despite the name (‘CTRIG’), there was no cut on the coincidémngger.

Cut limits: haeronpe_sum < 4 && hcer_npe_sum < 0.5 && ctrig.

P SING FID TRACK CAL _CUT (htr_cct) Proton tracking efficiency for HMS singles events.
Protons were selected with the same ACD and HGC cuts, in adduilower and upper

limits on the energy deposited in the calorimeter.

Cut limits: haeronpe_sum < 4 && hcer_npe_sum < 0.5 && hcal_et > 0.02 %

hpcentral && hcal et < 0.70 * hpcentral.

P SING FID TRACK CTRIG CAL _CUT (htr_ccc) Proton tracking efficiency for HMS sin-
gles. Protons were selected with the same ACD and HGC cutslditi@n to lower and
upper limits on the energy deposited in the calorimeter. duteon calorimeter is tighter

than that of P SING FID TRACK CALCUT.

Cut limits: haero_npe_sum < 4 && hcer_npe_sum < 0.5 && hcal_et > (0.02 *

hpcentral) && hcal_et < (0.125 % hpcentral).

Note that a fiducial cut on the spectrometer focal plane isiegpo all four sets of efficiencies
to reject events which come close to the edges of the focaépla
Fig.5.8 shows all four tracking efficiencies versus the HMX $iodoscope plane (hS1X)

rate. The differences between all sets of tracking efficemnare surprisingly small, especially
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for event rate> 100 kHz. The differences at low event rate are more substaitowever,
the error bars are also dramatically larger. As to be expthin Sec. 5.3.4, the selected HMS
tracking efficiencies will be corrected using Eqn. 5.12..5ig shows the P SING FID TRACK
CAL_CUT and its corrected value.

P SING FID TRACK CAL CUT was selected for the Heep andnalyses for the following

reasons:

e htr_cct is the only tracking efficiency that requires a “positivegsal in PID detectors,
thus eliminating “junk” hits.htr_ccc also has the same condition, but the cut appears to be

too aggressive (over constraint) [61],

e htr_cct gives a consistent experiment-to-simulation yield rafi@ asing different param-
eterizations and has a small uncertainty shown in Fig. %i8; is further explained in

Sec. 5.6,
e htr_cct was used as HMS tracking efficiency during theZr=" analysis.
Further information regarding on the choice of the trackeafficiency is documented in

Ref. [82].

5.3.3.2 Choice of SOS Tracking Efficiency

For electron tracking inside the SOS, there are also foaking efficiencies from the SOS scaler

files can be used to perform the data analysis as listed below:

SING TRACK EFF Tracking efficiency for all SOS singles events includingrpibadron and

electron events,
E SING TRACK EFF Electron tracking efficiency for SOS singles events,

CLEAN COIN TRACK EFF Tracking efficiency for all clean HMS+SOS coincidence pion,

hadron and electron events,

E COIN TRACK EFF Electron tracking efficiencies for HMS+SOS coincidencengse
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Fig.5.10 shows all four tracking efficiencies versus the SS8X rate. Data points for SING
TRACK EFF and CLEAN COIN TRACK EFF show a surprising amount of scagtarticularly
for sS1X rate below 100 kHz. E SING TRACK EFF and E COIN TRACK EFF sderhe
consistently following a linear relation with the rate. Téeerage difference between the two
sets of efficiencies is around 0.5%. The error bars for bath cfeefficiencies are around 0.2-
0.4% below 100 kHz and less than 0.2% above 100 kHz. E SING TRAERK\ias selected for
the Heep and analyses, since it has higher statistics. There is no agditicorrection applied
to the SOS tracking efficiency due to its lower event rate (@ared to the HMS rate) during the

data taking, which implies the SOS tracking efficiency issmsensitive to the rate.

5.3.4 Carbon Target Rate Study

In theory, physical observables (measurements) suchfasatifial cross-section should not de-
pend on the luminosity. In reality, detector efficiencies aften affected by high event rates

which will directly influence the experimental results.
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Particular to the L/T separation studies, two separate oneagents are required at two dif-
ferent beam energies. Due to the difference in scatteriogscsections and experimental ac-
ceptances, the event rate for low beam energy setting camaneatically different from the
rate for the high beam energy setting. In order to accura@isect the rate dependence in the
measured experimental data, it is critical to carefullydgtthe relationship between the overall
HMS efficiency versus event rate. The standard technigue iakie deep inelastic scattering
measurements using a carbon target at a range of electrondugeents.

In the HMS spectrometer, the charged particle traject@iesmeasured by two drift cham-
bers, each with six planes of wires, as described in Sed..3&te that a “good track” requires
5 out of 6 wire planes to fire in each drift chamber for both smeveters. The effectiveness
of the overall tracking algorithm in the software analyzeexpected to have a rate dependence,
as the detection efficiency and multiplicity drop with raléne tracking algorithm is capable of
taking into account multiple track events, which are mopble at high rate.

There are two separate methods to calculate the spectrmotreatking efficiency with the
same tracking algorithm. The A method [76] (which is the default method for the data ana-
lyzer) and the F-2-7+ method [55].

Comparing to the F2-7* method [76], the -1 method applies additional fiducial cuts on
the scintillator planes. In the case of multiple track esetitese cuts place a bias on the event
sample used to calculate the HMS tracking efficiency. Sintraék events have lower efficien-
cies than 1-track events, the resulting bias caused thkitigaefficiencies to be overestimated.
The experience from the,FL experiment [76] has suggested the HMS normalized yiehfr
carbon target (for electrons) computed using thelfnethod efficiencies fall linearly with rates,
due to the presence of multiple track events in the drift diens at high rate environment and
particles hitting near the edge of the wire chambers thatHaifiducial cuts. This observation
implies the tracking efficiency can not adequately corfeetrate dependent effect in the tracking
algorithm and an additional (linear) correction was reggiir

At low rate (< 150 kHz), the tracking efficiency computed using the =" method shows

no additional dependence on rates [55, 76]. However, tlokitrg efficiency is determined to be
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unreliable at a high rate environment (00 kHz) [76] due to the looser event selection used
(demonstrated during the 22-7— analysis [76]).

In thew analysis, the 1 [75] method is used due to its greater reliability over devirange
of rates. Therefore, an additional rate dependent coorean the tracking efficiency study is
required. A similar approach was successfully used in the-F— analysis [76].

In order to rigorously study the tracking efficiency, a stuafyyields from carbon target
versus rate was performed. The study requires the extreatibe inclusive experimental yields,
plotted against the trigger rate of the first hodoscope planthe HMS (hS1X). The single arm

experimental yield §,,.;4) is calculated as

N, x PS
N X

ol = , 5.11
Y Qe X ELy x CPUy X Tregy (5.11)

where N, is the number of electrons obtained using a loose cut to tngled; PS is the HMS
singles pre-scale factor applied during the data acqoimsifp.. is the accumulated electron beam
charge;E'L, is the Electronic Live Time (ELT)C'PU}, is the Computer Live Time (CLT) .y
is the tracking efficiency obtained using the scaler infdroma(from thew data replay using
the Fr-1 tracking efficiency computation method). Note that adllscinformation except'r, ;¢
came from the F2-7 replay, since it uses the. 2 method to compute the tracking efficiency.
The scaler information for all the carbon luminosity runs bsted in Table 5.5/, is listed
as SING in the tablelV, refers to the number of events passed the selection créieisapplying

a loose cut to various parameters, and the actual cuts ted below,

Event selection criteria: evtype < 3 && hcer_npe > 1 && abs(hsdelta) < 8.5
&& abs(hsytar) < 5 && abs(hsxptar) < 0.08 && abs(hsyptar) < 0.05.

The experimental yields were computed using Eqn. 5.11 afwdnvation from Table 5.5,
then normalized to unity at hS1X rate of 0 Hz. The normalizeddg versus hS1X rate are
plotted in Fig. 5.11. The error bars include the statisticadertainty and an estimated systematic

uncertainty of 0.3% [76] added in quadrature, to take intmaat beam steering on the target
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Figure 5.11: Normalized yields from carbon target versus3BILX event rate. The error
bars include the statistical uncertainty and an estimagstemsatic uncertainty of 0.3% added
in quadrature. Red and blue lines represents the fittingteeBom data runs of different kine-
matic settings as indicated in the legend. The black curtleei®verall fitting result. (Original
In Colour)
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Figure 5.12: Corrected normalized yields from the carbogetaversus the beam current. The
correction to the HMS tracking efficiency (htr) is accorditogeqn. 5.12. Red and blue lines
represent the fitting results from data runs of the diffekem¢matic settings as indicated in the
legend. The black curve is the overall fitting result. Dasliveks indicate the & error band for
the overall fitting result. (Original In Colour)
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Table 5.5: HMS carbon target luminosity study data takemngu¥, -2 measurement),,; is the
total accumulated beam charge in mC; hELCLEAN is the numbeeonétated HMS ELCLEAN
triggers (see Fig. 3.10); hS1Xis the number of triggers ftoetirst HMS hodoscope plane. BoT
is the average of beam on time 1 & 2 (threshold cujsA Sor BCM1 (Beam Current Monitor
1) and 1uA for BCM2; PS1 is the HMS pre-scale factor; htr is the trackifficency; hcomp

is the HMS Computer Live Time (CLT)elec is the HMS Electronics Live Time (ELT). All
scaler information excepttr is from F.-2-7" data replayhtr is from thew data replay using
the Fr-1 tracking efficiency computation method; SING refers te tumber of events passed
the selection criteria from the, 2 replay.

Run Qi hELCLEAN hS1X BoT hS1X/BoT PS1 hir hcomp helec SING
E. =4.210 GeVAuns=12.00, Pgpyis=—3.000 GeV/c

47012 100809 181614321 279010493 1106.5 252kHz 700 0.979710.00879 165047
47017 44330 80184449 123248274 608.5 202kHz 300 0.9810 0.94EZ®3 166750
47018 31249 56737629 87321171 600.5 145kHz 200 0.9815 0.939810.976610
47023 28692 52272440 80547701 9235 87kHz 200 0.9834 0.960590.587320

E,=4.702 GeVAunms=10.57, Pynms=—4.050 GeV/c

47757 42974 233316130 303675199 5755 527kHz 500 0.9743 0.641/H5 222339
47759 124775 675461151 880596706 1590.5 553 kHz 2000 0.97438.8.9700 219433
47760 19126 107791771 138777445 710.5 195kHz 250 0.9807 0.08BB6 232082
47763 56962 308207310 402136284 724.5 555kHz 750 0.9749 0.0Z2E®9 220876
47764 29473 159412019 208067731 376.5 552kHz 250 0.9746 0.888%1 222754

and other sensitive effects. Data from the two kinematitirggt were separately fit versus rate
(blue and red curves in the figure), and they are combinecketd e black curve.
The reason for the rate dependent tracking efficiency ctiorebas been given in the earlier

text, and the tracking efficiency correction as a functioraté is given by

htr_corrected = hir x e~ MS1X/BoT x6.30x107° /kHz (5.12)

Fig. 5.12 shows the corrected normalized yields plottedagjgthe beam current. The fitting
result seems to be consistent with 0 within theekror band (dashed line). This confirms that
the converted efficiencies now have the correct dependanegemt rate, which will produce a
normalized yield that is independent of luminosity.

Furthermore, carbon luminosity data runs #47758 and #4&aréInot used for the target

study since their normalized yields are dramatically faayfvom the fitted slope.

106



1.03

1.02

- - Fit Slope: 0.0G 0.65 % 100pA

@ |

> 1.01

U -

[H] |

o -

E L ] ] { ]

S F ! ! !

©

3 N

2 -

¢ 099

£ B

o -
0.98
097_|IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII
910

50 60 70 80 90 100
Beam Current (1A)

Figure 5.13: Corrected normalized HMS yields fromJtdrget luminosity run data plotted as
a function of beam current. The dashed lines indicate thertor band for the fitting result.
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5.3.5 LH, Target Boiling Study

When the electron beam hits the liquid cryogenic target, tiergy deposit is equivalent to a
100 Watt bulb (based on the estimation from Sec. 3.5) acressadl area. This consequently
induces localized density fluctuation often referred totasget boiling”, more detail was given
in Sec. 3.5. In order to minimize the target density fluctuadj the beam was rastered over an
area of2 x 2 mm?, rather than being focussed to a single point on the cryetargjhe target
boiling effect can be measured by comparing the yields atifkieematics and varied beam
current.

The F.-2 measurement used the “tuna can” cryotarget geometryiesdar beam raster de-
sign, which are expected to result in boiling correctien$% due to better flow of the cryogenic
fluids. In order to make sure the LHarget boiling contributes no additional dependence to the
normalized yields, the Lkitarget study was repeated and compared with the previoysdrilet

studies [76].
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Table 5.6: HMS LH target luminosity study data taken during-Z. The variables in the table
are the same as in Table 5.5 with the exception athtwhich has been corrected via Eqn. 5.12.

Run @Q:,; hELCLEAN hS1X BoT hS1X/BoT PS1 hitr htr_ct hcomp helec SING
E,. = 4.210 GEV,@HMS:].Z.O@, PHMS:—\?).OOO GeV/c

47010 55703 219259338 346569464 606.5 571kHz 700.0 0.973894 0.9268 0.9724 183051
47014 37921 150584896 238130720 520.5 457kHz 300.0 0.97828® 0.8765 0.9781 279893
47019 15462 61940123 98109699 304.5 322kHz 200.0 0.979299.9.8638 0.9846 171455
47022 13647 55126254 87477847 4425 197kHz 200.0 0.981890.9.9145 0.9907 162904

The information for the LK target study runs are listed in Table 5.6. The cuts of

Event selection criteria: hcer_npe > 1 && abs(hsdelta) < 8.0 && abs(hsxptar) < 0.09

&& abs(hsyptar) < 0.055,

are applied to the data Ntuples for each of these runs toaxtra number of events that passed
the selection selection criteria (SING).

The experimental yields were calculated using Egns. 5.815at?. The normalized yields
are plotted versus current in Fig. 5.13. The error bars dehkiatistical uncertainties and an esti-
mated systematic uncertainty of 0.3% is added in quadraiure fitting curve is consistent with
0 across the measured beam current range, thus confirminddittoaal correction is needed

for the effect of target boiling. This is consistent with #tady presented in Ref. [55].

5.3.6 SOS Coincidence Blocking

A coincidence event will normally be started at the TDC wittedayed HMS trigger and stopped
by the SOS trigger. Due to interference between random wEnce and real coincidence events,
a fraction of events are recorded with the coincidence tiotside the main timing window, as
defined by the pre-trigger signal width. The “coincidenaacking” events will be lost from the
data due to the coincidence time cuts used in the analysieftire a study is needed to correct
for data loss. The and Heep data are used for this study.

Examples for the coincidence time spectravadnd Heep data runs are shown in Fig. 5.14.
The main coincidence window corresponds to the region EtwedC channel 1186 to 2240

for w runs and 1756 to 1910 for Heep runs. The conversion betwemsguonds and TDC
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Figure 5.14: Uncorrected coincidence time spectra for Hktp on the left and data on the
right. Note the spectrometer acceptance and PID cuts atiedpp

channels is approximately 120 ps per channel. The everntsfléie main timing windows are
the coincidence blocking events due to the SOS singlesergggrriving earlier than the SOS
coincidence trigger. Thus, the TDC is stopped too early,thadesulting events fall outside of
the main coincidence time window (early triggers). Notd thee to the trigger setup (started by
the HMS pre-trigger and stop by the SOS pre-trigger), thrermiearly HMS event therefore no
need for the coincidence correction.

The coincidence blocking correction can be estimated flomrate dependence of the num-
ber of blocked events, similar to the deadtime correctioSeg. 5.3.2. The comparison of the
number of events outside of the main coincidence time win@ma the total number of events,

yields the coincidence blocking rate:

N
Coin block rate = —2% , (5.13)

total

where Ny, is the number of “early” SOS events (triggers) in the measw@ncidence time
spectrum and théV,;; is the total number of events independent of the coincidénoe The

good coincidence rate takes into account events within thie goincidence time window, and
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can be written as a function of the coincidence blocking tants,

Ngoo . _
Good coin rate = =224 — 1 — Coin block rate = e ™, (5.14)
total

wherez is the SOS pre-trigger rate. Binomial statistics are usealoutate the uncertainty for

the good coincidence rate [83]

. ]‘ NOO
d(Good coin rate) = N \/Ngood <1 — ﬁ). (5.15)

Fig. 5.15 shows the SOS blocking correction plot, where ti@dg-oincidence rate is plotted
as a function of SOS pre-trigger rate. From the fitting reghk coincidence blocking time
constantf{,) in Eqn. 5.14 is determinedgog ~ 103.58:0.43 ns.

From the E-2-r* analysis [55], ther, constant was reported ag = 92 ns [55]. The

difference between twa, values, is due to different data set used for each studig¢beln (this)

110



Table 5.7: Proton interaction correction study for four pl@md twow settings. Py is the
HMS central momentumf; and f, are defined in the text of relevant section.

Q?  Pyus fi  f» Inter. Cor. Data Set haersu Cut
GeV? GeVic % % % pe

241 3.44 54.14 80 4.58 Heep —50 < haero_su < 95
442 315 50.82 80 4.36 Heep haero_su < 29
542 376 56.82 80 4.75 Heep haero_su < 29
6.53 4.34 62.89 80 5.15 Heep haero_su < 29
160 293 37.77 80 3.51 w —2.5 < haero_su < 2.5
245 3.33 70.65 80 5.65 w —2.5 < haero_su < 2.5

analysis, the study only includes thedata set which is a small subset of theZFr* data. The
previous coincidence blocking study included the wholadat.
This Egn. 5.14 with newly determineg constant was applied to the data as the Cherenkov

coincidence correction.

5.3.7 HMS Aerogel Cherenkov Detector Threshold Cuts

During the E-2 experiment, the primary objective of the ACD was to perfansleanw/p
separation; see Sec. 3.6.5 for further detail regardind\@ie.

Table 5.7 shows the HMS central momentum valugs,fs), ACD cuts and other relevant
information for four Heep settings and twosettings. For the Heep data, ACD cuts were used
to exclude events beyond the applied threshold. Fouthata, ACD cuts were used to ensure
selections of clean coincidence proton events, while evegyond the cuts were corrected by an
ACD cut efficiency factor (described in Sec. 5.3.8).

The HMS ACD cuts for the Heep data were determined using the BB (haero_su)
distributions (logarithmic scale), shown in Fig. 5.16. Tked boundary lines were drawn as the
distributions started to plateau.

The Q?=2.41 GeV Heep setting is a sub-threshold HMS central momentum sethiow-

ever, its ACD distribution (see Fig.5.16(a)) is unusuallg&iwhich may be due to mis-calibration;
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Figure 5.16: ACD faero_su) distributions for four Heep settings)? values and HMS central
momentum Pyyis) are listed under each plot. Acceptance, Partial PID éusts;ta-coincidence,
missing mass and missing energy cuts are applied. Randomidente is also subtracted. Note
that the Cherenkov radiation threshold momentum for a priviside the ACD with an index of
refractionn=1.030 is 3.80 GeV/c. (Original In Colour)

an haero_su cut of —50 < haero_su < 95 is applied. The&)? = 6.53 GeVf Heep setting has a
HMS central momentum of 4.34 GeV/c that is above the Chererddmation threshold momen-
tum for a proton, and its ACD distribution seems to allow thesaut ofhaero_su < 29 as the

other two well-calibrated sub-threshold settings.

5.3.8 HMS ACD Cut Study for the w Analysis

Unlike the Heep runs, the data have a much higher rate of pion contamination in thectoin
dence trigger that requires both th&beta-cointime cut and the HMS ACD cut|faero_su| <

2.5) to cleanly select the proton coincidence events.
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Thehsbeta-cointime distribution for Heep data in Fig. 5.19(b) shows only therppd proton

coincidence bunch with scattered random coincidence sv&hehsbeta-cointime distribution

for thew data looks dramatically different, where the sepaged@d~ coincidence bunches are

visible (described in Sec. 6.3.1). Singehave a higher velocity due to its lighter mass (at the



nominal HMS momentum), it arrives the at HMS detector paek@pdoscopes) 4-5 ns earlier.
Thus, by applying thésbeta-cointime cut, the main proton bunch can be separated from the
pions.

Fig. 5.17(a) and (b) show theiero_su distributions without, and with, thesbeta-cointime
cut, respectively. The red boundary indicates the HMS ACDo€ykaero_su| < 2.5 pe. Both
distributions have the same acceptance and PID cuts. (bjnsatized (to 1 mC of beam charge)
and random coincidence contribution has been subtractegtena) is not. Fig. 5.17(b) is visu-
ally clean, 90.9% the events are within the cut region (reahblary). Beyond théaero_su >
2.5 pe limit, the tail contains predominantly proton eventswmatsmallr contamination in the
tail region Qaero_su > 5 pe), since the spectrometer setting is optimizedrfoletection. The
level of pion contamination is difficult to estimate, sinag@rcidence proton events beyond the
haerasu cut cannot be accurately counted.

As indicated in Sec. 5.3.7, the Heep data have much less piamination than the data.
Thus, two sub-threshold (HMS ACD) Heep settings were usestimate the proton coincidence
events beyond thkaero_su cut (haero_su| > 2.5 pe). The ACD distributions of Heep settings
of )?=4.42 and 5.42 GeVare plotted in Fig. 5.18(a) and (b). Theero_su cut efficiency is
the ratio between events within the red boundary and thé tOte averaged efficiency between
the two Heep settings is 92t2.2%; the normalized experimental yield will be divided byst
efficiency for thew analysis. Since very few coincidence proton events frondtiramy target
are able to survive the Heep analysis cuts, the contribsitioom the Dummy target runs are
negligible.

For the pion contamination within thiezero_su cut boundary, the random subtraction pro-
cess is sufficient assuming the random proton amdntamination is identical for each bunch;

therefore, no additional correction is necessary.

5.3.9 hsbheta Distribution and Proton Interaction Correction

By taking a closer look at thiesbeta distribution and théisbeta versuscointime spectrum in

Fig. 5.19, a cluster of ‘zero’ eventé{beta = 0) can be seen. After performing studies, such
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have valid acceptance information (suchhag fp andhztar) which can be treated as the ‘blob’
events. One of the possible cause for the ‘zero’ and ‘ta€ngs are the interaction between
proton and detector material down stream of the wire chamii@s is further explained in the
text. (Original In Colour)

as those described in Sec. 5.1.1, and through private comatiom with Hall C experts [61],
the ‘zero’ events have been included along with ‘tallsketa < 0.9) and ‘blob’ (hsbeta > 0.9)
events for the Heep andanalysis. In addition, a proton interaction correctiordgtis performed
using the same methodology used for determining the pioorptisn correction during F2-7~
analysis [76].

Note that in the F-2-7~ analysis, the ‘tail’ events were corrected by a correctiactdr,
whereas both ‘zero’ and ‘tail’ events are included in thdd/somputation for the Heep and
analysis.

From arecoil proton (from the target chamber) traversimgugh the HMS entrance window,
to the generation of a valid trigger, a proton can interath aivariety of detector materials along

its path through the spectrometer.
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The dominant proton reaction for the recoil protons is isgtascattering (mainly pion pro-
duction), elastic and (quasi) elastic scattering (withvieraelements thahH). In the case of pion
production and (quasi) elastic scattering, a secondary, pimton or neutron is emitted along the
path of the recoil proton momentum, therefore has a proibatnlgenerate a valid trigger. From
Table 5.7, the mean value of the HMS central momentum seti;8.5 GeV/c. Thep andpn
total cross sections are dependent on the proton momenhdrara estimated to be 43 mb at
3.5 GeV/c [1], where the elastic cross section is 1/3 of th@ tross section. The proportion of
protons lost due to these interactions must be correctlywuatded for.

The situation is complicated by the fact that the protonrad8on in the scintillators, ACD
and HGC detector material leading to the emission of eniergeicleons can generate valid
triggers or tracks. These events are part of/tkieta distribution and are already included in
the analysis. Subsequently, if one applies a simple protorsinission correction based on the
scattering cross section and material properties, it woeddlt in an overcorrection. The proton
interaction correction study is intended to account foHIMS triggers that are lost due to proton
interactions in the material upstream of the drift champersnteraction in the detector stack,
such as large angle deflection or leading to the emissiormofdlomentum nucleons, which do
not give enough signal in the scintillators providing a @dfigger.

To avoid any possible overcorrection for the proton inteaag the proton transmission from
the target through to S2X was calculated and used to estiwtatd fraction of these events end
in the parts of the3 versus coincidence time spectrum, see Fig. 5.19. The ptadosmission
for each material was calculated by making use of their knaveal densities and the nuclear
collision lengths)\, as listed in Table 5.8. It was assumed that all proton iotemas from the
target to the spectrometer exit window resulted in losteig (1.04%).

For the protons interacting from the drift chambers to S53®%), it was assumed that a
fraction f; of protons were lost triggers, while the remaining fractjon- f;) of protons would
successfully generate a trigger. These non-lost protonddmther end up in the ‘zero’ or in the
‘tail’ section of thehsbeta distribution. Note thaff; is a parameter to be determined later in this

section.
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Table 5.8: HMS spectrometer material table modified fromilaimntable recreated by Henk Blok,
which was originally produced during the 2 analysis [55]. Original version of the table was
documented in Ref. [84}.shows the material thicknessis the material density} is the nuclear
collision length atr = 38.4 mb; X = t x p; rescaled nuclear collision length @at= 43 mb:

N = X x 43/38.4; X/X denotes the proton interaction probability as it travebtiyh the each
spectrometer component.

Absorber Material t p A X  X/XN Partial Sums
cm glem  glen? glen? % %
Target LH 1984 0.072 43.3 0.143 0.370
Target Window Al 0.013 2.700 70.6 0.035 0.056
Chamber Window Al 0.0406 2.700 70.6 0.110 0.174
Chamber Gap Air 15 0.001 62.0 0.018 0.033
Entrance Window Kevlar 0.0381 0.740 60.0 0.028 0.052
Idem Mylar 0.0127 1.390 60.2 0.017 0.032
Exit Window Titanium 0.0508 4.540 79.9 0.231 0.324
Target - Exit Window Sum 1.04
Dipole-DCGap Air 35 0.001 62.0 0.042 0.076
DC Windows Mylar 4x(0.0025) 1.390 60.2 0.014 0.026
DC Gas Ar/C6H6 1%(1.8) 0.002 65.0 0.033 0.057
DC Sensewires w 2(5.89E-06) 19.30 110.3 0.001 0.001
DC Fieldwires Be/Cu 36(0.00018) 5.400 70.0 0.035 0.056
Airgap DC-S2X  Air 83.87 0.001 62.0 0.101 0.182
ACD Entrance Al 0.15 2.700 70.6 0.405 0.642
Aerogel Si02 9 0.04-0.06 66.5 0.450 0.758
ACD Airgap Air 16 0.001 62.0 0.019 0.034
ACD Exit Al 0.1 2.700 62.0 0.270 0.488
S1X polystyrene 1067 1.030 58.5 1.100 2.106
S1Y polystyrene 1067 1.030 58.5 1.100 2.106
Dipole-DCGap - S1 Sum 6.53
Cer Windows Al 2(0.102) 2.700 70.6 0.550 0.872
Cer Gas C4F10 135 0.002 63.0 0.332 0.590
Cer Mirror Support 1.8 0.050 53.0 0.090 0.190
Cer Mirror Sio2 0.3 2.200 66.5 0.660 1.111
S2X polystyrene 1.067/4 1.030 58,5 0.275 0.526
Cer Windows - S2X Sum 3.29
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Finally, for the interactions from the front window of the I@Gletector through the first 1/4
thickness of S2 (corresponding to approximately the déiposivhich is necessary to generate
a trigger), it was assumed that a fractignresulted in a lows value (‘zero’ and ‘tail’), while
the remaining { — f,) were indistinguishable from those protons that did notangd nuclear
interactions (‘blob’).

To determine the fractionf, f, appropriate for the Heep anddata, a similar procedure to
the F.-2-7~ analysis [76] was followed. The fractions of ‘zerdispeta = 0), ‘tail’ (hsbeta <
0.9) and ‘blob’ (hsbeta > 0.9) events, indicated in Fig. 5.19a, were determined for eatha d
setting (four Heep setting and twosettings) in Table 5.7. Note that for this study, acceptance
and PID cuts were applied.

Since low3 values can be due to instrumental timing effects, the ‘zara ‘tail’ contri-
butions were also determined using runs with an electrohenHMS (i.e. the HMS is set to
negative polarity). The electron ‘zero’ and ‘tail’ fractis used in the study are the same as those
determined from the F2-7— analysis, and are 0.17% and 0.66%, respectively. The etectr
fractions were then subtracted from the proton fractiomsiding typical ‘zero+tail’ values of
5.8%, with the reminder in the ‘blob’ (model)f; and f, were then inferred by comparison to
the observed ‘zero+tail’ and ‘blob’ values (experiment}the calculated interaction probabil-
ities. Note that this comparison is carried out on a settipgsetting basis. Both model and
experiment ‘blob’ fractions for all settings are deternurie be 89.8 + 1%.

The proton interaction probability from the HMS HGC to 1/2-S calculated as 3.29%. Due
to the close distance to the scintillator plane S2 (a valgdyer requires a particle to reach at least
1/4 thickness of S2), the forward-going energetic nucldbnsughpp andpn interactions can
generate valid triggers. Most of these events (70-90%)ikedyIto end up in the ‘zero+tail’
section of thehsbeta distribution. Based on this assumption, tfiefactor is assumed to be
around 80%, subsequentlf,=37-70% resulted in good agreement with the data. Tabla€is/ |
the f1, fo and proton interaction correction determined for each efdhta settings.

The overall proton interaction correction factor consadtghe calculated interaction proba-

bility from the target to the exit window (1.04%) and the |psbton fraction from dipole and
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Figure 5.20: Proton interaction correction (%) versus HM@&tal momentum setting for a
proton Pyvs. Red dots are for the data at)? =1.60 and 2.45 Ge¥Y/ where black dots are for
the Heep data ap? =2.41, 4.42, 5.42 and 6.53 GéVThe error bars are the quadratic sum of
10% model uncertainties fof; and for f,. The averaged proton interaction correction factor of
4.7% is indicated by the red solid line and té% point-to-point error bands are indicated by
the red dashed lines. (Original In Colour)

S1 (dictated byf;). Fig. 5.20 shows the proton interaction correction vetbesHMS central
momentum calculated for each of the Heep argittings. The plotted proton interaction correc-
tion values were calculated witfy =80%. An estimate of 10% uncorrelated uncertainties were
assigned to th¢; and f; factors. The uncorrelated uncertainties (fpand f,) were then added
in quadrature to calculate an overall uncertainty.

Other uncertainties, such as the statistical uncertairayn(data) and the estimated scattering
cross section uncertainty (from Table 5.8), were neglegddmpared to the dominant uncertain-
ties described above, therefore not included in the quiadsain for the overall uncertainty.

The averaged proton interaction, indicated by the red baot# line in Fig. 5.20, implies an
averaged; factor of 55.5%. The variation gf; factors shown in Table 5.7 becomes insignificant
given the large assigned uncertainty of 10%. Fheariation is also not visually noticeable by

comparinghsbeta distributions (such as Fig. 5.19(a)) from one setting talaeo
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Due to the large uncertainties, an average HMS central mtumemdependent proton in-
teraction correction of 4.7%1% was applied to all settings. Note that the 1% uncertasithie
point-to-point deviation in Fig. 5.20. The proton inteliantcorrection is a higher correction than
the pion absorption applied in the -7 analysis [55], due to the largep andpn total cross
section (-43 mb). The implementation of the proton interaction cdrogcis to divide the yield
by 0.953t0.01, and is combined with other corrections when compudoader information for
each data run. In the early stage of HMS commissioning, aopristteraction study was per-
formed and a correction of 0.94%.02 was determined [84]. Despite the two proton correction
values agreeing within the error bar, the ‘old’ correctisconsidered to have overestimated the
proton interaction, since more detector materials wereddthicker HMS dipole exit window
and presence of ACD) in the path of the proton in-B-compared to the early commissioning

experiments of Ref. [75].

5.4 Missing mass and Energy Distributions

In the coincidence Heep mode, the missing enefgy)(and the missing momentum,() of the

'H(e, €'p) reaction are defined as:

E,=E,—FEs—FE

2]

(5.16)
Pm =Pe — Per — Dp =q — Dy,
where theE, andp, are the energy and momentum of the electron beEmandp,. are the
energy and momentum of the recoil electréiy;andp, are the energy and momentum of detected
proton; ¢ corresponds to the three-momentum of the virtual photoamRhese two quantities,
one can calculate the missing mass of the systém= m. The expected values are
M, ~ 0 andp,, ~ 0 for the coincidence Heep mode.

For the electron singles mode, the Heep reaction is diffetét{e, ¢’)p, since only the recoil
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Figure 5.21: Coincidence mode missing enerfy,) distribution for Heep)? =2.41 GeV on

a logarithmic scale. Red is the simulation, blue is the dunsoiytracted data and green is the
dummy. Acceptance, PID cutssbeta-cointime and missing mass cuts are applied. Random
coincidence is also subtracted. (Original In Colour)

electron is detected by the SOS. In this cdsg,and thep,, are defined as:

R Bem (5.17)

Pm =Pe — D' = Dp ,
the M, is expected to be consistent with the rest mass of the pratgn 0.938 GeV), for the
singles Heep mode.

Fig. 5.21 shows a good agreement in the coincidence Heep m@sang energy ,,,) dis-
tribution between the dummy-subtracted data (blue) andlsition (red) up to 0.27 GeV for the
nominal missing mass cut. Thus, the yield ratio is not smesib theF,, cut. The difference is
less than 0.5% when comparing the yield ratio with < 0.1 GeV andFE,, < 0.27 GeV. The
E,, < 0.1 GeV cut was chosen to narrow down the missing mass distih especially fod\/,,

> 0 GeV.
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Figure 5.22: Coincidence mode missing momentuin) (components distribution for Heep
(Q? =2.41 GeV on a logarithmic scale. Red is the simulation, blue is the dyrsnbtracted
data and green is the dummy. Acceptance, PID éuts;ta-cointime and missing mass cuts are
applied. Random coincidence is also subtraciedoop is the out-of-plane componentmper

is the perpendicular angnpar is the parallel component of thg, with respect to the-vector.
(Original In Colour)
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Figure 5.23: Coincidence mode missing mass distributionsHfeep Q? = 2.41 GeV on a
logarithmic scale. Red is the simulation, blue is the dumuiytscted data and green is the
dummy. The applied,, cuts are indicated below the plots. Same acceptance, PHhcutta-
cointime and missing mass cuts are applied. Random coincidencesarsudtracted. (Original
In Colour)

Fig. 5.22 shows data-simulation comparisons for three cmapts of the missing momen-
tum p,,,. The dummy-subtracted data are shown in blue, dummy taegatate shown in green
and the simulation data are shown in simulation red. Fig2 §2, (b) and (c) represent the out-
of-plane, perpendicular and parallel (with respect togdtwector) components gf,,,. Note that
the average values of the data and simulations for all thoegponents ofp,,, are close to the

expectation,, ~ 0). This validates of the momentum and angle offsets lisiethble. 3.2.
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Fig. 5.23(a) and (b) show the missing mass distributionsr a&pplying £, < 0.27 GeV
andE,, < 0.1 GeV cuts. ltis clear that for the,, < 0.1 GeV missing mass distribution, the
deviation between the data and simulation begins to inersigsificantly outside 0f-0.03 GeV
from the peak (around-0.007 GeV). The nominal/,, cut is defined as0.025 GeV from the

peak position, which corresponds to a cutdi.032< M,, < 0.018 GeV.

5.5 Simulating the Heep Reaction

Elastic scattering reactiolH(e, ¢/p) data provide a good check for spectrometer and various
effects which can affect event reconstruction such as tietree processes, multiple scatter-
ing and energy loss that are simulated in SIMC. The Monte Camallates both coincidence
and single arm elastic scattering (singles) events, qooreding to thé H(e, ¢'p) and'H(e, ¢’)p
reactions. The difference between coincidence and sifgep events is further explained in
Sec. 5.6.

In both coincidence and singles Heep modes, all kinematntfies are calculated from
the simulated in- and out-of-plane angles of the scattelextrens. In terms of the Sachs form

factors, the differential cross section for elagticscattering can be written as [85],

d_Q:4EQSiH4%SE 1+TMP+2TGM”tan 2
whered,., E and E’ represent the electron scattering angle, incident elearergy and final
electron energyq is the fine structure constant1/137);7 is defined as = Q?/4 M3.

The electric (,) and magnetic(,,,) form factors are parameterized using an empirical fit
applied to the pastH(¢’, ep) scattering data. The default parameterizationdey andG,, in
SIMC, is known as the Bosted parameterization [86], and isgie

1
140620Q+0.630Q2+2.80Q3+0.83Q4’

G, (Q%)
(5.19)

GM (QQ) — :up 7
v 1+035Q +244Q2+ 0503+ 1.04 Q* + 0.34 Q°
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where() is the four momentum transfer between the incoming eledieam and recoil electron;
1, is the magnetic moment of the proton amd~ 2.793 ux, whereuy? is the nuclear magneton
constant.

Two other parameterizations f6fz, andG,,, the AMT [87] and the Brash [88] parameter-
izations, were used to study the model dependent variatidhe experiment-simulation yield
ratio.

The Brash parameterization [88] has different parametioizsof G5, for different? re-
gions; for0.04 < Q? < 7 GeV? the parameterization is given by Ref. [88]:

GM (QQ) — lup
g 1+0.1164 Q + 2.8742 Q2 + 0.2411 Q3 + 1.0056 Q* + 0.3449 Q5

(5.20)
G,

Hp

Gp,(Q%) = [1—0.130 (Q* — 0.04)]

The AMT parameterization [87] is the most recent effort tsed the world’s data on elastic
electron-proton scattering and calculations of two-phagrchange effects to extract corrected
values of proton form factors over the full range@f coverage of the existing data. The effort
also included the calculation of the two-photon exchandee AMT parameterization is given
as

1—1.6517+1.2877%—0.18573

Gr (0Q?) =
5(Q7) 149531 74+059172+0.073+0.07%+4.994 75

(5.21)
B tp (1 —2.151 7 + 4.261 7% + 0.159 73)
1486477 +0.001 72 + 5.245 73 + 82.817 74 + 14.191 75

G, (Q%)

The coincidence Heep experiment-simulation yield ratias @mputed with the Bosted,
Brash and AMT parameterizations. The results are present8eéd. 5.6.3. The singles Heep

experiment-simulation yield ratio was only computed wkik Bosted parameterization.

Yn Sl Unit: pux = 5.050783699(31) x 1027 J/T, in Gaussian Unituyx = 0.105155 efm
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Figure 5.24: Experimental-simulation Heep coincidenaddyratio. Note that only statistical
error bars are shown and the uncertainty due to the missisg ow is included. Other normal-
ization uncertainties that are much larger than the sizdisincertainties also contribute (see first
column of Table 6.5). The weighted average fitting resu®901+0.0060, is consistent with 1
within the uncertainty. The magenta band shows the fittingremd the dotted lines give2%
point-to-point (considering error bars) uncertainty rarffjom the average value). (Original In
Colour)

5.6 Heep Study Results

In this section, the experiment-simulation yield ratio toe Heep study is presented. The re-
sults include the yield ratio for both coincidence modie, ¢'p), and electron singles mode:
'H(e, ¢’)p. Furthermore, different Heep parameterizations, Bostéf] Eash [88] and AMT [87],
were used to study the model dependent variation in the empet-simulation yield ratio for
cross-checking purposes. The detailed descriptions dhi@e Heep parameterizations can be

found in Sec. 5.5.

5.6.1 Heep Coincidence Study

After analysing every)? setting, the accumulated distributions of acceptance arahiatic pa-

rameters are saved into a ROOT-file to cross-check with thetéGarlo distributions. Fig. 5.21(b)
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shows the normalized missing energy distribution for thveglst()? setting. The normalized hy-
drogen target (black), dummy target (green), dummy-tasgbtraction (blue) and simulation
(red). All four missing mass distributions are normalized tmC of beam charge. As described
in Sec. 5.4, a reconstructed Heep event using the coin@de@farmation is expected to have
zero missing mass. Notice that the width of the missing maa& s narrower (cleaner) for the
simulation; this is due to the fact that the proton scattgimthe target chamber and the HMS en-
trance/exit windows is poorly simulated (negative tail;, < 0); on the other hand, the data and
Monte Carlo agree significantly better on the radiative psec@de (positive tailM,,, > 0). The
radiative process (positive tail) in this context is mairdferring to the additional soft photon
exchange between electron (beam) and proton (target).

Fig. 5.24 shows the normalized experiment-simulationdyrakio. The projected statistical
error bars take into account the uncertainty due to the ngssiass cut. The weighted fitting
yield ratio (blue line) is consistent with 1 within the fittjrerror (magenta band). The point-to-
point deviation (taking into account the individual err@r$) of+2.5% from the average yield
ratio is plotted as the dotted line, and is used as a systeeratir for thew analysis.

The missing mass cut dependent uncertainty was determinedl@vs: changing the nom-
inal missing mass cut by-0.01 GeV and reproducing three sets of yield ratios withedeht
missing mass cuts=0.027 < M,, < 0.013 GeV, —0.032 < M,, < 0.018 GeV (nominal cut)
and—0.037 < M,, < 0.023 GeV; the average of the three yield ratios are plotted in 5ig4
and the standard deviations are taken as the missing madsprrident uncertainty. The missing

mass cut dependent uncertainty was added to the othetistdtisicertainties in quadrature.

5.6.2 Heep Singles Study

The singles Heep study only uses the SOS information to staart the processe™ + p —

e~ + X, where the recoit~ is detected by the SOS. The SOS singles operation mode esquir
no coincidence information (from HMS). This allows more kgiound events from the target
cell and inelastic physics process, which results in a mugihehn event rate.

The standard SOS acceptance and PID cuts are applied, weidefined as follows:
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SOS Acceptance Cut:ssytar < 1.5 && abs(ssdelta) < 15. && abs(ssz fp) < 20. &&

abs(ssxptar) < 0.04 && abs(ssyptar) < 0.065.
PID Cut: scer_npe > 0.5 && ssshirk > 0.70.

After applying the cuts, the normalized dummy-subtracteiiant massi{’) distribution is

sufficiently clean around the proton mass region, as showign5.25a. However, the experi-
ment yield starts to deviate from the simulation ¥or> 1.1 GeV. This is due to the fact that the
simulation doesn’t take into account pion production akibeeelastic scattering region. A cutis

enforced on the invariant mass to eliminate inelastic erent

0.85 < W < 1.05 GeV.

The cut dependent uncertainty was studied and includeckifirtbl yield ratio computation.

Fig. 5.25b shows the normalized experiment-simulatiostel@vents yield ratio, which takes
into account the radiative tail. Note that only statisteabr bars are shown. The weighted fitting
yield ratio (blue line) is consistent with 1 within the fittjrerror (magenta band). The2.5%

band from the singles study is consistent with yield ratitedained in the coincidence study.

5.6.3 Heep with Different Parametrizations

In order to ensure the validity of our yield ratio results gratameterization independence, the
coincidence study was repeated using the Brash and AMT péearations defined in Sec. 5.5.
The yield ratio results from the Brash and AMT parameteregiare shown in Fig. 5.26 (a) and
(b), respectively. Compared to the yield ratio from the Bogtahmeterization, both yield ratio
points for allQ? settings are slightly lowered by around 1%.

To further compare the yield ratio results from differentgraeterizations, thg? per degree

of freedom from unity is computed using the following eqaati

2 2

X 1 ri— 1

A2 22
- VZ( . ) : (5.22)

)
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Figure 5.25: (a) Example Heep SOS singles missing masshdistm at the highesf? Setting:

Q? = 6.53 Ge\V2. The missing mass distribution of normalized hydrogendtig in black;
dummy target in green; dummy-target-subtracted hydrogeget in blue; simulation in red.
All four missing mass distributions are to 1 mC of beam char@pg shows the experimental-
simulation Heep singles yield ratio. Note that only statedterror bars are shown. The weighted
average fitting resultt.0002 £+ 0.0049. The magenta band shows the fitting error and the dotted
lines indicatet-2.5% point-to-point uncertainty range. (Original In Colpur

wherev is the number of degrees of freedom, which is 3 (number of plaitats minus 1); index
i indicates the)? setting;z; is the yield ratio;o; is the corresponding yield ratio uncertainty.
Thex?/v = 3.47 for the Bosted parameterization [8G] /v = 4.59 for the Brash parameteriza-
tion [88]; x*/v = 5.59 for AMT parameterization [87]. Thus, all three Heep pararieations
gave experiment-simulation yield ratios consistent witthveach other, with preference for the

Bosted parameterization after including systematic uagdst of 2.5%.

5.7 Results

From the Heep experiment-simulation yield ratio resultsrfrdifferent modes (coincidence and
singles mode) and model dependence study, Heep yield eata®ncluded to be consistent with
1 within the experimental uncertainties for gJf setting independent of the Heep model used.
This agreement between experiment and Monte Carlo (for Healysis) gave validation and

reassurance to the data selection procedure, detectoemdies studies, and various corrections
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Figure 5.26: Experimental-simulation yield ratio compltesing the Brash and AMT parame-
terizations defined in Sec. 5.5. The red line indicates yiatw of 1; the black dashed (solid)
lines gives+1% (£3%) band from 1. The projected error does not include the nmiseiass
dependent uncertainty. (Original In Colour)

used for thev analysis.
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Chapter 6

Omega Analysis

This chapter is intended to provide details regarding tredyais of the exclusive electropro-

ductionp(e, ¢'p)w data.

6.1 Overview and Introduction to the Iterative Procedure

As introduced in Sec. 1.4, the data analyzed in this thesis work came from the same data set
as the E-2-r analysis. Thev data includes measurements at t@ settings: Q? = 1.60,
2.45 GeV at a commonr¥V = 2.21 GeV. Each of th€)? settings require high and lowmea-
surements to perform a full L/T separation. To ensure maximuangle coverage around the
g-vector, thee;,; ;, data contain measurements at three different HMS anglese@ponds to a
full ¢ coverage) and the,,, contain measurements at two different HMS angles (corredpto
a partialy coverage). The partial coverage is imposed by the physical clearance of the spec-
trometer and beam line components. In total, there are 16rgmpntal measurement settings.
The nominal central kinematic values for all experimengdlisgs are listed in Table 6.1.

A full L/T separation of the differential cross section isiterative procedure which requires
gradual improvement of the estimated cross section paeain&tion in the simulation by com-
parison with the data, and the improved simulation shouldrain acceptable description of

experimental data across the spectrometer acceptancésanaatics coverages. The iterative
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Figure 6.1: Flowchart of the L/T separation iterative pawe. Note that the detail regarding
each step is described in the relevant section given inkigldtacket. The steps inside of the
blue dashed box are performed using the new yield analyaifophn introduced in Sec. 4.2. The
procedural flowchart of this new platform is shown in Fig..4The red shaded box indicates
the most important step of the iterative procedure: thenfjtstep, for the physics background
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Table 6.1: A full list of the kinematic values for experimalgettings of théH(e, ¢'p)w reaction.
T... represents the incoming electron beam kinetic energys B the SOS momentum setting;
0% is angle of scattered electron which defines the angle of @8;8, gives the direction of
the virtual photon which corresponds to the nominal anglelMfS; 0, is the HMS angle with
respective to thg-vector (positive angle represents rotation away from gt line);fyys IS
the HMS angle with respect to the beam lif&;is the recoil proton target momentum after in-
teraction;Pyys is the HMS momentum setting during the experiment, notettieaspectrometer
momentum stays the same for all angles at the sase¢ting.

Tinc PSOS 9: € eq epq 9HMS Pp PHMS X —u —t
MeV  MeV deg deg deg deg MeVic MeVic Gév GeV?
2 1=160GeV Wiomina =2.21 GeV
3772 785.79 43.09 0328 953 +1.0 1053 2936.79 2927.2 BH.285087 4.025
+3.0 12.53 2913.20 0.129 3.983
4702 1715.79 25.73 0.593 13.28 0.0 13.28 2939.53 2927.2 58.28.082 4.030
—2.7 10.58 2917.79 0.121 3.991
+3.0 16.28 2913.15 0.129 3.982
fwminal =2.45GeV Wiominal = 2.21 GeV
4210 770.83 51.48 0.270 9.19 14 10.59 3355.82 3331.7 0.3M@&84 4.778
3.0 1214 3324.12 0.241 4.721
5248 1808.83 29.43 0554 1361 0.0 13.61 3363.86 3331.7 96.30.169 4.793
3.0 16.61 3324.28 0.241 4.721
—3.0 10.61 3324.49 0.240 4.722

procedure is summarized in the flowchart shown in Fig. 6.lindgated by the flowchart, every
step of the procedure is described in detail in a separat®sdgsection indices are inside of the
brackets).

The iterative procedure begins with generating the expgartal and simulation ntuples (cor-
related data structure). Note that the raw experimenta dalibration for thes data was per-
formed as part of the F2-7* analysis, details regarding the raw data calibration ameggion
of the experimental data ntuples can be found in Ref. [55]. Sihmilation ntuples are gener-
ated using SIMC, which was described in Sec. 4.1. Sec. 6.2ndects the functional forms of
the physics cross section models foand background mesons, used in SIMC to generate the
simulation data.

The event selection criteria for identifying valid protoreats in both experimental and sim-
ulation data including the yield computation, are desdilbeSec. 6.3. Details regarding binning

the proton events in-¢ are covered in Sec. 6.4.
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The bin-by-bin analysis (i)?, ¢, 6,,, u, ¢) of subtracting the physics background and ob-
taining thew events is a two step process: the fitting step and the integrstep. The fitting step
(described in Sec. 6.5) is the most critical step of the titexgrocedure. It involves fitting and
subtracting the physics background underneathutipeak, then extracting the experimental
yield. Sec. 6.6 introduces the integration step, and itsigdio integrate the simulatienyield by
summing thev events among different HMS angle measurements within theneanQ? ande
setting, then the comparing with the background subtrastedrimental yield (obtained from
the fitting step) to form yield ratios on a bin-by-bin basi¥ (e, 6,,, u, ¢).

Sec. 6.7 contains details regarding the computation oftperanental cross section and L/T
separation. The last step of the iterative procedure is taimkhe improved parameters with the
separated cross section. This is covered Sec. 6.8.

Sec. 6.9 documents technical difficulties encounterechduhie analysis. The discussions
related to the experimental and systemic uncertaintiewe#isas the overall uncertainty budget

table, can be found in Sec. 6.10.

6.2 Physics Simulation Model in SIMC

The first step of the iterative procedure is the generatiortife simulation data of all possi-
ble contributing final states for thH(e, ¢'p) X interaction, whereX = w, p, 27, n, 1/, and
calculating thev differential cross sections using the Monte Carlo simukatiethod.

This analysis uses the standard Hall C simulation tool: SIkgcribed in Sec. 4.1. SIMC
takes into account spectrometer acceptance and othetseffi@ch as radiative corrections and
multiple scattering. In order to generate the simulatiotadar a specific physics process, a
realistic cross section model is required as input to theGIWhe functional form of this physics
model has to offer an adequate description the data behawviemms of the kinematics variables
(such asR? andw during this analysis), whose parameters can be improveatiitely. The
iterative procedure is capable of improving the input pagtars obtained from the previous

iteration, whereas the improved parameters can be useufoeixt iteration given the functional
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form of the model stays the same. The final parameters shetl&tt the optimal agreement

between simulation and data for the chosen function form.

6.2.1 w Production Model

The exclusivev electroproductionH(e, ¢'p)w, is the primary reaction of this analysis. The
meson is a vector meson which holds the quantum numbef§‘of= 1~ and/¢ = 1*. The
valence quark content of thecan be written as

wa+dd

w =

(6.1)

The rest mass of the meson isn, =782.59 MeV with a narrow width of 8.49 MeV, therefore
a missing mass cut af/,,, > 0.65 GeV is included in the event selection criteria for theppse
of background rejection.

In SIMC, the function form of thev production model depends on the Lorentz invariant

quantities? andu; the components of the L/T separated differential crossamecan be written

as
NCT) 62)
oy — W 7 (6.3)
oLT = [ lto + 12212. (—u)} - sin 0%, (6.4)
orr = [ tto + tgz. (—u)} -sin? 6* (6.5)

where #* corresponds to the emission angle (see Fig. 1.3) with respect to gheector in
the v*p CM frame; to-t1, ly-l1, lto-It; andtty-tt, are the free fitting parameters whose values
are improved by the iterative process. Th&)" dependences were determined by trial and
error to achieve good description of the data. The compaenainthe differential cross section

are computed in units gfb/GeV?; Q? andu are in GeVt. For Q? = 1.6 Ge\#, the optimal
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parameterizatiohis given by:

to = 7.73587, t = —7.9672,
lo = 13.2553, I} = —47.2633,
Ity = —0.3439, It, = 5.9217,
tty = 8.1221, tt = —139.8422,

and the optimal parameterization 1QF = 2.45 GeV:

to = 6.16527, t = —4.2124,
lo = 12.2546, I, = —29.8629,
Ity = —0.3620, It = 3.1028,
tto = —7.4032, tt, = 63.4705,

The separated differential cross sections are combinedhattotal differential cross section

using the Rosenbluth Separation formula:

d’o dor doy,
= 2¢(1
Wdtd¢ o +e dt+ e(1+¢€)

dO’ T

dorr
2 .
o cos2¢ , (6.6)

2
dt

cos ¢ + €

and then converted to the lab frame six-fdld/dQ2.: dE. d2, dE, via Eqns. 1.8 and 1.9.
Note that the L/T separated differential cross sectionrgiwe Egns. 6.2-6.5 has@? depen-
dence which is included to provide a gentle correction actios acceptance of eadh?, ¢, 6,,,

u, @) bin. AW dependence of the form

1

is directly multiplied to the total differential cross sect (Egn. 6.6) for thél” correction. Since

theW coverage of the data is narrow, tHé dependence cannot be independently determined in

Input parameterization obtained from iteration #137
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this experiment; thél” dependence was taken the same as in Refs. [55, 75, 89].
The shape of thé’,, distribution forw is constructed during the event generation stage of the

SIMC. The following equation is used to replicate the massitigion of thew:

2r —1
M, = m,, + 0.5T, tan {%} , (6.8)

where M, is the recoiling particle mass which is equaledifg; m,, andT’,, represent rest mass
and width of thev; r indicates the randomly generated number in the range [0, 1].

The w simulated cross section used to extract the experimertak@ection (described in
Sec. 6.7) by comparing the measured and simulated everdtsagyenerated using the same

function form and parameters.

6.2.2 p° Production Model

TheH(e, e'p)p° reaction contributes significantly to the broad physicskgasund underneath
thew peak due to its wide rest mass distribution. The rest madsegf’tis m 0 = 775.8 MeV,
which is similar to the mass of the, but with a much wider width of ;.0 = 150.3 MeV. They°
is also a vector meson which holds the safi€ quantum number as themeson §¥¢=1-"),
but with a different/® = 0~ quantum number.

The p° electroproduction model in SIMC was adopted from the oneliped by the HER-
MES collaboration [90]. The model was modified to fit the snhdedckground underneath the
w peak. Ther (energy of the virtual photon) an@? dependent part of the cross section is given

below [61, 91]:

11,963 0 0.61 2 2.575
. 0
o(v, QQ) = o7 1.0+ 0.33¢ (—2 ) (—p ) ) (6.9)

2 2
m m
pO Q + pO

The differential cross section which includes trdependence is given as follows:

d20_ — O-(V’ Q2) B e—Bpt
dtdo 27 P '

(6.10)
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Note that unit of the cross section in Eqn. 6.9 isulWGe\2. The shape of the dependence is
inspired by CLAS-6 data from Hall B at JLab [92]. The fit paraerdt, takes different values
depending on thé\r - ¢ value, whereAr signifies the life time of the intermediate (exchanged)
particle and the\r - ¢ is equivalent toAx (spatial distance) according to the Heisenberg uncer-

tainty principle, and can be determined as

Ar. oo hc: he

AE - A QR rmE—v

where the Planck constant is definedhas= 197.32697 MeV-fm. If AT .- ¢ < 2.057 fm:

B, = —0.0941 + 3.449 - A7 - ¢,

and forAr - ¢ > 2.057 fm:
B, =T1.0.

Since the rest mass spectrum of f#ifemeson overlaps with the multiple pion production
phasespace, an additional correction factor known as tdm&dactor (model) [93], is required
to account for the skewing of the’ mass distribution due to the interference between resonant

and non-resonant pion pair production. In SIMC, the Sodietpfas defined as

M —4.394+2.366-[¢-10~6|
e () | 61

mpo

whereM,, is the mass of the proton targeis in the unit of GeV. Note that the Soding factor is
directly multiplied to the total differential cross sectiof the ) (Egn. 6.10).
The relativistic Breit-Wigner distribution is used to modle¢ shapéeV/,, distribution of the

p° meson [1], the Breit-Wigner shape factor can be written as:

(6.12)

Fpw =
BW (M;?
wherem, andT',» correspond the rest mass and width of e M/, indicates the recoiling
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particle mass. Since cross section is integrated ovewtpeak, an additional normalization

factor is required to correct the Breit-Wigner shape factor:

2
Flyy = Fayw——o. (6.13)

7TFp0

6.2.3 Two<r Production Phasespace Model

The distribution of two-non resonant pion pair productieagtion (phasespacé}(e, e'p)r,
contributes to the broad physics background similarly ®mgh The two+ phasespace (later
referred to asr) model was derived for the Hall G production experiment near the resonance

region by Ambrosewicz et al. [13], and can be written as

d#?c 1 M, p
dQdM, 3272 ¢+ W2’

(6.14)

where M, indicates the recoil mass due to the two pion production gseg* is the virtual
photon momentum in the CM frame. Here, the unit of differdrtiass section is ipb/MeV/sr.
The details regarding the derivation of the two pion proaucphasespace formalism can be

found in Ref. [13].

6.2.4 nandn’ Production Models

Comparing to thep and two pion exchange phasespace, the contributionsasfd ' to the
physics background underneath thare much less significant.

n andn’ are a pair of closely related pseudoscalar mesons with timenom J7¢ quantum
number of0~*. n has a rest mass of,, = 547.86 MeV and extremely narrow width of 1.3 keV.
n' has a rest mass of,, = 957.78 MeV with width of 0.3 MeV.

Based on the SU(3) symmetry of the quark model which involtiesthiree lightest quarks,
the following particle (states) are predicted:

_ut+dd+ 3

/’71_ \/g
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and
_uu+ dd — 2s3
s \/6 )
wheren; belongs to a singlet quark flavor state apds the octet state.

Then andn’ can be described as the eigenstate mixing ofrthands states. The linear

combination of the quarks can be written as

c.os Op —sinbp\ (s _ (7 ’ (6.15)
sin Op cosfp) \m n
where the mixing anglé> = —11.5° [1]. Then andr’ quark content can be written below:

un + uu — 288

7 ,

17 =mng cosfp —n; cosbp =

and
ul + dd + s3

V3

ThelH(e, ¢'p)n and'H(e, ¢/p)r’ reactions have small contributions to the broad physick-bac

n' =ng sinfp+n; sinfp ~

ground distribution under the peak. Thus, their physics models do not require complicated
constraint by the kinematic variables. A simple model whitres a gentle rise in smalu
range is used:

sz_j —a-e 4 ¢, (6.16)
wherea, b andc are the free fitting parameters. Fpphysics model in SIMC,
a=0.0044, b=5, ¢=0.000011,
and for then’ physics model,
a=0.0088, b=5,  ¢=0.000022.

The unit of the resulting cross section is;ih/Ge\2. The width of they andr’ are constructed
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in the same way as the (Egn. 6.8).

6.3 Event Selection

Similar to the Heep analysis (described Chapter 5), eshaijghe appropriate-p coincidence
event selection criteria is extremely important. The egefgction criteria used for theanalysis
for selecting experimental and simulation events aredist@able 6.2. Note that simulation data
for different final states are separate, therefore they doetuire PID cuts. Among the listed
criteria, the spectrometer acceptance and PID are the sathese used for the Heep analysis
(see Sec. 5.1.1), and are not discussed in this chapter it reypeetition.

The identification of'H(e, ¢'p)w events depends on the correct selection of electrons and
protons in the SOS and HMS spectrometers, and on the premisgdence timing information
for the separation of the true and random coincidence evéhtsidentification of the electrons
in the SOS and protons in the HMS are described in Sec. 5.hécointime spectra for the
w analysis is sufficiently different from that of the Heep ais&d and is discussed in Sec. 6.3.1.
Sec. 6.3.2 introduces the 2D selection criteriont@rQ? kinematics coverage, this selection

criterion is specific to the full L/T separation known as th&ndond cut,

6.3.1 Particle Speed in the HMS vs. Coincidence Time

As described in Sec. 5.1.2, the most effective selectidargon for the proton coincidence events
is by examining the correlation between the relative plartelocity ratio inside of the HMS
and the coincidence timing informatiohdbeta-cointime). Conceptually, the samksbeta-
cointime technique used for the Heep study (Sec. 5.1.2) can be gicgmplied to thev analysis.
However, as shown in Fig. 6.2, the level of random coinciédmackground is much higher for
thew production data, therefore wider range random coincidéneewindows are selected for
random coincidence background subtraction. The blue b&h@s the early random coincidence
time window, which is 8.4 ns wide, and the magenta boxes sl@mMdte coincidence time

window, which is 6.3 ns wide. The red boxes are the real cdemae windows (2.1 ns wide).
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Table 6.2: Summary table of event selection criteria (cus€d for theu analysis. Top section
are the standard PID cuts on the PID (Cherenkov + calorimd&tectors of the SOS and HMS
spectrometer. Middle section shows the standard specteormeceptance cut$.indicates the
common event selection criteria used by both Heepuaadalysis.

Parameter Label and cuts Experiment Simulation Reference
HMS Cherenkov hcer_npe < 0.5 v Ref. [55, 76]
HMS Aerogel* haero_su < 4 v Ref. [55, 76]
SOS Calorimetet ssshtrk < 0.70 v Ref. [55, 76]
SOS Cherenkov scer_npe < 0.50 v Ref. [55, 76]
HMS || * abs(hsdelta) < 8.0 v v Ref. [55, 76]
HMS |yiar| * abs(hsytar) < 1.75 v v Ref. [55, 76]
HMS |z},,.| * abs(hsxptar) < 0.080 v v Ref. [55, 76]
HMS |y, | * abs(hsyptar) < 0.035 v v Ref. [55, 76]
SOS|d| * abs(ssdelta) < 15. v v Ref. [55, 76]
SOS|ytar| * ssytar < 1.5 v v Sec.5.1.3
SOS|z},,| * abs(ssxptar) < 0.04 v v Ref. [55, 76]
SOS|y,.| * abs(ssyptar) < 0.065 v v Ref. [55, 76]
SOS|zfp| * abs(ssxfp) < 20. v v Ref. [55, 76]
Coincidence timing (ns) Defined in the text v Sec.6.3.1
Missing mass{/,,) missmass > 0.65 v v Sec. 6.2
Diamond {¥ and@Q?) cut  Defined in the text v v Sec. 6.3.2

Note that after the coincidence proton events are selettedrandom coincidence and
dummy target contributions must be subtracted from thd &taerimental yield. These back-

ground subtraction procedures are identical as thoseideddan Secs. 5.2.1 and 5.2.2.

6.3.2 A Diamond Cut on theWW-Q? Coverage

The choice of kinematics for the experiment is based on mizkigithe coverage i)? at high
values of the invariant mad4§” (far above the resonance regioi: > 2 GeV), as well as dif-
ferentiating the photon polarizatierbetween the two measurements. One of the measurements
would be taken at a low electron beam energy (correspondsettot ¢ value) and the other
measurement would be at a high electron beam energy (cordsyo the higlk value). This
makes the L/T separation at a give# setting possible, see Sec. 1.3.4 for more detailed explana-
tion regarding the experimental methodology on the L/T s#pan. The kinematic constraints

for a given experimental measurement were imposed by themaax achievable electron beam
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Figure 6.2:hsbeta versuscointime distribution atQ? = 1.6 GeVt, € = 32,6,, = 3°. The coin-
cidence time offset is corrected at a run by run basis. Red bowsthe real coincidence time
box with width of 2.1 ns; blue box shows the early random cioi@ece time box with width of
8.4 ns; magenta box shows the late random coincidence timevitio width of 6.3 ns. The box
boundary positions are fixed across all settings. The aaneptcut and PID cut for selecting the
e-p coincidence events are applied. The black arrow indicéiesedgion where the real— =
coincidence events are expected, due to the applied PIDhat,— 7 events are significantly
suppressed. Random coincidence window intentionally &ebidec — 7 location to prevent any
potential event leakage (contamination). (Original In @o)o

energy (5.7 GeV), the maximum central momentum of the SOB4(GeV/c), the minimum
HMS angle (10.5) and the minimum angle separation between the two specteosn30.5).
The choice was made to keep the central valud/afonstant for both)? measurements.

The nominallV value for thev sub-set of the 2 data was 2.21 GeV, the nomir@# values
were 1.6 and 2.45 Gelas shown Table 6.1.

Fig. 6.3 shows théV and Q? kinematic coverages for bot)? settings: Q?> =1.60 and
2.45 GeV . As already discussed, ea€ii setting requires separate measurements at two differ-
ent electron beam energiesvalues). The higher electron beam energy settings (carnekspto
highere) are shown in red, they provide larger coverages by a fadttree or four compared

to those events of the lower beam energy settings (corresgoriowere) shown in black. This
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Figure 6.3: W versus@? kinematics coverage fq#(e, ¢’p) X reaction. W is plotted in the y-
axis; andQ? is plotted in the x-axis. The plot was generated used all@x@atal events which
survived the acceptance and PID cuts. The left distribstime from the)? =1.60 GeV data
set; the right distributions are from th¢? =2.45 Ge\ data set. Black points indicate lower
e ~ 0.30 data set and red points indicate higher 0.57 data set. (Original In Colour)

is due to the larger SOS momentum acceptance at higher beangyesince the percentage of
the momentum acceptance remains a constant valuBspyts raised.

An optimal L/T separation requires the complete overlapXinQ? coverages) between the
measurements at high and low electron beam energies, arfabthelaries of the low beam
energy settings are used as a criterion to select the high baargy events. This data selection
criterion is often referred as the ‘diamond cut’ and any évenutside of the boundaries are
excluded from the analysis. In general, the experimentslesgned to collect equal amounts
of events within the diamond region, thus achieving comiplaratatistical uncertainty for the

experimental yield at low and high beam energy.
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6.4 wu-¢ Binning and Yield Extraction

Fig. 6.4 shows in a polar coordinate distribution of thhe coverage for all four combinations of
Q? (1.6 and 2.45 Ge¥) ande (low and high beam energies) settings. The Mandelstamblaria
—u is plotted as the radial component and the polar angle ofeibalrprotone is plotted as the
polar component. Assuming a given setting has minimunvalue of—u,,;, = 0, the “bullseye”
of the distribution represents the direction of the incognjt (¢-vector) at thed,, = 0 (nominal)
angle setting. In this analysis, the nominal,,;, values forQ? = 1.6 and 2.45 Ge¥are —uy,

= 0.083 and 0.170 Ge¥/ respectively. An intuitive demonstration of ¢ andg-vector on the
scattering-reaction planes are shown in Fig. 1.3.

Even though the spectrometer settingdat= 0° is centered with respect to thevector,
which corresponds to the parallel scenario for proton {patallel forw), the spectrometer ac-
ceptance of the HMS (proton arm) is not wide enough to prouitiéorm coverage i (blue
events). A complet® coverage over a full: range is critical for the extraction of the inter-
ference terms (LT and TT) during the L/T separation procedsee Sec. 1.3.4). To ensure an
optimal¢ coverage, additional measurements were required &} jle+3° HMS angles (shown
as the black and red events). Constrained by the minimum HN& drom the beam line of
Ous = 10.5°, thed,, = 0° and—3° measurements were impossible at the ésetting, therefore
only 6,, = 1° and+3° spectrometer angle measurements were performed. For etcly sthe
6,, andfyys are shown in Table 6.1. Despite the lack of fltoverage at the lowsettings, the
full ¢ coverage at highand use of simulated distributions from SIMC are sufficierdétermine
the interference components (LT and TT) of the differerdraks section.

For each))?-¢ setting shown in Fig. 6.4, after populating eventsit space and obtaining a
good¢ coverage around thevector after combining the statistics from three (or twdj$Sangle
measurements, the event distribution (looks like a diskizzg) is divided into three uneven
bins (crusts), and eachbin (crust) is further divided into eight evenbins (segments) from 0
to 360 in 45° steps. Thus, there are 24 separate bins (divisions) for@aelsetting.

The determination of the bin boundaries is based on the principle of ensuring eqat$sts
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mal=

Q? = 2.45 GeV?

Figure 6.4:u-¢ polar distributions for four combinations ¢f* ande settings.—u is plotted as
the radial variable and as the angular variable. The plots in the first row shewdistributions
for e = 0.32 and: = 0.59 settings af? = 1.60 GeV; the second row plots showr¢ distributions
for low and highe = 0.27 ande = 0.55 atQ? = 2.45 Ge\?. For the lowe plots, blue points
represent data #ys = 1° and red data points represent dat#ats = +3°. For the highe
plots, blue points represent datadat,s = 0°, black points represent datatat,s = —3° and red
data points represent datadat s = +3°. (Original In Colour)
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Figure 6.5 distributions for eacly)?-e combinations are shown. The normalized yield (to 1 mC
of beam charge) is plotted ipaxis. The actual values @J*> ande are labeled under each plots.
The same color scheme as in Fig. 6.4 is used. The black dasiesdindicate the boundaries
between the different ranges, given in Table 6.3.

for thew events among all bins. Each))? setting has different bin coverages and the bound-
ary values. The:-distribution and bin boundary limits for af)?-e combinations are shown in
Fig. 6.5 and the boundary values for thdins are given in Table 6.3. Note that events exceed-

ing the upper limit of the third:-bin (—u > 0.32 forQ? = 1.6 GeV¥ and —u > 0.50 forQ? =
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Table 6.3:—u Bin boundaries for they analysis. The central value for eachbin is shown in
the square bracket.During the analysis, the firstu bin limit are set to be-u < 0.1 andu <
0.19 to include to include events withu < 0. The reason for this change is further elaborated
in Sec. 6.9.1.

Q? —u Bin Boundary

GeV? 1st Bin (Ge\?) 2nd Bin (GeV?) 3rd Bin (Ge\?)
1.60 0.00-0.10 [0.050] 0.10-0.17 [0.135] 0.17-0.32 [0.245]
2.45 0.00-0.19 [0.110] 0.19-0.30 [0.245] 0.30-0.50 [0.400]

2.45 GeV) are excluded from the analysis for background rejectiapgse, since the edge of
the simulatedv distribution is far below these limits. Note that the saneatment was applied
to the both experimental and the simulation data (same addjw Each©?, ¢, 0, u, ¢) bin
requires independent analysis, involving reconstruabiotie 1, distribution and computation
of normalized yield.

The normalized experimental and simulation yield (to 1 m@rbeharge) for every, e,
0,4, u, ¢) bin needs to be accurately determined. The normalizedig/kere obtained using
the same methodology as in Sec. 5.3.1. Note that obtainiraganrate normalized yield ratio
requires a good understanding of the overall experimeffiialencies; these efficiencies were
determined based on the studies described in Sec. 5.3 ahdrfdiscussed in Sec. 6.10.

At this stage, the normalized experimental yield ratiouels the events not only from the
production, but also for all possiblél(e, ¢/p) X final states. The physics background subtraction

(Sec. 6.5) is required to extract theevents.

6.5 The Fitting Step and Physics Background Subtraction

The primary reaction of the F2-7+ analysis was exclusive™ production:'H(e, ¢'7*)n, the
reconstructedV/,, distribution (centered at the rest mass of the neutron)ssndit and clean
with no physics background underneath. In comparison, énenstructed//,, peak of thew
electroproduction reactionH(e, ¢'p)w, has a sharp peak with physics backgrounds underneath
the M,, peak, see Fig. 6.6.

In the 'H(e, ¢’p) X meson production reaction, the final state parti€lean be a variety of
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Figure 6.6: Missing mass spectrum fai (e, ¢'p) X reaction at)? = 2.45 GeV,e = 0.55,0,, =
—3°. The spectrum includes all events from the setting over&al(?, ¢, 6,,, u, ¢) bins. The
normalized yield (to 1 mC of electron beam change) is plottedhey-axis and)/,, is on the
x-axis. The main feature of the distribution includes distive narrow peak fow and a broad
background underneath thewhich containg and two-pion production phase spage). Note
thatn andn’ peaks can also be seen in the data distribution in the coMgctegions. The
corresponding rest mass values for these final state geartace shown in the brackets. The red
line shows the description of the data by the polynomialnfiitmethod, which involves the
simulation and a second second order polynomial.

mesons includingw, p, n, ' and two-pion production phasespaeer). The advantage to fit
the M, distribution is the convenience of using the narrowvidth to establish an effective
integration range around the its rest mass, while avoidigg constraining the fitting algorithm
by fitting additional physics or kinematic variables suchPas W andQ?.

Fig. 6.6 shows an example of the reconstrudtég distribution of the reaction:H(e, ¢/p) X,
which shows the physics background under the primgpgak. The selectety,, spectrum is for
settingQ? =2.45 GeV,e = 0.55,6,, = —3°. A sharp peak corresponding to thes at 782 MeV,
as expected. As parts of the physics background, the psealdosnesonsg (547 MeV) and
n' (947 MeV) are visible at their corresponding missing masgies. Underneath the peak,
a broad background containing the contributions from veatesony’ and twor production

phasespace is observed.
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Figure 6.7: (a) and (b) show examples of excluded bins dumistatistics and excessive amount
of radiative tail, respectively. In figure (b), the simutats with and without radiative correction
are shown in blue and red distributions, respectively.

This section describes the methodology used to subtragiiysics background underneath
thew peak in the)M,, distribution and obtain the experimental yield of the'Y,, gy, (defined
in Sec. 6.5.3). Two different fitting methods were attemgtedive a description of the broad
physics background, both methods are described in Se2. @.be bin-by-bin background sub-

traction is handled by a procedure referred as the fitting, sthich is discussed the Sec. 6.5.3.

6.5.1 Bin Exclusion

Prior to performing the bin-by-bin missing mass distribatfitting procedure, two kinds of bins
need to be identified and excluded from the analysis. Ther@4® bins (2)* x 50,, x 3u x
8¢) in total for thew analysis, 149 of them are valid bins with 91 bins excludethftbe analysis.

The criteria for excluding a givert?, ¢, 6,,, u, ¢) bin are defined as follows:

Low statistics: For a given bin, the raw experimental yield is less than 7(htoafter the ran-
dom and dummy target subtraction. In this case,thg distribution cannot be reliably
fitted to extract any meaningful scale factors. An exampla &dw statisticsu-¢ bin is

shown in Fig. 6.7 (a). There are 70 bins excluded from theyaigatiue to low statistics.

Excessive radiative tail: For a given bin, the simulated peak contains excessive radiative tail
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which contributes more than 60% of the overdl|, distribution. The cause of the radiative
tail is due to the additional photon emitted by the scattexledtron and recoil proton
immediately after the primary interaction (described irt.S&1.4) and the center of the
E,, distribution shifts to greater than 0.9 GeV. Due to the utaieties associated with the
radiative correction in the SIMC, the simulation descriptio experimental data becomes
less accurate as the radiative tail grows. An exampiebin for the excessive radiative tail
is shown in Fig. 6.7 (b). There are 21 bins excluded from ttedyais due to the excessive

radiative tail.

6.5.2 Fitting Methods
6.5.2.1 A Failed Attempt: Polynomial Fitting Method

The most challenging aspect of theanalysis is to reliably subtract the physics backgrounds
underneath the peak. Conventionally, the polynomial fitting method is sudfint to describe the
combined physics background in thé,, distribution, as shown in Fig. 6.6. The red line shows
the fitting result combining the simulation and a smooth second order polynomial function of
the form:

y=a+bx+ca’,

wherea, b andc are the free fitting parameters. Despite the fact that thgnpohial fit gives a
good description for the physics background over a settirfgjls to consistently describe the
M,, distributions for every©?, €, 6,,,, u, ¢) bin.

Fig. 6.8 shows three typical selectéd,, distribution examples after th&t, ¢, 6,,, u, ¢)
binning. In all three examples, the position of thepeak stays close to its expected its rest
mass value, however, the broad physics background shiftsdrthew peak depending on the
u coverage of the bin and titg,s setting. The unstable appearance of the background positio
would significantly vary the quality of the polynomial fit; peularly when thew peak is close

to the edges of the overall distribution, the polynomiairfgtmethod fails completely.
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Figure 6.8: A set of binned (i)?, ¢, 6, u, $) missing mass distributions (a), (b) and (c), which
demonstrate the shifting behavior of the background atefte denter and right side of the
peak, respectively. The normalized yield (to 1 mC of beanrgdiais plotted iny-axis. The
blue crosses indicate data and the relative systemic eftee.red shaded distribution is the
simulation after the fitting scale factor is applied afténeTmagenta distribution is the sum of the
all scaled simulated distributions. Note thétand other background distributions are not shown
in the figure. All threeM,,, distributions are a)? = 1.6 GeV¥ ande = 0.32. Other relevant
kinematics variables for (a},, = 0°, —u = 0.245 GeV, ¢ = 112.5; for (b): 6,, = 0°, —u =
0.135 GeV, ¢ = 337.5; for (c): 0,, = +3°, —u = 0.050 GeV, ¢ = 157.5. (Original In Colour)

6.5.2.2 Simulation Fitting Method

In order to reliably describe the physics background andaekthew events in every@?, e,
0,4, u, @) bin for a given setting, a different fitting method is re@uirto utilize the simulated
distributions of all possible final states particles Hfe, ¢'p) X reactions.

Recall there are five different possible final states'féfe, ¢'p) X, whereX = w, p, 7w, n
andr’. For a givenu-¢ bin, the total normalized simulation yield can be represeémis the sum
of the individual normalized simulation yields from five gdde final states after appropriate

scaling, and can be written as

Ysmmc = Yusmce + Y posinvic + Yarsive + Yysive + Yy sivc (6.17)

=a- Yosmmc +0- Vyosmic + ¢ Varsime + d - Vysime + € - Yy sine

where), sic is the normalized simulation yield for thél (e, ¢'p)w; Vo siuc is for 'H(e, €'p) p°;

Vrersivc I8 for *H(e, e'p)mm; Yy siuc is for *H(e, €'p)n; Yy siuc is for 'H(e, €'p)n/; a-e are the
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corresponding scale factors (i.efor w) determined by the fitting algorithm; the normalized sim-
ulation yield after the scaling Ysmic, Y 0 sivcy Yrrsive, Yynsmie @and Yy sivc, are the products
of the corresponding individual simulation yiel®(sivc, ...y simc.) and the corresponding
scale factord, ...£.).

Compared to the polynomial fitting method, the simulatiomnigitmethod describes the ex-
perimental data by adjusting the relative height of theviradial simulation distribution through
the usage of the scale factors. Therefore, the shape of tméagion distributions are not
changed. A significant advantage of the simulation fittinghod is its capability of adapting to
the kinematics and optical acceptance for each individumldnd capturing the any shifting of
the distribution (demonstrated in Sec. 6.6.1). By fitting élxperimentall/,,, distribution with
five simulated distributions, five scale factors are extdets described in Eqn. 6.17.

The effectiveness of the simulation fitting method greadliyess on the good spectrometer
resolution and the quality of the Monte Carlo simulation (8IMBoth of these characteristics
for e-p coincidence experiments using the HMS-SOS setup are deratatsby the experiment-
simulation agreement in the Heep analysis, in particuter,reconstructed physics parameters
(shown in Figs. 5.21, 5.22 and 5.23) and the yield ratio tg€shbwn in Fig. 5.24).

The simulation fitting method offers a bin-by-bin data degdon from the scaled simula-
tions, and is based on the principle of treating @ (¢, 6,,, u, ¢) bins equally. This means the
algorithm applies the same general criteria for all bins gimds no customized accommodation
to any given bin. This generalized bin-by-bin fitting algbm is further described in the next

subsection.

6.5.3 Fitting Step: A Bin-by-Bin Fitting Algorithm

As described in the earlier text, the fitting step is the mosical step in the iterative analysis
procedure. Its main purpose is to obtain an adequate binirbgescription of the broad back-
ground using scaled simulated (four background) distidmstand obtain the experimental yield
for w (Y, exp) through the background subtraction.

The M, distribution for a typical @2, ¢, 6,,, u, ¢) bin is shown in Fig. 6.9 (a). The exper-
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Figure 6.9: TheM,, and the cross check distributions for a pseudo-randombcssd (2, ¢,
0,4, u, @) bin. The normalized yield (to 1 mC of beam charge) is plotteg-axis. The chosen
bin corresponds t@? = 2.45 GeV, ¢ = 0.55,0,, = —3°, —u = 0.4 GeV}, ¢ = 22.5. Same color
scheme applies to all four panels. (Original In Colour)

imental data are shown as the blue crosses. The simulastribdiions ofw (red), p° (blue),
7w phasespace (green), (black) are appropriately scaled and summed to constrectatal

simulation distribution shown in magenta. From a qualitatiisual comparison, the simulation
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sum gives a good description of the data.

Note that there two boundary regions indicated by the reddunel dashed lines which are
essential to the iterative procedure. The red dashed liefsedthe fitting range, and the fitting
algorithm would only fit the experimental data within thisige. The integration range is de-
fined by the blue dashed lines, and is an important compooetié integration step, which is
introduced in Sec. 6.6.

As shown in Figs. 6.8 (a), (b) and (c), the behavior (positind shape) ab and background
peaks vary significantly, depending on the nominal kinemeadiues for a given bin. Therefore,
it is not possible to choose a static fitting limit for the figi algorithm to describe the data for
all (Q?, €, 0,,, u, ¢) bins simultaneously. After trial and error, a dynamicaedmination of the
fitting limit is implemented in the fitting algorithm, whiclakes into account the shape and posi-
tion variation of the data distribution. For a given bin, fi#ng algorithm would automatically
exclude 4% from either end of the data distribution, and Btithiddle 92% of the distribution
to determine the scale factorg-¢) defined in Eqn. 6.17. The uncertainty associated with the
percentage of the excluded distribution from the edge sudised in Sec. 6.10.

Fitting the entire (100%) data distribution was also attegdphowever, the sharp drop of the
statistics near the edge of the distribution in so®&, ¢, 6,,, u, ¢) bins would cause the fitting
algorithm to fail.

In addition, the fitting algorithm uses different sets of glation distributions to fit the data,
depending on thd/,, coverage. Foi/,, < 0.783 GeV, the radiative tail fromy plays a signif-
icant role; forM,, aroundn’ peak (\,, ~ 0.947) GeV, ther’ contribution must be taken into
account. After some trial and error, the best simultanedtirsgfiresults were achieved to include
eithern or 7’ in the fitting, but not both. The determination of whetherrtoluder’ depends on
if the integral of data distribution fakZ,, > 0.947 GeV exceeds 10% of the overall distribution.
If the n’ is included in the fitting, the scale facterfor n distribution is set to 0, and Eqgn. 6.17

becomes

Yammc = Ywsime + Y posivc + Yarsivie + Yy sivc.
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If n" is not included in the fitting algorithm, the would be included instead, and Eqn. 6.17

becomes

Ysmme = Yusmne + Y osmic + Yarsmie + Yy smic-

Note that in the exampl#/,, distribution from Fig. 6.9 (a)y’ is included in the fitting algorithm

for this particularu-¢ bin.

6.5.3.1 Fitting Quality Control

It is important to monitor the behavior of all five simulatedtdbutions (and fitted scaled fac-
tors), and to check if the total simulated distributions esasistent with the experimentad,,,
distributions on a bin-by-bin basis.

In order to ensure the sum of the simulation distributiotddmed from the fitting algorithm)
correctly describes the data, a number of cross-checksimtenduced to examine the agreement
between the experimental and reconstructed simulatedbdisons. These cross-checks (com-
parisons) are shown in Figs. 6.9 (b), (c) and (d).

Fig. 6.9 (b) shows the comparison between the scalsuinulation Y, sivc) andw experi-
mental distributionY,, g,p, Which is defined as the data distribution after the backgtquhysics

distributions are subtracted

Yo Exp — Y Data — YpO stMc — Y rrSIMC — Yn’ SIMC- (618)

This comparison is referred as the ‘comparisobin the later part of this section. As part of
the quantitative comparison, thé/dof = 1.20 is computed, using Eqn. 5.22.

Fig. 6.9 (c) shows the comparison between the sum of the atranlbackground distribu-
tions (Yo sivc + Yrrsivme + Yoy siuc) and data distribution after thedistribution is subtracted
(Ypata — Yousmvc). This comparison is referred as the ‘comparison of baakagubdin the later
part of the section. Thg?/dof = 1.50 is computed, using Eqgn. 5.22.

The subtracted difference between the data and simulationvgthin the integration range

is shown in Fig. 6.9 (d). This comparison is referred as thenparison of zero’ in the later part
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Figure 6.10: (a) shows the? /dof distribution for comparing simulation (Y, smnc) and data
distribution after background subtraction{Y,—Y 0 sivic—Y == stmc — Yy simc) for all analyzed
u-¢ bins. An example of the comparison is shown in Fig. 6.9 (b)e ¥ty dof results comparing
between the background distributions using sum of the ellpifiysics background simulations
(Y posivc+ Y rrsivc + Yoy stve) @nd data distribution after subtraction theistribution (Ypag., —

Y. snic) for all analyzed @2, ¢, 6,,, u, ¢) bins. The example of the comparison is shown in
Fig. 6.9 (c). As indicated in the statistics box, the totamier of valid bins for the entire
analysis is 134.

of the section. Adequate agreement between simulation atadwbuld should yield a distribu-
tion consistent with zero within the statistical uncertginThe blue horizontal line (0.001778)
indicates the sum of the distribution, where the red hotialoime (0.000928:-0.00122) is the
error weighted fitting result of the scattered points. The $ets of ‘zero’ values agree with each
other and 0 within uncertainties. It is also important to malre there is no systematic structure
for the scattered zero distribution. Note that the zero ammspn is only performed within the
integration range (blue dashed lines).

Figs. 6.10 (a) and (b) show th¢/dof distributions of. comparison and background com-
pression over all valid@?, e, 6,,, u, ¢) bins in the analysis, respectively. There are 240 bins in
total for thew analysis and 149 of them are valid bins with 91 bins excludenhfthe analysis
by the bin exclusion criteria introduced in Sec. 6.5.1. Thébgl average of thg?/dof values
for w comparison is 0.940, with a standard deviation of 0.770; Jlbbal average of thg? /dof
values for background comparison among the valid bins i811.@ith a standard deviation of

0.979.
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Based on the global averagesgf/dof for both comparisons, the selected exampig,
shown in Fig. 6.9, hag?/dof values of 1.20 and 1.5. This would rank this particular bigtgly
below the average in terms of fitting quality. Furthermoi@?,(e, 6,,, u, ¢) bins with high
x?%/dof are typically low statistics bins and theis near the edge of the distribution. The general
shapes of both global? /dof distributions are consistent with the Poisson statisticgttibution
with mean value around 1, the rare occurrences of Righiof value bins are consistent with the
statistical expectation.

The fitting algorithm has a built-in refit functionality, wdhi is capable of repeating the fitting
algorithm with narrower fitting limits (i.e. fitting 90% of éhtotal distribution instead of 92%).
The refit criteria are based on the fitting status (i.e. failtar converge) ang?/dof values of
both comparisons (surpass certain threshold). Note tieatth \*/dof are correlated, and are
not independent measures of the overall fitting qualitysTafit functionality is not used during
thew analysis, since fitting for all bins were successful and thth lglobaly? /dof distributions
follow the statistical expectation.

One additional validation of the fitting method comes fronomparison of the reconstructed
M,, distribution with data over all 24cf?, ¢, 6,,, u) bins (i.e. summed ovef). In Fig. 6.11,
the sum of the simulation distributions, over all 24 bineathe fitting step is completed, are
shown in magenta and the sum of the experimental data pomtshawn in blue crosses. The
colored distributions represent the sum of correspondimyilated distributions (see legend).
From the comparison, an excellent overall agreement betsieeulation and data is achieved.

Furthermore, the contribution from each physics backgiazan be identified directly.

6.5.3.2 Fitting Step Remarks

Recall, the main objective of the background fitting step iddtermine the physics background
underneath the peak. In addition, there are two important remarks reggrdsage of the fitted

simulation distributions during this step:

e Thew distributions obtained during the background fitting steppfar consistency check

and fitting quality control only, and are not used to compuee éxperimental cross sec-
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Figure 6.11: Simulation method of extracting the backgcbuBlue distribution represents the
overall experimental data; magenta distribution is thaltsimulated data (sum @f w, n, " and
two-pion exchange simulation). Kinematics of the showmeapda plot isQ? = 2.45 GeV, ¢ =
0.55 andd,,, = —3°. (Original In Colour)

tions.

e For a new iteration, this background fitting step is not reggito be repeated. In fact, the
background fitting results are kept constant intentionadlymaintain the stability of the
extracted cross section during the iterative procedure.ifBnation to iteration fluctuation

of the background is further discussed in Sec. 6.10.

6.6 Integration Step and Yield Ratio

The goal of the integration step is to integrate and sum.tie®ents in both experimental and
simulated distributions (from the current iteration) viftlthe integration range (blue dashed
lines), in order to determine the simulatioryield (Y., snic) on a bin-by-bin basis.

Different from the fitting range, whose boundary locatioharmge depending on shape and
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Figure 6.12: Integrating the experimental and simulated distribution. For clarity, #aame
bin is chosen as in Fig. 6.8. The integration limits are shasrthe blue dashed lines. The
background subtracteddistribution (blue crosses) is determined from the fittitepsand is the
same data distribution shown in Fig. 6.8 (b). (Original In @o)

position of the data distribution, the integration rangésd for all u-¢ bins. The integration
range is always centered at theest mass)/,,, = 0.783 GeV, and the boundary lines are located
+40 MeV from the center. Any events outside of the integratemge are excluded from the
analysis.

Fig. 6.12 shows an exampledistribution for the integration step. Note that the sintedh
distribution (in red) is not scaled to match the data distidn (shown as blue crosses). Meaning,
the w distribution is directly obtained from the simulation andsi not rescaled based on the
fitting result. This is to be distinguished from the simildotpshown in Fig. 6.9 (b), whose
distribution is rescaled based on the fitting result.

For a given Q?, ¢, u, ¢) bin of a singled,,, (directly related td,s) setting, the experiment-
simulation yield ratio is defined as the ratio between thé&kgamind subtracted experimental
yield Y, gy, (defined in Egn. 6.18), and un-scaled simulateglield ), snic. The yields are

obtained by integrating corresponding distributions dferintegration limits. The yield ratio is
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Figure 6.14: A global view of the average yield raftovs —u. Note that each point represents
an R value averaged over availahlebins for a given—u bin. (Original In Colour)

written as

Yw Ex
R = 9=
YV sivc
(6.19)

o YData - Ypo SIMC — Y7r7r SIMC — Y77 SIMC — Yn/ SIMC

?

YV svc
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where Y, gy, represents the experimental data distribution. The siredléinal states yields:
Yosmacs Yposmics Yrrsmves Yysmve and Yy sive, are scaled simulation distributions for the
corresponding final states what were defined in Egn. 6.17

There are multipléyys measurements persetting as shown Table 6.1. The yield ratio for

a given (0%, €, u, ¢) bin, at highe setting (thre#,,, angle measurements) can be written as

Yo Bxp(Opg = =3°) + Yubxp(Opg = 0°) + Yo mxp (Opg = +3°)

R = , 6.20
Vosmc(bpg = —3°) + Vwsimc (0pg = 0°) + Vo sime (0pg = +3°) ( )

and at lowe setting (twofys angles):
R = YwEXp(‘gpq - OO) + YWEXP(QPQ - +3O) (6.21)

— Vusic(Bpg = 0°) + Vosimc(Opg = +3°)

The yield summation over different HMS angles consolidétesbin structure from@?, ¢, 6,,,
u, ) to (Q?, ¢, u, ¢), where bins having less number of events can be comperisatbeé same
bin from another HMS angle.

It is important to note that when performing a new iteratitin,e background extraction
(through the fitting step algorithm) is not required, therefthe simulated background distri-
butions andy, gy, remains constant. In order to help extract a more accurasergerization,
the background fit an, g, calculation (fitting step) is repeated after five to severattens.

Fig. 6.13 shows the yield rati® versus¢ bin number for the)? = 1.60 GeVt, ¢ = 0.59
setting. The panel on the left shousfor the lowest—u bin, and the right plot showR for the
highest—u bin. In this particular setting, thB values for most of the bins are within 1-2r of
unity, thus indicating good agreement between data andaiiom.

A global view of the yield ratio is shown in Fig. 6.14. The p#tows the averagefd versus
the nominal—u value. Here, each averade point is the average over the eightbins, i.e.
Fig. 6.13 contributed 3 points shown in red. The fitted linBorsdemonstration purpose only, to

show the general tend of the averadgestalues for the final iteration.
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6.6.1 Consistency Cross Checks

Similar to the fitting quality control cross check after thtirfig step, it is also important to
verify the agreement between the data and simulation loligions after the integration step is
completed. As a reminder, during the integration stepytlsémulation distribution is the direct
output from the simulation (unscaled), and the backgroumdlations are scaled by the fitting
step and therefore are kept constant.

The cross checks after the integration step involves réagi®ons of various of critical
physics parameters suchids andE,,,, and acceptance parameters suchsa@sl/ta andhsyptar.
Note that the simulation sum (magenta distribution) hadfarént definition than the one pre-
sented in the fitting step. Here, the simulation sum takesaestount four scaled background

distributions and an unscaledsimulation distribution, and can be written as,

Ysmic = Yosmae + Y posmue + Yarsmae + Yysine + Yoy smac

= Vosimc + b Vyosime + ¢+ Versime +d - Vysime + € - Yy sivc- (6.22)

For clarity, the same example bin is chosen as the one usdtfidditting step (shown in
Fig. 6.9) with slightly worse than average fitting qualityhelreconstructed physics parameter
distributions P, and E,,, of the example bin are shown in Figs. 6.15 (a) and (b), res@det
The experimental data points are shown as the blue croskescéle factorg{e) used to scale
the background simulation distributions are obtained ftbefitting step for each(?, ¢, u, ¢)
bin.

In addition to theP,, and E,, distributions, the distributions of three critical specireter
acceptance parameters (described in Sec. 38jelta, hsrptar and hsyptar are also recon-
structed on a bin-by-bin basis and compared to the expetahaata. Figs. 6.15 (b) and (c) show
the reconstructedsdelta and hsyptar distributions, respectively. The reconstructed:ptar
distribution shows similar agreement as theptar comparison, and therefore is not shown.

The reconstructed physics and acceptance parameters goedragreement with the data,

particularly in terms of the coverage and cut-off of the misitions. This implies the kine-
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Figure 6.15: Reconstructed distributions for physiés, (and P,,) and optics parameters
(hsdelta and hsyptar). The normalized yield (to 1 mC of beam charge) is plotteg-iaxis.
hsdelta gives the percentage difference in particle momentum coaada the nominal momen-

tum (pparticie — Prorminat)/ Prorminat), @Ndhsyptar defines vertical angle of the particle entering

the spectrometer from the target station. For clarity, ser@mple @2, ¢, 6,,, u, ¢) bin as the
one shown in Fig. 6.9 is selected. The figures use the samea®lo Fig. 6.9. (Original In
Colour)
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matics and spectrometer acceptance offsets are simulededately. Thehsdelta show slight
disagreement in terms of the height at one end of the disimibuFor the optical parameters, it
is critical to match the coverage of the distribution to eeghe spectrometer acceptance of the
simulated and experimental data is identical, the distioipuheight is less important particularly
on a bin-by-bin basis. Discrepancies are also observeckineitonstructed peak of the, and

P, distributions. As shown in Heep analysis, small differenaee also observed for the missing
E,., P,, and M,, distributions, shown in Figs. 5.21, 5.22 and 5.23, respelsti This is due to
the fact that the proton scattering in the target chambertlamdiMS entrance/exit windows is
poorly simulated.

In addition, it is impossible to parameterize the physicslaito replicate the behavior of the
experimental data for every reconstructed parameter &g ew bin. The kinematics coverage
in terms ofQ?, W and—u for the real data are slightly different in each bin, and tBeagation
of the simulated data requires the experimental paramsteis the spectrometer angles and
momentum settings as input, where these input can onlyseptéhe nominal kinematic values.
Since the role of the SIMC is to achieve the best possibleativagreement between the data
and the simulation, this would inevitably create smallaténce between the simulation and the
experimental data in certain bins.

The conclusion, based on tyé/dof values from the fitting quality control (in Sec. 6.5.3.1) is
that the selected exampl€{, ¢, u, ¢) bin has lower than average fitting quality. Therefore, this
particular bin is a good representation of an average biermg of fitting quality and acceptable
agreement for the reconstructed parameters.

These qualitative comparisons of the reconstructed Vasadre not used to determine the
background fitting quality on a bin-by bin-basis, they aréyarsed as a consistency check to
validate the sum between the unscalesimulation distribution and the scaled background sim-
ulation distributions. For bins having largé/dof values (greater 3) for both and background
comparisons, the reconstructed distributions are exgéotee worse. The disagreement for any
bin will not cause the refit of the background.

Any significant disagreement between reconstructed simouland data observed in a large
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number of bins for multiple parameters would indicate aaesiissue, such as hidden spec-
trometer offsets, insufficient fitting and integration limjiover or under estimated uncertainties,
potential coding error in the analyzer and a number of otlégrgial errors. The reconstructed

parameters are a useful diagnostics tool to help with lngatnd revolving the errors.

6.7 Experimental Cross Section and L/T Separation

The extraction of the experimental cross section is coraf@it due to correlations between the
kinematic variables and the nonuniform angular acceptdne@der to evaluate the experimental
cross section at a specific point within the bin acceptarmedependence of the cross section
on all kinematic variables has to be well understood. Fragrptievious work [55, 75], the cross
section model may depend on kinematic variables including@?, W, ¢* and¢.

The experimental cross sections are determined by congptirenexperimental yields to the
SIMC simulated yields. If the simulation describes the expental data properly, the exper-
imental cross section can be extracted by iterating the imogdat cross section until the best
agreement between the data and Monte Carlo is achieved. mdigdel input cross section de-
scribes the dependence on all kinematic variadlés Q?, u, 6*, ¢) correctly, the experimental

Cross section can be extracted

Yw Exp

OwExp — Y

* 0w SIMC
w SIMC

(6.23)

= Ro, SIMC 5

where the yield ratidz is given in Eqn. 6.19. The represents the total differential cross section
d2c /dtde.

Using Eqgn. 6.23, they experimental differential cross section gy, can be calculated for
Q? = 1.60 and 2.45 GeY/ and plotted versus in Figs. 6.16 and 6.17, respectively.

For each)?-u bin, the Rosenbluth formula (given by Eqn. 6.6) is used to kameously fit

the high (red) and low back data points to extragt oy, orr, orr for a given (Q2, u) bin.
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Table 6.4: Unseparated cross sectignfor Q? = 1.60 and 2.45 Ge¥ The determination of
the total statistical uncertaintyr, (includes statistical and uncorrelated point-to-poinbgrand
systematic systematitso, are discussed in Sec. 6.10. The meaning of the variableseéired
in the text.

(—u) W) (@% (€) oy 00, £ Acy,
ub/Ge\? GeV  GeV ub/Ge\?
Wominal = 2.21 GeVQ2 . =1.60 GeV, enominal = 0.32
0.058 2.26 1.47 0.316 0.4320.027+ 0.014
0.135 2.22 1.58 0.327 0.3570.014+ 0.011
0.245 2.19 1.67 0.334 0.3130.0164+ 0.011
Whominal = 2.21 GeV,Q? . =1.60 GeV, €,omina = 0.59
0.058 2.26 1.47 0.586 0.527 0.020+ 0.017
0.135 2.22 1.58 0.593 0.3960.016+ 0.013
0.245 2.19 1.67 0.597 0.3360.015+ 0.011
Wominal = 2.21 GeV,Q2, . = 2.45 GeV, éominal = 0.27
0.117 2.28 2.23 0.258 0.2560.0134+ 0.008

0.245 2.23 2.39 0.268 0.1990.007+ 0.006
0.400 2.18 2.52 0.277 0.197 0.008+ 0.006

Whominal = 2.21 GeV,Q?_ . =2.45 GeV, €,ominal = 0.55
0.117 2.28 2.23 0.547 0.2690.010+ 0.009
0.245 2.23 2.39 0.553 0.2200.008+ 0.007
0.400 2.18 2.52 0.559 0.194 0.008+ 0.006

Note, there are 24, ry,, corresponding to eigltangles at each However, due to excluded
bins, ¢ bins withouto,, gy, are expected, particularly for lomeasurements, where there is no
0pq < O° setting.

The unseparated differential cross sectiopsand the kinematics values of eaehu ((W)
and(Q?)) bin are listed in Table 6.4. Here, the is taken as the integral of the fitted function
curve shown in Figs. 6.16 and 6.17, dividedby (W) and(Q?) correspond to the averagéd
and@? values of thev simulation distribution within the kinematics acceptanteach bin; the
(—u) of each bin is taken as the central value of thelimit of that bin; (¢) values are calculated

from the averaged@?) and (V) values.
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shows ther’;. versus—u, wherec’ is equivalent tarr with the @* andW dependence removed
(see Sec. 7.1.3). A linear fit using Egn. 6.2 is performed toatestrate the-u dependence and

is shown in red solid line. (Original In Colour)

6.8 Improving the Physics Model in SIMC

In this section, the last step of the iterative procedurescdbed. Since the actual L/T separated
cross sections are documented in Sec. 7.1, this sectioncowlrs the concept of using the
extracted L/T separated cross sections to improve the ttegfparameters which dictate the
and@Q? dependences in the physics model, defined in Egns. 6.2-6.5. The improved paemse
are then used as the input to generatedtsemulation in SIMC for the new iteration.

Fig. 6.18 (a) shows the transverse differential cross@edti+/dt (abbreviated asr) versus
u atQ* = 1.6 Ge\. Theory is extracted from the total differential cross sectiond?c /dtd¢
(abbreviated as,,kx,) Using the method described in the previous section.

The ot shown in black crosses cannot be used for fitting directlytoaet —u dependence,
due to the presence of the bin-to-Ki3?) and (17) dependences. Thg? andW dependences

are described by Egns. 6.2 and 6.7, respectively, and theymeustripped away from ther in

168



order to study the behavior of the data with respectto

The o after removing the&)? and W dependences, using Eqns. 6.2 and 6.7, are plotted in
Fig. 6.18 (b) agr;.. Afitting is performed using the functional form of the traasse component
of the differential cross section given in Eqn. 6.2; the shoad curve shows results of the fitting
of theu dependence. Note that there are two parameigesidi;, whose values are determined
through the fitting.

The new parameters; andt;, extracted from the fitting of the’., are used to construct the
ot values by reintroducing th@? and W dependences and form the red triangles in Fig. 6.18
(a), so that the improved parameterization can be compaitbdive previous parameterization
shown in blue squares.

The identical procedure is performed to extract paraméserthe longitudinal and interfer-
ence differential cross sections;, o andorr, except, there is an additionah 6* dependence
for or,r andorr, which is handled in the same way as thtand1V dependences.

The final step involves including the improved parametelSIMC as the input for the next

iteration, thus completing the iterative process.

6.9 Encountered Issues

6.9.1 Events at-u < 0 GeV?

Based on the conservation of momentum and energy, the minimumalue for exclusiveu
production is required to be greater than zero and any eedmtitzero would violate the physical
limits of maximum possible backward-angletf= 180. Due to the broad physics background
and imperfect spectrometer resolution near the edge ofigtebdtion, it can be seen that the
experimental data distribution extends into the unphysigion of —u < 0 Ge\? in Fig. 6.5,
particularly for the)? = 1.6 Ge\ settings.

After consultation with other experts [53, 61], the: < 0 events are included in the analysis
since they are too close to thesimulation to be cut off. As the result, there has been atsligh

improvement in the fitting quality.
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6.9.2 Kinematics Shift and)/,, Distribution Cut-off

Through careful examination of th&/,, distributions of the first (lowest) bin, specially at
funs = +3° setting, the simulated peak (located at the right edge of the background) seems to
contain a distinctive tail towards the lower missing masgjea An example is shown in Fig. 6.8
(c). This tall is different from the tail caused by the ratatprocess, since the direction of the
radiative tail is towards the higher missing mass rangei{a&s in Fig. 6.7 (b)).

The tail toward the lower missing mass (lowéf, tail) only exists in 92, €, 6,,, u, ¢) bins
with the lowest—u value in bothQ? setting. They are caused by thé,, distribution cut-off in
combination with the skewed field of view &, = £3° measurement. As it was described in
the earlier text, everg)?-¢ setting requires at least two measurement at different Hvfiea to
populate the fully coverage around thgvector, as shown in Fig. 6.4. In this setup, theector
is always defined by thé,, = 0°. When measurements &j, = +3° angles are performed,
the proton events for the lowestu value are off the center of the focal plane, particularly for
0,, = +3 it only occupies a small section of the focal plane; for #he= —3° setting, protons
occupy half of the focal plane, which gives a more compleftg distribution forw. In short,
the lower),, tail is not a spectrometer acceptance effect, but rathédti&to four momentum
conservation, the low-v region starts to become forbidden for certain proton moment

Thanks to the multiple HMS angle measurements, the lackatiBsts in certain bins within
a HMS angle setting can be compensated by the same bin frothesremgle setting. This, in
combination with the SIMC, makes th¥,, cut-off less significant in terms of impact to the

overall quality of the cross section extraction.

6.10 Uncertainty Budget

The uncertainty in the extraction of the experimental yiebsists of both statistical and sys-
tematic uncertainties. In this section, the statisticalautainties are expressed by theymbol,
and systematic errors usé&dsymbol. Furthermore, the percentage uncertainty areatelicas

5(%) and the absolute uncertaintiessdsbs).

170



6.10.1 Statistical Uncertainty

The statistical uncertainty is determined by the uncetyamthe number of good events and
in detector efficiencies as well as the beam charge. The cmdlgfficiency (taking into account
detectors, event tracking and DAQ) and its uncertainty tsrt@ned on a run-by-run basis. For
every run, the combined efficiency uncertainties and chamgertainties are added in quadrature,
then multiplied by the accumulated beam charge (produdtetombined efficiency and beam
charge):

52

run

(abs.) = (efficiencyx charge® x (0Zciency + eharge - (6.24)

For each setting, the normalized uncertainty can be oldase

Z 5r2un

O2tting(J6) = el (6.25)

29
<Z efficiency x charge)

run

The experimental yield uncertainty (percentage) is coegbby adding thé,....,, and statistical

uncertainty of the selected eventé{') in quadrature,

2
5YData(%> = J 6§etting + (ﬂ) ) (626)

whereN is the total number ofH(e, ¢'p) X events surviving the event selection criteria for the
setting.

Since the determination of the goadevents requires background fit and subtraction, there-
fore the yield ratio (defined in Egn. 6.19) uncertainty is poted by adding the total uncertainty

of the experimental yield and scaled simulation yield indrature,

R(%) = \/6Y]2Data + 02 smac T b25y,§0 sive T E20Y2 e T P20V sive + €2V sives
(6.27)

whered),, sivc, 0,0 sivicy 0Vrrsivic, 0V, sivme and Y,y sivic are statistical uncertainties of the
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w and background distributions, which are computed as tharsgwot of the corresponding
simulation yield (i.e.0),0 snic = /Y0 smic); b-e are scale factors determined from the fitting
algorithm. The unseparated cross section for a giend, 6,,, u, ¢) bin has the same percentage
statistical error as the yield ratio.

The statistical uncertainty of the unseparated crossaettr a givenu bin (sum over 8

bins) is computed using the uncertainty of the weightedayeio4],

1
Yw

do,(abs) = (6.28)

N

where: = 1-8, which corresponds to the number of valihins; w; is the weight factor for each

¢ bin and is defined as

whereg; is the absolute uncertainty of unseparated cross sectieacin) bin.

6.10.2 Systematic Uncertainty

The systematic uncertainties can be subdivided into theeleded and uncorrelated contribu-
tions. The correlated uncertainties, i.e. those that a¥eséime for botlz points, such as the
target thickness corrections and beam charge variationribate directly to the separated cross
section. The uncorrelated uncertainties are attributetidainseparated cross sections, which
inflates the uncertainties in the separated,pndor.

All systematic uncertainties of this analysis are listedable 6.5. They are added in quadra-
ture to obtain the total systematic uncertainties. Furtle¢ails regarding the uncertainty estima-
tions related to the instrumental and acceptance can bel fiouRefs. [3, 55, 73, 95, 96]. The
influence of the uncertainties in the offsets in spectrometgables, such as beam energy, mo-
mentum and angles, were determined by changing the vasidlgl¢heir statistical uncertainty
and evaluating the resultant changes in the unseparated seation. These well established
uncertainties were studied by previous Hall C analyses thelk,.-2-7* [55], therefore were

not re-determined in this analysis. Tha@ncorrelated uncertainties can be subdivided into un-
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Table 6.5: Summary of uncertainties for the-Zw analysis. Where two values are given, they
corresponds to the tw@? points. When a range is specified, it corresponds to the range i
The systematic uncertainties in each row are added quealigatio obtain the total systematic
uncertainty shown in the last row.

Correction Uncorrelated e uncorr. Correlated Section

(Pt-to-Pt) u COIT. (scale)

(%) (%) (%)

HMS Cherenkov 0.02 Sec. 3.6.3
HMS Aerogel 0.04 Sec.5.3.7
SOS Calorimeter 0.17 Sec. 3.6.4
SOS Cherenkov 0.02 Sec. 3.6.3
HMS beta 0.4 Sec.5.1.2
HMS Tracking 0.4 1.0 Sec.5.3.3
SOS Tracking 0.2 0.5 Sec.5.3.3
HMS Trigger 0.1 Sec. 3.7
SOS Trigger 0.1 Sec. 3.7
Target Thickness 0.3 1.0 Secs. 3.5.2,5.3.5
CPULT 0.2 Sec.5.3.2.2
Electronic LT 0.1 Sec.5.3.2.1
Coincidence Blocking 0.1 Sec. 5.3.6
do 0.1 0.7-1.1 Ref. [3]
dEBeam 0.1 0.2-0.3 Ref. [3]
dp. 0.1 0.1-0.3 Ref. [3]
o, 0.1 0.2-0.3 Ref. [3]
PID 0.2 Sec.5.1.1
Beam Charge 0.3 0.5 Sec. 34
Radiative Correction 0.3 1.5 Sec.4.1.4
Acceptance 1.0 0.6 1.0 Sec. 3.8
Proton Interaction 0.7 Sec. 5.3.9
Background Fitting Limit 2.0 0.8 0.8 Secs. 6.5.3,6.10.2
w Integration Limit 1.7 1.0 0.3 Secs. 6.6, 6.10.2
Model Dependence 0.7 Secs. 6.2.1, 6.10.2
Total 2.9 1.7-2.0 2.6
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certainties that are the same for@aWNalues at a giveavalue, and ones that are also uncorrelated
in u.

The largest contributions of the point-to-point uncortethuncertainty come from the fit-
ting and integration limits, which are critical componefus the fitting step (Sec. 6.5.3) and

integration step (Sec. 6.6).

Background Fitting Limit Uncertainties

In order to fully understand the each component (uncoedl|atuncorrelated. correlated, and
correlated) of systematic uncertainty due to the fittingtlira study was performed to monitor
the deviations of the unseparated cross sections compuotadtiree separated analyses. In each
of the three analyses, different fitting limits were usedichltorresponds to 90%, 92% (nominal
limit), 95% of the central\/,, distributions. Note that there are 12 sets of unseparat@d)? x

2¢ x 3u bins) for each of the three analyses. Note that during thidysino iteration was done
after changing the fitting limit.

The 12 sets oty from 90% fitting limit analysis, and 12 sets of of 95% analysis, are
separately compared with the 12 setscofrom 92% (nominal) analysis. Then the average
percentage difference (in 12 setsogfand standard deviation obtained for comparing 90% and
92% analyses are denotedaasr(90%) andstd(90%); correspondingly, the average percentage
difference (in 12 sets of) and standard deviation by comparing 95% and 92% analyses ar
aver(95%) andstd(95%). The correlated systematic uncorrelated uncertaintyrigoeged using

aver(90%) andaver(95%),

laver(90%)| + |aver(95%)|

Correlated Erro= 5 ;

(6.29)

and the point-to-point (uncorrelated) error is computddaigver(90%) andaver(95%),

Point-to-Point= [5¢(90%) ;r |Std(95%)‘. (6.30)

The determination of the uncorrelatedu correlated uncertainty also requires the 12 sets of
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the percentage difference between 90% and 92% analyse&2asets of percentage difference
between 95% and 92% analyses. These 24 sets of percentigertdiés are used to compute
three separate (percentage difference) averages acgaodinew range, i.e. the first average is
calculated among eight lowest: bins, second average is for eight midbins and third average
is for the eight highest bins. The standard deviation among the three average vialtaen as

thee uncorrelated: correlated uncertainty.

w Integration Limit

The correlated and uncorrelated systematic uncertaidtiesto the integration limits are esti-
mated using a similar methodology as the one used for estigiidite fitting limits uncertainties.
Theo, are computed using three different integration limits;+30 MeV, +40 MeV (nominal),
M,,+50 MeV. The estimated uncertainties are similar in size @éitting limit uncertainties, and

are listed in Table 6.5.

Model Dependence Uncertainties

There were two studies performed regarding the model degpexedcontribution to the, uncer-
tainties. In the first study, the physics model parameters given in Sec. 6.2.1 were scaleg up b
5%, this resulted a negligible difference 0.1%) ino,.

In the second model dependence uncertainty study, the LT armmponents of the differ-
ential cross section were turned off, the percentage difiez inc, seems to suggest a point-to-
point uncertainty of 0.7% (standard deviation). In additievhen the physics background fit and
subtraction is performed for a new iteration (instead ofigshe background fit and subtraction
from previous iteration), the deviation i, is less than 0.1%. Note that during this study, no
iteration was done after changing the fitting limit.

Note that the unseparated experimental cross sectiondhotlbe dramatically sensitive
to any small tweak in the functional form of the physics mod&k a consistency test, three
iterations were performed with/Q® dependence fosy, (instead ofl/Q* in Egn. 6.3). The

unseparated extraction cross section variation is wittemtodel dependence uncertainty shown
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in Table 6.5. The agreement for separated cross sectionsedmgithin the statistical uncertainty.

Uncertainty Propagation for ot and oy,

The unseparated cross sections at leyydnd highe, values (shown in Figs. 6.16 and 6.17), can

be expressed in terms of the separated cross secticsdo,

01 =0T+ €10, =0T (1"‘%), (631)
09 = 0T + €9 01, = O (1+%), (632)

whereo; ando, represent unseparated cross sectioasantde,, respectivelyR is the transverse-
longitudinal (T-L) ratio defined as

R=—.

oL
Through substitution and manipulation of Egns. 6.31 an@,6:3 ando;, can be expressed in

terms ofo; ando,,

o= 2”92 (6.33)
(1 — €2)
gp= 2T 91 (6.34)
(e1 — €2)
By differentiatingo;, andor, their percentage errors can be expressed as,
50’T 1 9 (50’1 2 €2 2 (50’2 2 €1 2
— (%) = —— — ) (1+= 2( =) (1+= .
oT (%) (€1 — €3) \/61 ( o1 ) ( + R> T e ( 1P ) ( * R) ’ (6.35)
oot, 1 S \? 502\
— )= ——=\| =) (B+a)+{—) (R+e) (6.36)
o1, (€1 — €2) o1 o)

wheredo; anddo, are the total statistical uncertainties (quadratic suntaifstical and point-to-
point uncorrelated systematic uncertainties) ofdh@ndo,, respectively. The inflation factor
is approximatelyl /(e; — €;), which is~ 3. The calculated percentage uncertainties%’gf

and % values are shown ii0or)porm. @nd (dor,)rorm. COlUMNs of Table 6.6. These can be
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Table 6.6: Summary table of the relevant parameters for skienation of the total statistical
uncertaintiegoor, ) porm. @nd (doT)rorm. USING Egns. 6.35 and 6.36. Note that these total statis-
tical uncertainties include a contribution from the pdioHpoint systematic uncertainty. Fitting
uncertainties for;, andor obtained from the simultaneous fit ©f ate;,,, andes;z, (shown in

Fi.g 6.16), are listed in column@oy,)g;; and (dot)ri;. Note that therr/or, shown in the table
does not fully take into account the all uncertainties, amabtd not be considered as part of the
final results.

u O-T/O-L €1 €2 601/01 502/02 (5JT)F0rm. (5UT)Fit (6UL)Form. 5(0L)Fit
GeV? % % % % % %
Wnominal = 2.21 GeV, lelomina] =2.45 Ge\?
0.058 0.90 0.316 0586 6.43 3.61 16.30 20.92 36.52 36.57

0.135 210 0.327 0.593 3.64 3.93 11.65 13.03 52.96 57.17
0.245 3.29 0.334 0597 4.96 4.30 13.12 15.05 94.03 101.52

Whominal = 2.21 GeV, Q2 . =2.45GeV
0.117 504 0.267 0552 4.85  3.71 9.09 11.62 116.27  125.05
0.245 244 0.275 0557 339  3.42 8.55 9.87 49.92 54.14
0.400 -17.76 0.285 0563 3.79  4.13 9.06 9.65 349.83  383.60

directly compared with the uncertainties generated by thiedifunction shown in(dor)r;, and
(6o )rit columns. Note that when these fitting errors are generateg,ibclude contributions
from both statistical and uncorrelated systematic unceits of 2.9% (shown in Table 6.5).
The propagated uncertainti€®or)rom. and (dor)rorm. are generally comparable to the fitting
uncertaintiegdor)r;, and(dor,)gi. This is an important indicator showing the error correlati
for the measurements are small, since the uncertainty gadipa formulas (Eqn. 6.35 and 6.36)
assume uncorrelated errors, whereas the fitting errorgdedhe correlated errors.

Note that the fitting errors, i.6do1,)ri, and(doy,)ric, are used as the total statistical uncer-

tainties for the official separated cross section results.

Estimation of the Systematic Scale Error

There are three components contributing to the total sysierscale error:
e Correlated scale systematic error of 2.6% (shown in Tablg 6.5

e Unseparated cross section scale error, due ta tinecorrelated. correlated systematic

error (also shown in Table 6.5);
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Table 6.7: Total systematic scale uncertainties for thaisgpd cross sections.

u AO-T AO'L AO'LT AUTT
GeV? % % % %
Wnominal =221 Ge\/, Qiominal =1.60 GeV

0.058 6.592 12.879 92.238 729.139
0.135 5.805 23.767 239.567 828.214
0.245 6.036 42.813 27.732 49.298

Woominal = 2-21 GeV, Q2 =2.45 GeV

nominal

0.117 8.764 93.974 78.334 44.779
0.245 8.143 41.078 16.709 286.531
0.400 15.342 391.930 118.128 60.462

e Separated cross section scale error, due to the choice sigshyodel parameterization

(Egns. 6.2-6.5), and the binning limits ¢nandu;

The total scale error (for each bin) are calculated as theratia sum of all three scale error
components.

In order to quantify the contribution of unseparated cr@sgisn scale error, theuncorre-
lated u correlated errors (1.7%, 2.0% f6)*=1.6, 2.45 GeV shown in Table 6.5) are used to

study the variations in the separated cross sections. Hnerf@eur scenarios studied:
® ¢, IS shifted up by the uncorrelated. correlated error whiley,, is fixed.
® ¢, IS shifted down by the uncorrelated: correlated error whiley,;, is fixed.
® ¢y IS fixed whileey,;y, is shifted up by the uncorrelated: correlated error.
® ¢y IS fixed whileey,;y, is shifted down by the uncorrelated: correlated error.

The absolute percentage difference (compared to the dffiearated cross sections) from the
first and second scenarios are averaged, and same for tthatiaiforth scenarios. The two sets
of averaged absolute percentage differences are then addeddrature to obtain the unsepa-
rated cross section scale error.

Two independent re-analyses were performed to investigatseparated cross section scale

error:
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e Re-analysis with the initial parameter @fr andorr setto 0.
e Re-analysis with 10offset to the center a bins.

The percentage difference (compared to the official sepdu@bss sections) for each of the re-
analyses is calculated and added in quadrature to give plaeaged cross section scale error. The
scale error due to the bin limits is considered to be small compared to the contidims from
the ¢ binning and initial parameterization. The separated csestion scale error will be revised
to include theu bin limits contribution before the final publication.

The total scale errors are calculated as the quadratic sathtbfee components of the scale

error, and are listed in Table 6.7.
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Chapter 7

Results and Discussion

In Sec. 7.1, the separated differential cross section teeané presented and tidg¥ behavior
of the L and T differential cross sections, as well as #a¢or and opr /ot ratios, are also
discussed.

Sec. 7.2 presents scaled-E data points on the samet axis as the Morand data from
CLAS [14], which shows a potential-channel peak in the exclusive electroproduction at
(Q? =1.60 and 2.45 GeV

In Sec. 7.3, the extracted transverse component of thergiffial cross sectiodor/dt is

compared to the theoretical predictions made by the TDA énmark at both))? settings.

7.1 The L/T Separated Extracted Differential Cross Sections

7.1.1 Separated Cross Sections and General Remarks

The differential cross sections presented here have beted using the Monte Carlo simula-
tion and the relation described in Eqn. 6.23. The diffesdmiioss sections for the low and high
€ measurements at bofp¥ settings are shown in Figs. 6.16 and 6.17, and these nurhealoas
are listed in Table 6.4. The separated differential cros8@esdor/dt anddoy, /dt for all three
—u bins are listed in Table 7.1, whereas ther/dt anddorr/dt are listed in Table 7.2. The

statistical uncertainties for the seperated cross secttome from the function fitting, which
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Table 7.1: Separated differential cross sections for ekadw production:p(e, ¢'p)w, atQ? . .,
=1.60 and 2.45 GeV W,omina = 2.21 GeV. For each contribution, theepresents total statis-
tical uncertainty which includes the fitting error, shownTiable 6.6;A is for the systematic

(scale) uncertainty, listed in Table 6.(7u), (umiw), z, (W) and{Q?) represent the correspond-

ing kinematics values of each bift; is thew emission angle in the CM frame.

/

(—u)

<_umin> u

(W) (@) o (a)

or £ doT £ Ao

oy, £ dor, £ Aoy,

GeV? GeV GeV GeV GeV © pb/Ge\? pb/Ge\?
Wnominal =2.21 GeV, gominal =1.60 Ge\,2

0.058 0.058 0.000 2.26 147 180 0.,26320+ 0.067+ 0.021| 0.356+ 0.130+ 0.046

0.135 0.078 0.057 2.22 1.58 166 0/28309+ 0.040+ 0.018| 0.147+ 0.083+ 0.035

0.245 0.097 0.148 2.19 1.67 157 0/AB284+ 0.043+ 0.017| 0.0874+ 0.089+ 0.037
Whominal = 2.21 GeV, Q2 . = =2.45GeV

0.117 0.117 0.000 2.28 2.23 180 0,32243+ 0.028+ 0.021| 0.048+ 0.0604+ 0.045

0.245 0.188 0.091 2.23 239 164 0,371794+ 0.017+ 0.014| 0.0734+ 0.040+ 0.030

0.400 0.252 0.207 2.18 2.52 155 0.392034+ 0.019+ 0.031|-0.011+ 0.044+ 0.045

Table 7.2: Continuation of Table 7.1.

[OANN + 6ULT + AO’LT
ub/Ge\?

gTT + 6UTT + AO’TT
ub/Ge\?

oLfor 6+ A
pb/Ge\?

orrfor+£d L+ A
ub/Ge\?

Whominal = 2.21 GeV,

2 =1.60 GeV

nominal

0.008+ 0.020+ 0.007
-0.002+ 0.015-+£ 0.005
0.022+ 0.012+ 0.006

0.00A 0.045+ 0.054
0.003t 0.034+ 0.027
-0.185f 0.036+ 0.091

1.114+ 0.469+ 0.070
0.476t 0.279+ 0.086
0.304+ 0.312+ 0.112

0.023+ 0.142+ 0.166
0.01x 0.112+ 0.088
-0.651 0.159+ 0.282

Wnominal =2.21 GeV,

2 =2.45 Ge\

nominal

-0.010+ 0.012+ 0.008
-0.011+ 0.0084+ 0.002
0.012+ 0.008+ 0.014

-0.050f 0.026+ 0.023
0.005+ 0.019+ 0.013
0.093t 0.019-+ 0.056

0.199t 0.249+ 0.169
0.41Gt 0.225+ 0.135
-0.056+ 0.216+ 0.212

-0.207 0.109+ 0.075
0.025+ 0.106+ 0.070
0.457 0.105+ 0.206
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Figure 7.1: Extracted, o1, o1 andorr versus—u for W = 2.21 GeV and)? = 1.60 GeV,.
These data points are not scaled to the com@drand W value. Grey bands indicate the
systematic errors. The blue dashed lines indicate zerdheomterference cross sections. The
numerical values are listed in Tables 7.1 and 7.2. (Origm&lolour)

includes contributions from the statistical and poinptonat uncorrelated systematic uncertain-
ties. Estimations of the systematic scale errors were gésmlin Sec. 6.10.2. From this point
onwards, the separated differential cross sections, suéhadt anddoy, /dt, are written agr
andoy, for simplicity purposes.

Figs. 7.1 and 7.2 showw, o1, o+ andopr as functions of-u for Q% = 1.60 and 2.45 GeV/
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Figure 7.2: Extractedr, o1, orr andorr versus—u for W = 2.21 GeV andy? = 2.45 GeV,.
These data points are not scaled to the com@drand W value. Grey bands indicate the
systematic errors. The blue dashed lines indicate zerdheomterference cross sections. The
numerical values are listed in Tables 7.1 and 7.2. (Origm&lolour)

respectively. It is important to note that these data pantsextracted according to the individ-
ual kinematics coverag€éif’) and(Q?)) and are not scaled to the commun and Q? values,
therefore should not be used for thelependence study.

From the general trends of the L/T separated differentiassrsections, some qualitative

remarks can be drawn:
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e The behavior of+ andoy, is similar at both)? values:or shows weak dependence with

respect to-u, whereoy, falls more quickly.
e ForQ?=2.45 GeV, —u =0.4 Ge\t, oy, is nearly consistent with zero.

e L-T interference contributioa is consistent with zero, even at large: > 0.2 at both

Q)? settings. This is consistent with the observed diminisluihg, at large—u.

¢ In contrast, the data show a more significant contribution, particularly at large-u
values. Furthermore;rr has a different dependence at differéxitsettings, i.eopr(u =

0.25) < 0 atQ?* = 1.6 GeV, andorr(u = 0.40) > 0 atQ? = 2.45 GeVt.

7.1.2 Cross Sectiomr, /or Ratio Studies

Figs. 7.3 shows the differential cross section ratipgor versusy’ at@* = 1.60 and 2.45 Ge¥/

Hereu' = |u—umin|, Wwhose values are listed in Table 7.1. These data pointoasealed to the

commonl¥ and@? values. At both)? settings, the ratios appear to droprdéncreases. With
large statistical uncertainty, data sheybeing more supprességf = 2.45 Ge\t compared))?
=1.60 GeV for v/ < 0.05 Ge\t. Note that the ratio is consistent with zero €@t = 2.45 GeV?,
v =0.2 GeV.

The cross sectionrr /o ratios versus/ for Q2 = 1.60 and 2.45 GeVare plotted in Fig. 7.4.
These data points are not scaled to the comifiband(Q? values. Atu’ < 0.1, theor ratios at
bothQ? settings are consistent with zero, sinega- — 0 are required by the physical constraints
imposed by the antiparallel kinematics (described in S&4). Furthermore, the ratios deviate
from zero at’ > 0.1 for bothQ? settings.

In addition to the.’ dependence studies, t§é dependence of the cross section ratig/or)
at the lowest-u bin is also studiedu( = 0 Ge\?). Theoy, /o ratio versugy? is shown Fig. 7.5.

In order to extract thé)? dependence, the following equation is used to fit the crastgoseratio:

C=——== (7.1)
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Figure 7.3:01 /o1 versusy’ for Q% = 1.60 and 2.45 GeV These data points are not scaled to
the common? and(? values. The numerical values are listed in Tables 7.1 and@r&jinal
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Figure 7.4:011/or versusy’ for Q? = 1.60 and 2.45 Ge¥V These data points are not scaled
to the common¥V and@Q? values. The systematic uncertainty shown is from the doution
from or. The blue dashed lines indicate zero. The numerical valieebséed in Tables 7.1 and
7.2. (Original In Colour)
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Figure 7.5:01, /ot ratio versusp? atv’ = 0 Ge\?. All curves are normalized to the data point
at@Q? = 1.47 Ge\2. The1/Q" dependence is fitted using Eqn. 7.1. The fitted 8.33 & 6.38.
These data points are not scaled to the commoand ? values. The numerical values are
listed in Tables 7.1 and 7.2.

(Original In Colour)

whereC'is o1, /o, ot Of oy, (later sections)A and B are free parameters;= 2 - B. The fitting
result suggests &/ Q%33*6-3 dependence for the;, /o ratio. The full fitting results are listed

in Table 7.3.

7.1.3 W and Q? Scaling Factors

As described in Sec. 6.7, eadh? v) bin has slightly different{@?) and(1¥") values that deviate

from the nominat)?__ andW,,,, values. Therefore, a small> andW correction is required to

nom

adjust these small deviations in order to perform a qudivigaomparison between the separated
cross sections to theoretical predictions or measurenfiemisother experiments.
In terms of thél” dependence scaling, adjusti(id) to a giveniV,..,,, the following expres-

sion can be used,
2
(W)* = M)
(Wi — MEY?

nom

(7.2)
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Figure 7.6: o1, and o versus@? for the lowest—u bin (u/ = 0 Ge\?). These the data are
scaled to the commoW = 2.21 GeV. Thel /Q™ dependence is fitted using Egn. 7.1. The fitted
n = 1.33 + 1.12 for or andn = 9.43 4+ 6.28 for oy,. (Original In Colour)

Table 7.3: Fitting results of th@* dependence fary, o1, andoy, /or. Free parameted and B
are defined in Egn. 7.1 = 2 - B and quantify the /Q" dependence.

A+ A B+ 6B n =+ on
oT 0.41+0.18 0.65+ 0.58 1.33+1.12
oL, 2414 3.25 4724+ 3.14 9.43+ 6.28

on/or 547+7.72 416+ 3.19 8.33+6.38

This expression is based on Eqn. 6.7, and is our best estforatee 11/ correction [97], and is

small since théV andW,,, are close.

In order to determine the appropriabé scaling factor to adjusi?) to a givenQ? value,
o1, andot at the lowest-v bin versug@?) is shown in Fig. 7.6. The fitting result (using Eqn. 7.1)
suggest a flat/Q!-33+1-2! dependence for ther, and a stronger/(Q°*3+5-2¢ dependence for the
o. The fitting results are listed in Table 7.3. Note that thesta dre scaled to the common value
of Whom = 2.21 GeV from theifW) values using Eqn. 7.2, and the points are plotted at their
actual(@Q?) values. Note that the/Q dependence farr and1/Q* dependence for;, are used

to parameterize the physics model in SIMC (shown in Egns. 6.2 and 6.3).
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Considering the large uncertainties for the fitiedalues, conservative/Q and1/Q® de-
pendences are chosen for andoy,, respectively, to perforn? corrections. The expression of

the ? scaling factor is similar to th& scaling factor, and is given as

<Q2>7’7L
— (7.3)
(Qhom)™
wherem = 0.5 foror; m = 4 for oy,.
In addition to thél¥” and@? scaling factors, thé—u,,;,) values listed in Table 7.1 (minimum
possible—u value corresponding = 180) for each bin are slightly different from the nominal
—Umin nom Values due to the variations {®?) and (W) values. The difference betweén) and

(umin) 1S Written asu/, and is defined as
u' = | (u) = (Umin) |- (7.4)

u’ is a good intermediate parameter to shift cross sectionsune@in{—u) space to—u space

with a nominaku,em min Offset. The—u value can be calculated as
—U = —Unom,min + u/. (75)

This —u value adjustment technique is an adequate methodologyrteatdhe cross sections
from three separate bins to a common,,,;,, offset and is used for all result comparisons in this

chapter.

7.2 Thewu-Channel Peak

The charged pion photoproductiony( — nr7™) data [39, 40, 41], shown in Fig. 2.8 from
Sec. 2.2.3, contains a stronghannel (forward-angle) peak and.achannel (backward-angle)
peak. The dominant contributions of these peaks were exguldiy the Regge trajectory based

VGL model [20, 21], as the saturations of the exchanged m¢RBegge) trajectories (im-
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channel) and of the exchanged baryon trajectories-ghannel).

For the exclusivev electroproduction process:p — wp above the resonance regidiy (>
2 GeV), a strong-channel peak has been observed and reported by the CLAS@@lteon [14]
atW =2.48 GeVQ? = 1.75 GeV and atiV = 2.47 GeVQ? = 2.35 Ge\. The differential cross
sections (measured jib/Ge\?) of the CLAS data versust are shown in Fig. 7.7 as the black
dots. The blue dashed lines are the JIML model prediction224], which include the meson
exchange Regge trajectories (dominant contribution) aneratontributing effects (particularly
at—t > 1 GeV). The model predictions seem to give an excellent gesun to the CLAS data
at both settings even att ~ 2 Ge\~.

The nominak)? and1V values of the E-2 experimental data are different from those of the
CLAS data. In order to compare the two data sets, the sepatdtekntial cross sectiong{
andoy) of F.-2 must be corrected to matéh and? values of the CLAS data before computing
the total differential cross section with th@alue from the CLAS data.

TheW =2.21 GeVQ? = 1.60 GeV data from E-2 are scaled tdV = 2.48 GeV,Q* =1.75
GeV?; W = 2.21 GeV,(Q? = 2.45 GeV data from E-2 are scaled tdl = 2.47 GeV,Q? = 2.35
Ge\~. The extrapolations of ther andoy, from (Q?) and (W) to a new set of nomina)? and

W values requires the following expressions,

Vij ESV? :ﬁg; o1 (W), (Q), (7.6)

nom

gr (Wnomu Qiom) =

and
((Q2))* (W)? = M2)?
8 (WQ _ Mg)Q

nom nom

JL(Wnoma 2 ) =

nom

UL(<W> ) <Q2>)7 (77)

Finally, the unseparated differential cross sectioy) {s computed using the correcteg and
aT,

0y, = o1 + € 0,, (7.8)

wheree = 0.59 and 0.50 for the lowe&p? and higherQ? settings of the CLAS data. The conver-

sion between the-u space to the-¢ space is done using Eqn. 1.7. The calculated differential

189



[ub/GeV?]
=
o

do
dt

102

10?

[Hb/GeV?]

do
dt

102

Figure 7.7.0,

the reconstru
error bands a

Y +p - ptow, W = 2.48 GeV, Q? = 1.75 GeV?

— - JML Model
® Morand Data
x  Fpi-2 Data (Scaled)

7t
S

T T
/
70-

/

T IIIIII|
~

o

1 2 3 4 5 6
-t [GeV?]

Yy +p - ptw, W=2.47 GeV, Q? = 2.35 GeV?

\ — - JML Model

® Morand Data

x  Fpi-2 Data (Scaled)

- ?\Q\ !
— ( ///
N \7\ )
L N /
S /
~ ,
= ~N /
- ~
/
- T~
7/
— ’
1 1 1 1 | 1 1 1 1 | 1 1 1 1 | 1 1 1 1 | I/ 1 1 1 | 1 1 1 1 |
0 1 2 3 4 5 6
-t [GeV?]

versus—t for W = 2.47 GeV,Q? = 1.75 GeV (top) andV = 2.47 GeV,Q? =
1.75 GeV (bottom). The black dots show published CLAS reg#$ The red crosses show
cted, (Eqn. 7.8) using the scaled: and oy, from this analysis, the systematic
re shown in the blue. The blue dashed linessaprthe predictions by the Regge
trajectory based JML model [22]. The black lines are thedittarve showing the contribution
of the forward-angle softer process (meson exchange);rdengsolid lines are the fitted curve
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baryon exchange in the backward-angle. The numerical satelisted in Table 7.4. (Original
In Colour)
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cross sectiomr,, the scaled separated differential cross sections 4;,), and associated kine-
matics variables (such asu and—t) are listed in Table 7.4.
Using the definition of the-u and—t limits described in Sec. 2.2.2 and shown in Fig. 2.6,

the —t coverage in Fig. 7.7 can be divided into four different regio
Low —t Region: 0.03< —t < 1 Ge\?
Low —u Region: 5 < —t < 6 Ge\#
High —t Region: 1 < —t < 3 Ge\?
High —u Region: 3 < —t < 5 Ge\

Note the high—t region can be combined with the high: region, to form the Large Emission
Angle (LEA) region.

In Fig. 7.7, the extrapolated, from F,-2 versus—t are plotted as the red crosses. In both
(Q)? settings, the F2 data points show a strongchannel peak for the low-u region (-t >
5 Ge\®). The general trend of, as a function of-¢, at bothQ? settings, shows a gradual
increase iy as—t increases. This observation offers experimental evidémcie existence
of the backward-angle peak for the differential meson csession of thev electroproduction.
The statistical and systematic scale errors associatéudthét()? extrapolation will be revised
before the final publication.

Equivalent to the:-channel peak observed in the charged pion photoprodudéitaa(shown
in Fig. 2.8), theu-channel peak in the electroproduction can potentially be described by the
VGL and JML models, which take into account the saturatiomxafhange baryon trajectories;
examples of baryon trajectory are shown in Fig. 2.5 (b). Eaeling candidates for thechannel
vector mesonsyd, p° and¢) electroproduction are shown in Table 2.1.

It is obvious that the CLAS data at lowt (-t < 1 GeV?), CLAS data at high-t (—t >
1 GeV?) and F.-2 data low—u (< 0.6) region have different-¢t dependences. Here, one can

apply the standard technique [98, 99] used in high energgipbyo extract the (exponential)
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Table 7.4: Scaleg(e, ¢'p)w data from the E-2 experiment for comparison with unseparated
CLAS-6 data.—u is corrected using Egn. 7.5 with the listed:’ values and-yom, min, o1, and
ot are scaled to the corresponding nomidaland@? values of the CLAS data settings, ang

is calculated using Eqgn. 7.8.

—u —u’ —t o+ 00, £ Aoy, ot £ dor + Ao o1, £ doy, + Ao,
GeV? GeV? GeV? ub/Ge\? 1b/GeV? ub/GeV?
W =2.48 GeVQ? = 1.75 GeV, ¢ = 0.59,z = 0.25,— tin nom = 0.031 GeV
0.031 0.000 5.496| 0.255+ 0.046+ 0.015 | 0.188+ 0.039+ 0.012 | 0.113+£ 0.041+ 0.015
0.088 0.057 5.440| 0.206+ 0.029+ 0.013 | 0.173+ 0.023+ 0.010 | 0.057+ 0.032+ 0.013
0.179 0.148 5.348| 0.1764 0.032+ 0.013 | 0.153+ 0.023+ 0.009 | 0.039+£ 0.040+ 0.017
W =2.47 GeVQ? = 2.35 GeV, ¢ = 0.50,z = 0.31,— tyom,min = 0.069 GeV
0.069 0.000 6.009| 0.17540.025+0.019 | 0.1624+ 0.019+ 0.014 | 0.0264 0.033+ 0.024
0.160 0.091 5.918| 0.135+0.017+0.013 | 0.111+ 0.011+ 0.009 | 0.048+ 0.026+ 0.020
0.276 0.207 5.802| 0.110+ 0.020+ 0.024 | 0.1154+ 0.0114+0.018 | -0.009+ 0.033+ 0.034

slope of the—t dependence, by fitting thér /dt with the following function:

do

a0 b (-1)
dt

(7.9)

=ace

wherea andb are free parameters. Tlbeparameter can be linked (through phenomenologi-
cal models) [98, 99] to the interaction radius of betweérandp target (inside of the proton
structure) through

Rint = \/W hC,

(7.10)

wherehc = 0.197 GeVim.

In Fig. 7.7, the fitting results are shown in black solid, greelid and red dotted lines for
—t<1Ge\, 1< —t < 2.5and-t > 4.5 Ge\, respectively. For the top plot, the green curve
fitting range is 1.5< —t < 2.5 Ge\* and for the bottom plot, & —t < 2.5 Ge\# (shown in
Table 7.5).

The F5-2 data points in the-t > 4.5 Ge\? show an increasing trend, therefore Eqn.7.9
needs to be modified,

0— — a eb (_t+tmax)7

(7.11)

wheret,.. represents the maximum possibl¢ value at the scaled)? and W values. An
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Table 7.5: The fitted parameter values and calculatggl; for all three—t regions at bott)?
settings.

—t Region —t (Fitting) Range |b| + b Ring
GeV? GeV 2 (fm)
W =2.48 GeV,Q? = 1.75 GeV, ¢ =0.59,2 = 0.25
Low —t 0<—-t<1 2.818+ 0.362 0.331 0.042
High —t 15 < -t <25 1.063+ 0.477 0.203+ 0.091
Low —u H< —t<6 2.420+ 1.818 0.306+ 0.230
W =2.47 GeV,Q? = 2.45 GeV, ¢ = 0.50,7 = 0.31
Low —t 0<—-t<1 2.424+ 0.388 0.30A 0.049
High —¢ 1< —-t<25 1.040+ 0.301 0.201+ 0.058
Low —u D< —t<6 2.3744+ 1.200 0.304+ 0.153

alternate fitting in terms of was attempted, the same result was obtained.
The fittedb parameters and calculated interaction radisJ are listed in Table 7.5 for both

()? settings. Base on the listed numerical results, some genlesatvations are as follows:

e At the low —t region (-t < 1 Ge\#), R;,; = 0.331+ 0.042 fm at()? = 1.75 GeV and
0.3074 0.049 fm atQ? = 2.45 Ge\t. The distinctive peak in this region corresponds to

the exchange of mesons (softer exchange process).

e Atthe high—t region (1< —t < 2.2 Ge\?), Ry, = 0.2034 0.091 fm at both)? settings.
This indicates the virtual photon couples more directlydagn structure which is smaller

than meson (harder in terms of the structure), thereforebserved a hardérdependence.

e At the low —u region (-t > 5 Ge\?), Ry, = 0.3064 0.23 fm at the lower)? and 0.304
+ 0.153 fm at the highe? setting, which likely corresponds to baryon exchange that i

also considered as a softer process,

e The calculatedR;,;, values at low—t and low —u regions are comparable at lowér
setting; similarly,R;,; at low —¢ and low—u regions are comparable at high@t setting.
Note that the uncertainties of the,; values in low—u are much greater than the low
—t region. The fact thaf?;,; at Q?=1.75 GeV is larger than at highe®? in both the

low —t and region—u region, weakly supports the classic interpretation of wexrvgth of
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the virtual photon (directly related to the interactionite) inversely proportional to the
Q?. The Ry, at high—t shows sign of)?-independent behavior that has been reported in
Ref. [14]. Clearly more data over a wider range-af would be helpful to confirm this

interpretation.

It is noteworthy that the-¢ evolution from softer process (meson exchange) atdawto a
harder process at hight, then back to the softer process (baryon exchange) is sitoithe—t¢
evolution observed in charged pion photoproduction as showig. 2.8.

Currently, JML has not made any specific calculations reggrdackward-angle vector me-
son electroproduction. It is hoped that more theoreticrast will be generated by the com-
pletion of this thesis work on the subject. In addition, tiMLJmodel has the capability of
generating the L/T separated differential cross secti@j. [Zhe comparison between the L/T
separated cross section extracted from this analysis @adMh model prediction should be an
important and exciting study to challenge the limitatiohthe Regge-based model, particularly
at the higheQ? values % = 2.45 Ge\).

The intersections of the red and green curves from lgptrsettings in Fig. 7.7, seem to
suggest a minimuna,, occurs at-t ~ 4 Ge\?. Based on the result of this analysis, drops
significantly with respect te-u which would result in a vanishing,r. Therefore, in the high
—uregion (3< —t < 5or 1< —u < 3 Ge\?), the differential cross section should only contain
or andopr. In addition, a smooth and shallow (almost flat) behavios pkimilar to the one
observed in the hard process of the photoproduction (showgi. 2.8) is expected in the high
—u region.

Currently, there is no known experimental methodology teeasdhe cross sections at the
high —u region (3< —t < 5 Ge\?). A feasibility should be performed using similar techrequ
as that of the high-t measurements presented in the recerRH"-high-t analysis [100], to

investigate the possibility of accessing th@roduction data in this region.
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Figure 7.8:0r1 versus—u for Q?=1.60 GeVt. These data are scaledid = 2.21 GeV and)?
= 1.60 Ge\t. The green dashed line represents the TDA prediction usa@€OZ model. Red
triangular data points represent the normalizeelFlata points to the prediction atu = 0.5
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Table 7.6: Scaleg(e, ¢/p)w data from the E-2 experiment taQ? . = 1.60 GeV and 2.45
GeV?, Wominal = 2.21 GeV.
—u —t or + dor £ Aot
GeV? GeV? 1b/Ge\?

W =2.21 GeV,Q? = 1.60 GeV, = = 0.28

0.080 4.031 0.34% 0.071+ 0.022
0.137 3.974 0.313- 0.041+ 0.018
0.228 3.883 0.27# 0.042+ 0.017

W =2.21 GeV,Q? = 2.45 GeV, » = 0.37

0.170 4.791 0.27&- 0.031+ 0.024
0.261 4.700 0.184- 0.018+ 0.015
0.377 4.584 0.19% 0.018+ 0.029

7.3 dor/dt Comparison to the TDA Calculations

Currently, the only existing theoretical prediction on thehannel exclusive electroproduction
of w comes from the TDA framework [29, 30], described in Sec. 2.3.

From Fig. 7.6, the general trend of the seems to have a weak® dependence, where
the difference ino values between@?) = 1.47 and 2.23 GeVis 10-15%. This is signifi-
cantly different from the TDA predictetl/ Q® scaling at fixedr. Although there are no data on
the z-dependences of this process at fixgt] it seems unlikely that the-dependence is suf-
ficient to explain this discrepancy. The TDA formalism is apiplicable at low)? values, as
TDA collinear factorization requires at lea@f =10 Ge\:. Measurements at much large?
are needed to properly verify th@* scaling prediction. Comparing t®r, which only mildly
depends oi4)?, the general trend ef;, may suggest a strongéF dependence.

The theoretically predicted and experimentally extrattadsverse differential cross section
dor/dt (or or) versus—u dependences &@)? = 1.60 and 2.45 GeVare shown in Figs. 7.8
and 7.9, respectively. The TDA model predictions using thZ@dd KS nucleon DA models
(shown in Fig. 2.10) are drawn in blue solid line and greerhdiaxe, respectively. Note that at
Q? = 1.6 GeV, only one TDA prediction (with COZ) is available, since tiy$ value is too low
compared to the optim&)? range of the TDA framework.

It seems that af)? = 1.60 GeV (Fig. 7.8), the TDA prediction with COZV DA correctly
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predicted the flat-u dependence for ther, but over predicted its strength by a factor of 7.04.
The TDA predictions at)? = 2.45 Ge\ with COZ and KSN DA are shown in Fig. 7.9. The
predictedor strength is much closer to the data (compared toithe 1.60 GeV prediction),
the TDA prediction with COZ is consistent with the data withire experimental uncertainties.
Considering the optima)? range of the TDA model i§)? > 10 Ge\ and that these predic-
tions were made without any previous experimental comggaihe TDA model predictions are
able to capture the main features of the data. Specially? at2.45 GeV setting, the TDA model
works surprisingly well in describing the experimentalajavhich demonstrates the predictive
power of this parton-based model. It is extremely importanperform more backward-angle

experiments in support of developing this promising modehe 12 GeV era of Jefferson lab.

7.4 Conclusion and Closing Remarks

7.4.1 Conclusion

This thesis work has demonstrated that the missing mases&uotion technique, in combina-
tion with the high precision spectrometers in coincidenoelenat Hall C, can be used to reliably
extract the backward-anglecross section through the exclusive reactibife, ¢'p)w, while per-
forming a full L/T separation. Since the missing mass retonton method does not require
the detection of the produced meson, this allows physithistpossibility to extend experimental
kinematics coverage that was considered to be inaccesisiblegh the standard direct detection
method. The backward-angle interactions, which have besnqusly ignored, are anticipated
to play an important role and offer complementary inform@aton nucleon structure. Addi-
tionally, any futureu-channel physics studies at Hall C will benefit from the kredge gained
during this thesis work.

Through studying the general trends of the separated diffed cross sections of the ex-
clusiveH(e, ¢'p)w reaction, the transverse componentappears to have a flat 1/Q*-33+1-21
dependence, whereas with large statistical uncertainty has a strongé?®43+%-2® dependence

in the extreme backward-angle kinematics. WitB0% confidence level, the;, /o ratio indi-

197



cates the dominance of;, atQ? = 2.45 Ge\V.

After translating the 2 data from—u to the —¢ space of the CLAS-6 data, the cross sec-
tions show evidence of a backward-angle peak fortlexclusive electroproduction at bofp?
setting. These features, including a forward-angleh@annel) peak shown by the CLAS-6 data
and a possible backward-angle-¢hannel) peak shown by the 2 data, are consistent with
those observed in the photoproduction data. Since thephotoproduction peaks were suc-
cessfully described by a Regge trajectory based model, theredd backward-angle peakun
electroproduction calls for the resurrection of thehannel studies through the Regge trajectory
based model, such as the JML model. Additionally, the tteorsirom the soft physics region
(low —t or low —u) to the hard physics region (large angle emission regioa)aegherQ? value
would be an interesting topic for future studies.

The o are compared to the TDA model prediction. @t = 2.45 GeV?, the TDA model
predictions are within one to twe band of the data, depending on whether COZ or KS DA are
used. In addition, the indication ofr dominance over;, at Q? = 2.45 GeV, seems to agree
with the postulated TDA factorization condition. On the atlhand, the TDA prediction ap?
= 1.6 GeV missed the data by a factor of 7, indicating the TDA factdicradoesn’t apply for
this setting. As the JLab 12 GeV experiments offer expertaledata much closer to the TDA

preferred)? range of()? > 10 Ge\?, the TDA formalism should be carefully studied and tested.

7.4.2 Closing Remarks

It is anticipated that ag)? is extended towards the optimal range of the TDA mod# &
10 Ge\?), the Regge-based model might become less effective duesttrahsition between
hadronic and partonic degrees of freedom within the nucl&indying the “crossing point” in
terms of model effectiveness between the JML (exchangegsbns and baryons) and TDA (ex-
changes of quarks and gluons) models, is equivalent to stgdlye nucleon structure transition,
which is the grand goal stated in the Chap. 1 of this thesis work

It is the author’s wish that this analysis effort can encgermore experimental and theoret-

ical interest on backward-angle physics during the 12 GeMoérdLab. The ultimate scenario
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would be to perform collaborative measurements using réiffeequipments in different Halls
(described in Sec 8.1), and combine data sets at similaniaties to map out the completet
(or —u) evolution and)? scaling for a given meson production process. These valuablits
will then be used to constrain and develop (hadronic) mosleté as the JML, and study early
insight to (partonic) models such as the TDA.

In the distant future, the Electron lon ColliddEIC) [101] can greatly extend the maximum
accessible beam energy afd limit. The measured cross sections in the forward and backwa
meson production, particularly the L/T separated crosswes; are the ultimate tools to study the
effectiveness and limitations of the JML and TDA models, enehtually establish the “crossing

point” of this transition process.

Electron lon Collider is the next generation particle aecator that is currently in the planning stage.
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Chapter 8

Future Outlook

This chapter gives a brief summary (based on the authoriskoesvledge), on the backward-
angle ¢-channel) and large emission angle (higbhannel) meson production experiments at
JLab and other research facilities in the near future. Sofrieese of experiments use com-
pletely different experimental techniques than the onerilesd in this thesis. Table 8.1 lists
the possible mesons that can be studied by the describedragpés and the availability of the

theory predictions.

8.1 Backward and Large Angle Meson Production at JLab

Upon the successful completion of the JLab 12 GeV upgradgsigibts are presented with
opportunities to extend nucleon structure studies wittugirand real photons through and
t-channel interactions.

Thanks to the recent hardware upgrades, JLab acquired timizgd equipment to pursue
u-channel physics at a more preferred energy range for botigeRgory and the TDA theo-
retical framework. In JLab Hall C, the standard SHMS-HMS pesuthe optimal experimental
apparatus to perform high luminosity parallel (lew) and anti-parallel (low-u) meson elec-
troproduction studies and perform L/T separations; wietlea CLAS-12 detector, with its high

precision and large solid angle acceptance, is optimizethtaltaneously study meson electro-
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Table 8.1: Table of merit of potential opportunities of stud) backward and large emission
angle meson production and theory prediction availabili§2, 103].* indicates large emission
angle (high—t) meson production experiments.

F.-2 F.-12 Hall C7° E12-12-007 PANDA \ Regge TDA
70 v v
n v
P
w v v v
7
¢ v v v
Facility JLabHallC JLabHallC JLabHallC JLab Hall B GSil \

production at high—t (high —u) region and@? scaling. The GlueX detector at Hall D, with
its high intensity real photon beam, would be the ideal ptacgtudy thet evolution of meson
photoproduction. A few related physics programs are chasezxamples, and are discussed in

the following subsections.

8.1.1 Backward Anglew and ¢ Electroproduction from the F.-12 Experi-

ment at Hall C

Similar to the E-2 experiment, which fortuitously projected the coincidemprotons (from the
backwardw production) in the center of the SOS+HMS spectrometer daoep, preliminary
studies [53] have shown that theandw mesons are near the center the HMS+SHMS acceptance
for the F.-12! experiment [104] (third charged pion form factor experimlerNote the E-12
experiment applies the same experimental methodologyetedis the same physics observables
as the E-2 experiment at a higher and wider range of kinematic vée®@)? and1V). The F.-

12 w and¢ electroproduction settings are also at the extreme backasmagle (low—u region,
also referred as the soft physics region by Regge theorynetogy) region. The reconstructed
missing mass distribution far has a narrow and distinctive peak which is similar todh&vhich
allows a reliable cross section extraction. An example distribution ofw and¢ mesons for
the F.-12 experiment is shown in Fig. 8.1.

As the natural continuation of this Ph.D. work, thkehannelv data from the E-12 experi-

'Hall C experiment E12-06-101
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Figure 8.1: Simulated/,, distribution forw and¢ mesons for the F12 experiment. Note that
the narrow width of they is comparable to the width of the, the same background simula-
tion (subtraction) technique developed from this thesitlve tried to extract differential cross
sections for both mesons. The relative heights of the Higions are estimated based on the
w-¢ production ratio in theé-channel process. Plot was created by G. Huber [53]. (Caldm
Colour)

ment will be able to further extend the separatedifferential cross section to highé)* range,
which can test the predictions from the JML and TDA models.

There has been significant theory interest on the backwagtea and¢ productions, par-
ticularly for ¢. The TDA calculation forw and ¢ electroproduction has already been made for
the F;-12 kinematics [30].

Furthermore, the) has a uniquess quark structure. Currently, the-channel¢ electro-
production mechanism is unclear [22], since the backwagleay N N coupling constant is an
unconstrained quantity. The 2 u-channely cross section can contribute to the determina-
tion the¢ N N coupling constant and quantify the model dependaquiark contributions of the

nucleon.
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8.1.2 A New Proposal: Backward Angler® Electroproduction at Hall C

The experience and knowledge gathered from this Ph.D. waskiriitiated a new experimental
proposal by the author and collaborators, to measure theuvaad-angle {-channel) differential
cross section of the neutral pion electroproduction reactH(e, ¢/p)°, and perform a full L/T
separation. This experiment is proposed to use the 11 GeMra@tebeam and take place at
Hall C of JLab. The measurement will be taken above the resmneegionil” > 2.0 GeV and
at a variety ofQ? values.

In comparison to the), 7 electroproduction has much less physics background frdwer ot
mesons. However, the contribution of the backward-angtegrhproduction needs to be studied
in the detail forr®. A tight missing mass cut around thé rest mass would significantly elim-
inate the random background, therefore it is expected te kmaller overall uncertainties than
thew analysis. All these features, combined with a wider kinecraiverage offered by a higher
energy electron beam, would offer high quality experimemsults in a more favorable range of
the theory predictions.

A letter of intent on this new backward-angté proposal will be submitted by the author to

the PAC in summer 2018, and the full proposal is expected subenitted in summer 2019.

8.1.3 Large Angle¢y Meson Electroproduction at Hall B

Beyond theu-channel study opportunities in the extreme backwardeaagHall C, Hall B aim

to study meson electroproduction in the large-emissiagiearegion (high—t region or harder
region). The approved Hall B experiment E12-12-007 [109] mieasure exclusive meson
electroproductiore +p — ¢’ +p' + ¢, with the CLAS-12 detector. The kinematic range extends
in W from 2-5 GeV,Q? from 1-12 GeV}, andt’ = |t — t,,:,,| from near zero tev4 Ge\?. The

¢ will be detected through th&* K~ decay channel. Differential cross sections and beam spin
asymmetries will be measured as a function of¢he K+ K~ decay angles) andg, to extract

or, oL, ort andoyr.

Exclusive¢ electroproduction af)? ~ few Ge\? is of special significance as a probe of the
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gluon GPDs of a nucleon. The purpose of the study is similémeéaexpected production data
from the F.-12 experiment, which is to provide information on poteltiérinsic strangeness in

the nucleon in the soft region (hight or high—u region).

8.2 7 Production from PANDA at FAIR (GSI)

Beside the JLab 12 GeV backward-angle and large emissiore gmghbrams, other nuclear
physics research facilities have also started to explargtssibility to establish experimental
access to study this relatively unknown field.

An example is the study of the backward-angfemeson production [106] by tHeANDA
experiment [107, 108] at FARR The FAIR accelerator complex is currently under constonct
at the GSI Helmholtz Centre for Heavy lon Research in Darms@eltmany. The experimental
setup requires a proton beam to be accelerated to an ene2§y@EV before being directed at
an antiproton production target.

Interest in the backward-angle reaction involvesth@roduction channel:
p+p—1"+17 +x°

wherep is the incoming antiproton beam amdis the proton target{™ and/~ represent de-
tected lepton and antileption, respectively. This experital channel can be accessed through
observables including+p — v*+7° — ete+xandp+p — J/+7° — ete” +7° [106].
The measurement is planed for two kinematical settings: W? = 5 GeV?, 3 < ¢* <
5 GeV? and fors = W? = 10 GeV?, 5 < ¢% < 10 Ge\2. Note that the four-momentum transfer
squaredg® = —Q?, is positive for the time-like virtual photon exchange m@ss;(? is positive
for the space-like virtual photon exchange process.
The main objective of th® ANDA u-channel study is to test the QCD collinear factorization
through time-like;? scaling behavior. Recall the purpose of the proposed backamgler’ is to

study the QCD collinear factorization through space-tikescaling behavior. The combination

2Facility for Antiproton and lon Research GSI, Plancksteaks64291 Darmstadt, Germany. https://www.gsi.de/
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of both time-like and space-like measurements would gigai§cant experimental constraints
and allow theoretical physicists to develop an accuratecantplete picture of the quark-gluon

spatial distribution inside of the nucleondnchannel physics.
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List of Abbreviations

—

Dm Missing Momentum

cointime  Coincidence timing window is started by HMS pre-trigger geg and stopped by
SOS pre-trigger

E,, Missing Energy
G, Electric Form Factor
Gu, Magnetic Form Factor

M, Missing Mass

g-vector  Three momentum vector of the induced virtual photon

ACD Aerogel Cherenkov detector
ADC Analog-to-digital converter
BCM Beam current monitor

BPM Beam position monitors
BSY Beam switch yard

CDT Computer dead time

CEBAF  Continuous Electron Beam Accelerator Facility

CF Collinear factorization
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CLT Computer Live Time

CM frame Center of Mass Reference Frame
DEMP Deep Exclusive Meson Production
DIS Deep Inelastic Scattering

DVCS Deep Virtual Compton Scattering

EDT Electronic dead time

EIC Electron lon Collider

EM Electromagnetism

F.-1 First charged pion form factor experiment (E93-021)

F.-12 Third charged pion form factor experiment (E12-06-101)
F.-2-m—  Second charged pion form factor experiment (E01-004analysis:*H(e, /7~ )p

F.-2-7™  Second charged pion form factor experimentanalysis:'H(e, ¢/7)n

Harps High resolution wire sensors

Heep e-p Elastic Scattering ReactiohH (e, e'p)

HGC Heavy Gas Cherenkov Detector

HMS High Momentum Spectrometer

JLab Thomas Jefferson National Accelerator Facility.

JML model Theory model developed by J. M. Laget
Linac Linear accelerator

N,.e. Number of photo-electrons
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pe Photo-electron

PID Particle identification

PMT Photon multiplier tube

PS Pre-scale factor

QCD Quantum Chromodynamics

QED Quantum Electrodynamics

RF Radio frequency

SIMC Single Arm Monte Carlo Simulation Software Package
SLAC Stanford Linear Accelerator Center

SM Standard Model

SOS Short Orbit Spectrometer

TDA Baryon-to-Meson Transition Distribution Amplitude
TDC Time-to-digital converter

TOF Time of Flight

TS Trigger supervisor circuit

VGL model Theory model developed by Vanderhaeghen, GuithLaget

VMD Vector Meson Dominance
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