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We investigate the application of the distillation smearing approach, and the use of the variational
method with an extended basis of operators facilitated by this approach, on the calculation of the
nucleon isovector charges gu−d

S , gu−d
A , and gu−d

T . We find that the better sampling of the lattice
enabled through the use of distillation yields a substantial reduction in the statistical uncertainty
in comparison with the use of alternative smearing methods, and furthermore, appears to offer
better control over the contribution of excited-states compared to use of a single, local interpolating
operator. The additional benefit arising through the use of the variational method in the distillation
approach is less dramatic, but nevertheless significant given that it requires no additional Dirac
inversions.

I. INTRODUCTION

The past decade has seen tremendous improvement
in the ability of Lattice QCD (LQCD) calculations to
provide results that can confront experiment. However,
lattice computations of some key quantities remain at
odds with experimental determinations, including the
momentum fraction carried by partons in the nucleon,
and, notably, the axial-vector charge, gu−dA , of the nu-
cleon. These discrepancies are often attributed to finite-
volume effects, and to the contribution of excited states
to ground-state matrix elements. The calculation of the
axial-vector charge has been a particular focus within
the lattice community, and a dedicated effort to re-
solve these discrepancies has demonstrated success[1], us-
ing a method to control excited states inspired by the
Feynman-Hellman theorem. In this paper we explore a
different means of controlling excited states, through the
use of a novel smearing method, “distillation”[2], and the
variational method for the case of the nucleon charges
gu−dA , gu−dS and gu−dT .

The matrix element of the flavor non-singlet axial-
vector current Aaµ = ψγµγ5

τa

2 ψ, where ψ is the isospin
doublet of u, d quark fields and τ the Pauli-spin matrices
acting in isospin space, between nucleons of momenta p
and p′ can be expressed in terms of the axial-vector and
the induced pseudoscalar and tensor form factors

〈N (p′, s′)|A3
µ |N (p, s)〉 = uN (p′, s′)
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)

+

+
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2MN

γ5GT
(
q2
)] τ3

2
uN (p, s)

(1)

where qµ = p′µ − pµ the momentum transfer. At zero
momentum transfer, the contribution of the pseudoscalar
and tensor form factors to the matrix element of equation
1 vanish, and we are left with the definition of the isovec-
tor axial charge of the nucleon gu−dA = GA (0). The axial-
vector charge gA quantifies the n→ pe−νe coupling, the

degree of low-energy chiral symmetry breaking in QCD,
and even the difference between the u and d quark contri-
butions to the proton spin gA = ∆u−∆d. The breadth
of different phenomena dependent on a knowledge of gA
highlights the need for precise agreement between theo-
retical and experimental determinations. Moreover, the
straightforward definition of gA serves as a useful prov-
ing ground for any new lattice algorithm purporting to
calculate meaningful quantities in QCD.

Precise neutron β decay experiments have measured
the nucleon isovector axial charge gu−dA = 1.2724±0.0023
[3]. Yet, historically, the bulk of lattice calculations

have systematically under-determined gu−dA by roughly
10-15%. This has led to intense discussion in the com-
munity on the role of finite-volume effects, the lack of
chiral symmetry in most lattice formulations of QCD,
the influence of heavy quark flavors, the use of local
currents with large discretization effects, and excited-
state contamination might have on the calculation of
gu−dA and nucleon matrix elements in general. Calcu-
lations have been performed using the Highly Improved
Staggered Quark (HISQ) [4] and Domain Wall (DW) [5]
fermion actions which, despite the restoration of chiral
symmetry, present challenges, namely, identifying quark
flavors and the numerical cost compared to Wilson-type
actions, respectively. Calculations have even been per-
formed with O

(
a2
)

improved currents with novel noise
reduction techniques [6, 7], and others still with 2+1+1
flavor QCD accounting for several excited-states in req-
uisite fits [8, 9]. In all such cases the calculated value

of gu−dA differs from experiment by ∼ 5 − 10%. Clearly
standard techniques of calculating and subsequently fit-
ting two- and three-point correlation functions to extract
gu−dA routinely come up short.

Recent work by [1] employs a methodology inspired by
the Feynman-Hellman theorem to control excited-state
effects by summing over all current insertion times, en-
gendering extrapolation in a single Euclidean temporal
variable rather than two - agreement was found to within



1% of experiment. We remark that a few 2-flavor lattice
QCD calculations employing the Wilson plaquette/clover

fermion actions have been performed for gu−dA whose re-
sults are within ∼ 1% of the experimental determination
[10, 11]. These studies calculated gu−dA for source-sink
separations greater than 1 fm. Furthermore it was found
gu−dA has a strong dependence on the spatial lattice vol-
ume V3. Taken together, suggesting the largest contrib-
utors to uncertainty in gu−dA lie in small lattice volumes
and excited-state contamination.

In this paper, we investigate a means of overcoming
one of the dominant systematic uncertainties in the cal-
culation of nucleon charges, namely that arising from our
inability to isolate the ground-state nucleon from its ex-
citations. The variational method, an algorithm to im-
prove overlap onto a desired state, was applied in [12–
14] to a small basis of Jacobi-smeared nucleon interpo-
lators of the form χ (x) = εabc

[
ua> (x)Cγ5d

b (x)
]
uc (x),

where it was found variationally improved interpolators
can reduce excited-state effects. We will show that an
amalgam of a suitable basis of interpolating operators,
the use of the variational method with that basis, and an
efficient means of computing the needed correlation func-
tions through the application of “distillation”, affords a
powerful and computationally efficient method of tam-
ing excited-state contributions to those charges. Further-
more, we will show that “distillation” alone, enabling a
momentum projection to be performed at each time slice
in the two- and three-point functions, provides a signifi-
cant increase in the statistical precision whilst being an
effective smearing operator with only a single interpo-
lating operator. This allows the reliable extraction of
matrix elements at earlier source-sink separations when
the nucleon signal-to-noise ratio is exponentially better.
As lattice calculations proceed to ever more complicated
quantities, exemplified by quasi-PDFs and pseudo-PDFs,
the need for tamed excited-state effects is paramount.

In this work, we abstain from calculating and present-
ing renormalized isovector charges, and from perform-
ing continuum, finite-volume, and chiral extrapolations.
Throughout this work we consider forward-scattering
matrix elements of nucleons at rest. Although much of
our motivating comments have centered around gu−dA , we

extend our technique to include the scalar gu−dS and ten-

sor gu−dT charges of the nucleon, whose precise determi-
nation will constrain BSM searches at the TeV scale and
dark matter direct-detection searches. A future study
will explore forward-scattering matrix elements of mov-
ing states, and generalizations to scalar, axial, and tensor
nucleon form factors.

This paper is organized as follows. In section II we
discuss excited-state contamination and present the com-
putational methodology employed throughout this work.
In particular, we review distillation as a low-mode ap-
proximation of the more standard Jacobi and Wuppertal
smearing algorithms, and discuss the variational method
as a means of improving overlap onto a desired state.
Section III describes the lattice ensemble, the explicit

construction of the interpolating fields, and then finishes
with a discussion of the strategy used to extract the nu-
cleon charges from our data. In section IV we first feature
a comparison of the nucleon effective masses obtained
using a Jacobi-smeared interpolator, a single “local” dis-
tilled interpolator, and different variationally improved
interpolators from distinct bases of distilled interpola-
tors. We then proceed to present determinations of ef-
fective masses of the nucleon via fits to our data and ul-
timately our extracted charges. We then conclude with a
discussion of our results, a cost-benefit analysis of stan-
dard smearing techniques and distillation, implications
for assorted studies in nucleon structure, and directions
for future research.

II. COMPUTATIONAL METHODOLOGY

We begin this section with some definitions we will use
throughout this work. Isovector charges gΓ of the nucleon
are measured experimentally through the neutron to pro-
ton transitions 〈p (p, s)| OudΓ |n (p, s)〉, where OudΓ = uΓd,
or via proton and neutron charge differences. Imposing
isospin symmetry, one can show

〈p (p, s)| OudΓ |n (p, s)〉 = 〈p (p, s)| Ou−dΓ |p (p, s)〉 (2)

where Ou−dΓ = uΓu − dΓd is an external current. The
isovector charges of the nucleon are thus defined as

〈N (p, s)| Ou−dΓ |N (p, s)〉 = gu−dΓ us (p) Γus (p)

where we normalize the nucleon spinors in Euclidean
space according to∑

s

us (p)us (p) = −i/pE +mN .

Indeed the calculation of isovector quantities is computa-
tionally less demanding than the calculation of isoscalar
and flavor-diagonal quantities, in which the cancellation
of disconnected quark lines in the isospin limit does not
occur.

A. Excited-State Contamination

The calculation of hadronic matrix elements within
LQCD requires the construction of operators that at-
tempt to interpolate a given hadronic state from the
vacuum, with minimal overlap with neighboring states.
As the precise wavefunction of any hadronic state is not
known, any operator construction of a desired continuum
JPC is merely a “best guess” and necessarily overlaps
with other hadronic states of the same quantum numbers
- most notably, excited-states and multi-particle states.
This problem is compounded with the explicit breaking
of Lorentz symmetry, in which continuum operators re-
siding in different irreducible representations (irreps) of
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the Lorentz group can mix under subduction to lattice ir-
reps thereby increasing the number of states contributing
within a given lattice irrep.

Explicitly, consider a two-point correlation function
projected to zero momentum

C2pt(t) =
∑
~x

〈O(~x, t)O(~0, 0)〉, (3)

where O is an interpolating operator for the state of in-
terest. Performing a spectral decomposition, this can be
recast as

C2pt(t) =
∑
n

1

2En
|〈0| O |n〉|2 e−Ent, (4)

where the sum is over all states, of energy En, that can
be created with the operator O. In order to extract re-
liably the ground-state mass M0, for instance, one can
study the large time behavior of the two-point correla-
tor, wherein contributions of excited states are negligi-
ble, or make a judicial choice of interpolating operator
such that the overlap factors Zn = 〈0| O |n〉, for states
n > 0, are greatly suppressed relative to 〈0| O |n = 0〉,
and thereby determine E0 at small temporal separa-
tions. Given that lattice calculations of baryon properties
are constrained by an exponentially increasing noise-to-
signal ratio with increasing Euclidean time, the latter ap-
proach is far preferable. This issue is further compounded
when considering matrix elements of an external cur-
rent J , where the suppression of excited-states is needed
both between the source interpolator and the current,
and the current and the sink interpolator. Thus there is
strong encouragement to develop operators that couple
predominantly to the ground-state, and only weakly to
the excited-states.

B. Smearing

Interpolating fields constructed of point-like quark and
gluonic fields couple to hadronic states at all energy
scales. “Smearing” is a well-established technique to
increase the overlap of interpolators with the low-lying
states of the spectrum (i.e. confinement scale physics),
and to reduce the contribution of the high-energy modes
to correlation functions, through the use of spatially ex-
tended operators of hadronic size. Specifically, we can
replace the quark fields ψ(~x, t) occurring in the path in-
tegral with spatially extended quark fields

ψ̃(~x, t) =
∑
~y

S[U ](~x, ~y)ψ(~y, t),

where S[U ](~x, ~y) is a gauge-covariant scalar “smearing”
kernel that is functionally dependent on the underlying
gauge fields U on some time slice t.

A frequently utilized smearing operator is Jσ,nσ (t) =(
1 + σ∇2(t)

nσ

)nσ
defining the Jacobi-smearing method

[15], where ∇2 is a gauge-covariant discretization of the
Laplacian, σ is the smearing “width”, and nσ represents
the number of applications of the Laplacian. In the large
nσ limit,

ψ̃ (~x, t) = lim
nσ→∞

Jσ,nσ (t)ψ (~x, t)→ eσ∇
2(t)ψ (~x, t)

thus approaching a Gaussian of width σ, characteristic
of the size of a hadron.

C. Distillation & Operator Construction

Distillation[2] is a low-rank approximation to a gauge-
covariant smearing kernel. Specializing to the case
of the Laplacian, we begin by seeking solutions to
−∇2 (t) ξk (t) = λk (t) ξk (t). Ordering solutions by the
magnitude of the eigenvalues λk (t), the distillation op-
erator is constructed as the outer-product of two eigen-
vectors on a given time slice

� (~x, ~y; t)ab =

N∑
k=1

ξ(k)
a (~x, t) ξ

(k)†
b (~y, t) , (5)

where the color indices {a, b} are made explicit. The
distillation operator � is then applied to each quark or
antiquark field both at the source and at the sink.

Distillation affords several advantages over Jacobi-like
smearing methods. Distillation, firstly, factorizes the
construction of the interpolating or current operators
from quark propagation. Secondly, distillation allows op-
erators not only at the sink location but also at the source
to incorporate more elaborate spatial structure, and in
particular derivatives, without additional inversions of
the Dirac operator. Finally, distillation enables momen-
tum projection to be performed both at the source and
sink time slices, thus providing a more thorough sampling
of a given lattice configuration. In this case, equation 3
becomes

C2pt (t) =
∑
~x,~y

〈O (~x, t)O (~y, 0)〉. (6)

These features have been key to the precise determination
of the many energy levels in the QCD spectrum needed
for the study of resonances in lattice calculations. How-
ever, these features are also of advantage in studies of
hadron structure, by enabling the construction of a more
faithful interpolating operator, and by enabling momen-
tum projection at each time slice in a correlation func-
tion.

Specializing to the case of baryons, we will construct
our interpolating operators Oi following the procedure of
ref. [16, 17]

Oi (t) ∝ εabcSαβγi (D1�u)
α
a (D2�d)

β
b (D3�u)

γ
c (t) , (7)

where D1,2,3 are spatial operators constructed from
covariant derivatives, introduced to probe the ra-
dial/angular structure of the nucleon wavefunction, and
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Sαβγ are subduction matrices that project a state of def-
inite continuum spin into irreps of the hypercubic lattice
(explicit construction given in Section III). The build-
ing blocks of the two-point and three-point correlation
functions employing these interpolating operators are

• solution vectors

S
(k)
αβ (~x, t′; t) = M−1

αβ (t′, t) ξ(k) (t)

• perambulators

τklαβ (t′, t) = ξ(k)† (t′)M−1
αβ (t′, t) ξ(l) (t)

• elementals

Φ(i,j,k)
α1,α2,α3

(t) = εabc
(
D1ξ

(i)
)a (
D2ξ

(j)
)b

(
D3ξ

(k)
)c

(t)Sα1,α2,α3

where it should be noted that the the inversion of the
lattice Dirac operator against a smeared point-source in
standard techniques, is replaced in distillation by inver-
sion of the lattice Dirac operator against the kth eigenvec-
tor of time slice t. The principle disadvantage of the dis-
tillation method is that the number of distillation eigen-
vectors N needed to construct a correlation function of
the same resolution is expected to scale as the lattice
spatial volume V3. Since the evaluation of the Wick con-
tractions for mesons and baryons scales as N3 and N4,
respectively, the volume-scaling cost is potentially severe.

D. Variational Analysis

The variational method is an often employed technique
in lattice spectroscopy calculations that seeks to disen-
tangle the contributions of eigenstates to the two-point
correlation of two interpolating operators. The varia-
tional method begins by constructing a matrix of corre-
lation functions

Cij (t) = 〈Oi (t)O†j (0)〉 (8)

where Oi and Oj belong to some basis B of appropri-
ately constructed interpolators with identical quantum
numbers. In practice, these interpolators transform with
definite symmetries in quark flavor, derivative structure,
color, and Dirac structure - where the Dirac structure of
the operator is encoded in the subduction of a contin-
uum operator into lattice irreps. The actual variational
method begins by considering the system of generalized
eigenvalue equations

C (t) vn (t, t0) = λn (t, t0)C (t0) vn (t, t0) (9)

with n ∈ {1, · · · ,dim (B)} and t > t0. It can be shown
that at large times t this system of equations is described
by the “principal correlators” λn (t, t0) = e−En(t−t0),

where the trivial solution vn = 0 is avoided by imposing

the normalization condition v†n’C (t0) vn = δn’n. Equa-
tion 9 is solved independently for each t > t0, with
λn (t0, t0) = 1 by construction. It is possible that in the
process of solving Equation 9, what appears to be themth

eigenvector on time slice tm is not the mth eigenvector on
time slice tm+1. To remedy this, we follow the procedure
of [16] by associating states on different time slices us-
ing the relative similarity between their associated eigen-
vectors. This is accomplished by selecting some refer-

ence time slice tref and maximizing vref†
n’ C (t0) vn, where

vref
n’ ≡ vn’ (tref).
A fitting function

λn (t, t0) = (1−An) e−mn(t−t0) +Ane
−m′n(t−t0) (10)

is applied to the principal correlator to obtain the masses
mn, m′n, and amplitude An. The choice for t0 is made by
attempting to reconstruct the original correlation matrix
Cij (t) using the masses mn, m′n and the extracted over-
lap factors Zn

i [18]. The degree of agreement for t > t0
dictates the choice for t0. Solving the variational method
introduces a slight time-dependence in the overlap fac-
tors. The overlap factors are thus evaluated on a time
slice tZ > t0 that minimizes differences between origi-
nal/reconstructed correlators [18]. The resulting eigen-
vectors vn for each t > t0 yield the optimal linear com-
bination of Oi ∈ B to project the nth-state from the
vacuum

Oopt
n =

∑
i

vinOi. (11)

The variational method may equally be applied to cor-
relation matrices comprised of three-point functions of
different interpolating fields. This would necessarily pro-
duce a better determined Oopt

n , but due to the high Wick
contraction cost of using distillation we elected to per-
form the variational method on a correlation matrix of
two-point functions, thereby fixing Oopt

n for later use.

III. COMPUTATIONAL DETAILS

Our analysis considers a 350 configuration ensemble of
2+1 flavor QCD induced using the clover-Wilson fermion
action, where the associated gauge links are smeared
by one application of the stout smearing [19] algorithm.
This smearing yields a tadpole-improved tree-level clover
coefficient that is nearly identical to the corresponding
non-perturbative determination. The reader is referred
to [12, 13] for a discussion regarding the gauge action
used to generate this ensemble. Calculations were per-
formed on a 323 × 64 lattice with periodic (spatial) and
anti-periodic (temporal) boundary conditions and an in-
verse coupling of β = 6.3. In the three flavor theory,
the strange quark mass was set by requiring the ra-
tio

(
2M2

K+ −M2
π+

)
/MΩ− to assume its physical value.

From there the degenerate light-quark masses were tuned
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until an estimated pion mass of mπ = 356 MeV was
achieved. This lattice ensemble was found to have a lat-
tice spacing of a = 0.098 fm via the Wilson-flow scale
w0 - with these values we note amπ ∼ 0.176803 and
amπL ∼ 5.658, where amπL ≥ 4 is the generally held de-
marcation of exponentially-suppressed finite-volume cor-
rections.

We explore the efficacy of four different types of opera-
tors used to interpolate nucleon states from the vacuum,
with particular consideration given to distillation. In this
work we only study zero-momentum nucleons, polarized
along the z-axis. A future work will study nucleons with
non-zero momentum.

Jacobi smeared Interpolator

Prior to construction of our quark sources comprising
our selected interpolators, the background gauge links
are smeared via 20 applications of stout smearing with
smearing parameter: ρij = 0.08 and ρµ4 = ρ4µ = 0 -
thereby reducing noise present in the resultant correla-
tion functions due to source fluctuations.

As a benchmark with which to compare to distillation,
we begin with the simplest nucleon interpolator consis-
tent with the nucleon JPC

N (x) = εabc
[
qa>1 (x)C

(1± γ4)

2
γ5q

b
2 (x)

]
qc1 (x) (12)

where {q1, q2} are two flavors of degenerate light quarks,
{a, b, c} color indices, C = γ2γ4 the charge conjuga-
tion matrix, and a suppressed Dirac index. The non-
relativistic projector (1± γ4) /2 is included in the oper-
ator construction to reduce the noise-to-signal ratio in
forward (backward) propagating states. To make con-
tact with previous work (e.g. [12, 13]) N (x) is smeared
with 60 hits of Jacobi smearing, with width σ = 5.0. We
refer the reader to [12, 13] for an extensive analysis of the
effect different Jacobi smearing parameters has on the de-
termination of nucleon isovector charges. Herein we refer
to the Jacobi smeared interpolator as “Jacobi-SS”.

Correlation functions that employ N as the
source/sink interpolator are constructed via appli-
cation of appropriate projection operators

C2pt (t) =
∑
~x

〈P2pt
βα Nα (~x, t)N β (0)〉 (13)

C3pt (t, τ) =
∑
~x,~z

〈P3pt
βα Nα (~x, t)Ou−dΓ (~z, τ)N β (0)〉 (14)

where P2pt = (1 + γ4) /2 is used to project onto the
forward-propagating positive parity nucleon, and where
P3pt = P2pt (1 + iγ5γ3) is used for the corresponding
connected insertions. The spatial sums serve to project
each correlation function to zero momentum. A stan-
dard spectral decomposition demonstrates that the Dirac

structure of Ou−dΓ must be 1, γ4, γ3γ5, γ1γ2 to extract
the scalar, vector, axial, and tensor charges, respectively.
Lastly, the sequential source method is implemented to
calculate C3pt, thereby minimizing the number of distinct
inversions of the Dirac operator.

Distilled Interpolators

We elect to use a distillation space of rank 64, from
which the perambulators and solution vectors are con-
structed. The distillation space on each time slice is cal-
culated only after 10 iterations of stout smearing is ap-
plied to the gauge links with smearing factor ρij = 0.08
and ρµ4 = ρ4µ = 0. As with point sources constructed
using N , this is done to reduce noise in the correlation
function due to fluctuations in the source eigenvectors.

When expressed in a form exposing the permutational
symmetry of the flavor (F), spatial (D) and Dirac (S)
structures, our distilled interpolators take the form

O =
(
FP(F) ⊗ SP(S) ⊗DP(D)

)
{q1q2q3} (15)

where P (· · · ) expresses the symmetric (S), mixed-
symmetric (M), and anti-symmetric (A) character of the
given structure. Explicitly our employed distilled inter-
polators are

•
(
NM ⊗

(
1
2

+
)1

M
⊗D[0]

L=0,S

)JP= 1
2
+

= 2SS
1
2

+

•
(
NM ⊗

(
1
2

+
)1

M
⊗D[2]

L=0,M

)JP= 1
2
+

= 2SM
1
2

+

•
(
NM ⊗

(
1
2

+
)1

M
⊗D[2]

L=0,S

)JP= 1
2
+

= 2S′S
1
2

+

•
(
NM ⊗

(
1
2

+
)1

M
⊗D[2]

L=1,A

)JP= 1
2
+

= 2PA
1
2

+

•
(
NM ⊗

(
1
2

+
)1

M
⊗D[2]

L=1,M

)JP= 1
2
+

= 2PM
1
2

+

•
(
NM ⊗

(
3
2

+
)1

S
⊗D[2]

L=1,M

)JP= 1
2
+

= 4PM
1
2

+

•
(
NM ⊗

(
3
2

+
)1

S
⊗D[2]

L=2,M

)JP= 1
2
+

= 4DM
1
2

+

where the superscript JP indicates the overall spin-parity
quantum numbers of the interpolator [16]. For brevity,
we have expressed the interpolators in a compact spec-
troscopic notation 2S+1LPJ

P , where S represents the
Dirac spin, L the angular momentum induced by any
derivatives, P the permutational symmetry of the deriva-
tives, and JP the total angular momentum and parity of
the interpolator. The first distilled interpolator we con-

sider is the 2SS
1
2

+
interpolator, which is the closest non-

relativistic analogue of the standard nucleon interpolator
given in Eq. 12.
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In an effort to improve upon any gained benefits by
using distillation, we further supplement distillation by
employing the variational method on two different bases
of distilled interpolators. Our first application of the vari-
ational method is to a basis of three distilled interpolators

B3 = { 2SS
1
2

+
, 4PM

1
2

+
, 4DM

1
2

+} (16)

where we note 4PM
1
2

+
and 4DM

1
2

+
are explicitly of hy-

brid character. This choice is principally motivated by
[17] where it was found these hybrid interpolators, in

addition to 2SS
1
2

+
, had predominant overlap onto the

ground-state nucleon. The variational method applied
to B3 leads to a variationally improved interpolator that
we define to be P̂3. The final interpolator we consider is
found by expanding the basis B3 to include distilled in-
terpolators that probe the radial/orbital structure of the
nucleon (see above)

B7 = { 2SS
1
2

+
, 2SM

1
2

+
, 2SS

1
2

+
, 2PA

1
2

+
,

2PM
1
2

+
, 4PM

1
2

+
, 4DM

1
2

+}
(17)

We refer to this variationally improved interpolator as

P̂7. The superficially redundant 2SS
1
2

+
and 2S′S

1
2

+
in-

terpolators, with the same spectroscopic notation but
differing derivative constructions, correspond to different
radial extents of the interpolator.

As outlined in Section II D, the construction of a
variationally-improved interpolator relies on careful se-
lection of a reference time slice t0, and the time slice
tZ at which to evaluate the overlap factors. Dividing out
the ground-state time dependence, if a single exponential
were to contribute to the principal correlator, a plateau
of unity should be expected. Based on the applied fits
of equation 10, a good determination of the ground-state
within our basis of interpolators is thus indicated by a
plateau in the re-scaled correlator around unity - A0 � 1
and ∆mn′0 = mn′ −m0 � 1. For the two variationally-
improved interpolators we consider, we found

P̂3 −→ {t0 = 3, tZ = 5}
P̂7 −→ {t0 = 6, tZ = 8}

led to ideal reconstruction of the original correlator.

A. Matrix Element Extraction

The extraction of matrix elements on the lattice typi-
cally proceeds by calculation of some 3-point correlator,
over a range of source-sink interpolator separations, and
where an external current is inserted for all intermedi-
ate times. Under the presumption of no excited-state
contamination (i.e. in the limits 0 � τ � tsep), the
3-point correlator is then divided per ensemble average
by a two point correlator with the same source/sink in-
terpolators of the same source-sink separation. This di-
vision removes overlap factors, masses, and exponential

source/sink time dependence from the matrix element
signal. A plateau in this ratio, for fixed interpolator sep-
arations and varying current insertion times, should be
the desired matrix element. However, as we are inter-
ested in ground-state matrix elements J00, the plateau
necessarily contains contributions from matrix elements
of all excited-states.

1. Correlator Behavior

A zero momentum projected two-point correlation
function using Jacobi-smeared interpolators is defined by

C2pt
αβ (~p = ~0, t) =

∑
~x

〈Nα (~x, t)N β(~0, 0)〉.

Inserting the non-relativistic projector, and performing a
spectral decomposition exposes the competing contribu-
tions of all states in the spectrum.

C2pt (t) = 2
∑
n

|Zn|2 e−Mnt (18)

where the sum is only over eigenstates with quantum
numbers of N . To quantify and control excited-state
contributions to C2pt, we elect to perform a 2-state fit of
the form

C2pt
fit (t) = e−M0t

[
|a|2 + |b|2 e−(M1−M0)t

]
(19)

for each of the four distinct interpolators we consider.
The factoring of the ground-state time dependence aids
in stabilizing our fits and in the determination of our ex-
tracted charges, as explained later. In this manner we
obtain determinations of m0, m1, |Z0|2 and |Z1|2, while
simultaneously quantifying the efficacy of each interpola-
tor to separate the ground-state from its excitations viz.
∆m = M1 −M0. The correlator behavior when using
distilled interpolators is identical that above, except for
the addition of an overall volume factor V3 to Equation
18 due to the momentum projection at the source and
translational symmetry.

A zero momentum projected three-point correlation
function using Jacobi-smeared interpolators is given by

C3pt
αβ (tsep; τ) =

∑
~x

∑
~z

〈Nα (~x, tsep)J (~z, τ)N β(~0, 0)〉

(20)
where τ is the insertion time slice, restricted to the time-
ordering 0 < τ < tsep, and J the applied external cur-
rent. An analogous spectral decomposition with the ap-
propriate projector leads to

C3pt(tsep; τ) =
∑
n,s

∑
n′,s′

e−Mn′ (tsep−τ)e−Mnτ

4Mn′Mn
×

× Zn′Z†n 〈n′, p′, s′| J |n, p, s〉

(21)
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Again retaining the lowest two energy eigenstates in the
sum, we have

C3pt (tsep, τ) =

(
|Z0|2

4M2
0

J00e
−M0tsep +

|Z1|2

4M2
1

J11e
−M1tsep

)
+

+

(
Z0Z

†
1

4M0M1
J01e

−M0tsepe−(m1−m0)τ+

+
Z1Z

†
0

4M0M1
J10e

−M1tsepe(m1−m0)τ

)
where Jn′n = 〈n′, s′| J |n, s〉, with n′, n ∈ N. By isolat-
ing the current insertion time dependence of the three-
point correlator, it becomes clear that calculation of a
three-point correlation function for a single source-sink
separation tsep is insufficient to reliably extract the ma-
trix elements J00 and J11. As Zn are real and J01 = J10

for zero-momentum states, the above can be reorganized
into

C3pt (tsep, τ) =

(
|Z0|2

4M2
0

J00e
−M0tsep +

|Z1|2

4M2
1

J11e
−M1tsep

)

+
Z0Z1

2M0M1
J01e

− (M1+M0)
2 tsep×

× cosh
[
(M1 −M0)

(
τ − tsep

2

)]
.

We then apply a 2-state fit to the three-point correlation
functions,

C3pt
fit (tsep, τ) = e−M0tsep

(
A+ Be−∆mtsep+

+ Ce−∆m
tsep
2 cosh

[
∆m

(
τ − tsep

2

)]) (22)

where τ is the current insertion time and ∆m = M1−M0.
We note that in our actual fitting procedure, we explicitly
specify ∆m as the former. As with the functional form
employed to fit the two-point correlation functions, we
factor the ground-state time dependence from the func-
tional form of the three-point fits. This factoring makes
manifest the desired ground-state matrix element in the
limits 0 � τ � tsep. The correlator behavior when us-
ing distilled interpolators is again identical to that above,
except for the addition of an overall volume factor V3 to
Equation 20.

Determining the precise relationship between the fitted
parameters to extract the ground-state matrix element
J00, requires a more detailed look at our interpolators.
Although the constructed distilled interpolators contain
no free spinor indices, our use of positive-parity nucle-
ons polarized along the z-direction can be viewed as the
standard application of projectors on the nucleon inter-
polating field of Equation 12. At zero-momentum we
again have,

C2pt (t) =
∑
~x

〈P2pt
βα Nα (~x, t)N β (0)〉

C3pt (tsep, τ) =
∑
~x,~z

〈P3pt
βα Nα (~x, tsep)Ou−dΓ (~z, τ)N β (0)〉

Proceeding with the spectral decomposition of C2pt we
have,

C2pt (tsep) =
∑
n,s

e−Mntsep

2Mn
P2pt
βα ×

× 〈Ω| Nα |n, p, s〉 〈n, p, s| N †β |Ω〉

=
∑
n,s

|Zn|2 e−Mntsep

2Mn
P2pt
βα u

n
α(~0, s)unβ(~0, s)

=
∑
n

|Zn|2 e−Mntsep

2Mn
Tr
[
P2pt

(
−i/pE +Mn

)]
From which it is easily shown that the constant coeffi-
cients of the 2-state fit applied our two-point correlators
are of the form |a|2 = 2 |Z0|2 and |b|2 = 2 |Z1|2.

The spectral decomposition of C3pt proceeds analo-
gously,

C3pt (tsep, τ) =
∑
n,s

∑
n′,s′

e−Mn′ (tsep−τ)e−Mnτ

4Mn′Mn
×

× Zn′Z†nP
3pt
βα u

n′

α (~0, s′)unβ(~0, s)×
× 〈n′, p′, s′| J |n, p, s〉

=
∑
n,s

∑
n′,s′

e−Mn′ (tsep−τ)e−Mnτ

4Mn′Mn
×

× Zn′Z†nP
3pt
βα u

n′

α (~0, s′)unβ(~0, s)×

× un
′

ρ (~0, s′)Jρσuσ(~0, s)

=
∑
n′,n

Zn′Z
†
n

4Mn′Mn
e−Mn′ (tsep−τ)e−Enτ×

× Tr
[
P3pt

(
−i/pE

′ +Mn′

)
Jn′n

(
−i/pE +Mn

)]
It then follows A = 2g00

Γ |Z0|2 and B = 2g11
Γ |Z1|2. We

can then extract the ground-state matrix element via

gΓ
00 = A/ |a|2 .

The extraction of the isovector charges gu−dΓ proceeds via
calculation of the nucleon 3-point correlator for tsep ∈
{8, 12, 16} and τ ∈ [0, tsep − 1].

To extract the masses, overlap factors and matrix ele-
ments from our data, we perform simultaneous fits to the
two-point and three-point correlation functions according
to Equations 19 and 22, respectively.

IV. RESULTS

Rather than view the calculated two-point correlation
functions directly, we judge the quality of the two-point
correlators for each interpolator by plotting the effective
mass

Meff (t+ 0.5) =
1

a
ln

C2pt (t)

C2pt (t+ 1)
(23)
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as a function of the source-sink separation t. Calculat-
ing each two-point correlator, averaged over three differ-
ent source positions, leads to the effective masses seen in
Figure 1. The lack of a plateau in the effective mass of
the Jacobi-SS interpolator until t ∼ 10 is indicative of
excited-state contamination for source-sink separations

of . 1 fm. Use of the 2SS
1
2

+
distilled interpolator leads

to an earlier onset of a plateau in the effective mass,
with statistical uncertainty that is at least 50% smaller
than that of the Jacobi-SS interpolator. This plateau is
seen to begin for t ∼ 6, or ∼ 0.6 fm. It is also worth
noting that the expected exponentially increasing noise
in the nucleon effective mass is substantially suppressed
at larger source-sink separations, when compared to the
Jacobi-SS interpolator.

Use of a variationally improved interpolator derived
from bases of distilled interpolators, (P̂3 or P̂7), leads to
a more rapid exponential decay of excited states at early
Euclidean times. The effective mass induced by the P̂3

interpolator exhibits a plateau that has nearly the same

statistical precision as that of the 2SS
1
2

+
interpolator,

while the excited-states are seen to decay more rapidly for
t < 5. Expanding the basis of distilled interpolators, the
P̂7 interpolator leads to an even more rapid decay of ex-
cited states for t < 5, consistent with a variationally im-
proved interpolator receiving excited-state contributions
from states higher in energy than those within the basis.

As with the 2SS
1
2

+
and P̂3 interpolators, the effective

mass of P̂7 begins around t = 6, however the plateau is
noticeably lower than the former. In general, the sta-
tistical precision of all distilled interpolators appears to
be comparable, except for large Euclidean times wherein
the determination of the variationally improved inter-
polators becomes increasingly uncertain. We attribute
this increased uncertainty to stem from the variationally
improved interpolators being relatively unconstrained at
large source-sink separations, where elements of the cor-
relation matrix (Eq. 8) are themselves dominated by
noise.

A. Two-State Analysis

To quantify the discussion above and set expectations
for the masses and overlap factors we will extract from
the simultaneous fits to be applied to the three-point
and two-point correlators, we explore the efficacy 1- and
2-state fits have in describing the calculated effective
masses. All fits are restricted such that 2 ≤ tfit ≤ 16
thereby avoiding contact terms in the clover Wilson ac-
tion and a collective fluctuation of the effective masses for
t & 16. The results of these fits are collected in Tables I
and II.

Although single-state fits make explicit the improve-
ments gained by using distillation over standard Jacobi-
smearing, notably a ∼ 3% difference in the determina-
tion of the ground-state mass, the improvements at this

Fit C2pt (t) = |a|2 e−M0t

Ô tfit |a|2 M0 χ2
r

Jacobi-SS

[4, 16] 5.032(095)e-08 0.563(4) 4.334

[5, 16] 4.701(100)e-08 0.556(3) 1.458

[6, 16] 4.516(122)e-08 0.551(4) 0.932

[7, 16] 4.450(148)e-08 0.550(4) 0.977

2SS
1
2
+

[4, 16] 1.627(011)e-02 0.548(1) 20.77

[5, 16] 1.552(011)e-02 0.542(1) 6.314

[6, 16] 1.500(013)e-02 0.538(1) 2.354

[7, 16] 1.483(016)e-02 0.537(1) 2.237

P̂3

[4, 16] 1.159(08)e+00 0.546(1) 9.819

[5, 16] 1.114(09)e+00 0.541(1) 3.227

[6, 16] 1.084(11)e+00 0.538(1) 1.510

[7, 16] 1.073(13)e+00 0.537(2) 1.393

P̂7

[4, 16] 1.045(09)e+00 0.540(1) 3.094

[5, 16] 1.021(10)e+00 0.537(2) 1.509

[6, 16] 0.999(12)e+00 0.535(2) 0.613

[7, 16] 0.999(15)e+00 0.535(2) 0.688

TABLE I. One-state fitted parameters to 2-point correlators.
As the initial time slice over which fits are performed is made
larger, the determined ground-state mass, as expected, is
found to decrease. The ground-state mass of the Jacobi-SS
interpolator is seen to converge toward M0 ∼ 0.55, while for
the distilled interpolators the ground-state mass appears to
converge towards M0 ∼ 0.535 - a ∼ 3% difference. Errors are
purely statistical.

stage hardly seem worth the cost of constructing the re-
quired distillation basis. By including a second state in
the fits performed to the two-point correlators, the gains
produced by distillation are quite encouraging.

FIG. 1. Nucleon effective mass when using Jacobi-SS (pur-

ple) and distilled interpolators. The non-relativistic 2SS
1
2

+

(blue) distilled interpolator shows considerable improvement
over the Jacobi-SS interpolator, while applying the GEVP to
a basis of distilled interpolators of order 3 (green) and of or-
der 7 (red) show further improvement. The effective mass
was calculated for three different source-positions on the 350
configuration ensemble.
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The inclusion of a second state in fits to the two-point
correlators yields slightly smaller determinations for the
ground-state mass and overlap factors when using the Ja-

cobi, 2SS
1
2

+
, and P̂3 interpolators, while little change is

seen in the P̂7 interpolator. The most striking difference
between the interpolators comes in the determination of
the first-excited state mass. The determined mass gaps
are

∆m = (M1 −M0) '


0.487 Jacobi-SS

0.639 2SS
1
2

+

0.718 P̂3

0.730 P̂7

Evidently distillation and the variational method lead
to greater elimination of excited-state contributions to
the two-point correlators, where the mass gap is ∼ 31%,

∼ 47%, and ∼ 50% larger for the 2SS
1
2

+
, P̂3, and P̂7 in-

terpolators, respectively, when compared to the Jacobi-
SS interpolator. The compounded improvements of the
variational method applied to our bases of distilled inter-
polators is entirely consistent with [20].

B. Results for gu−d
S , gu−d

A , gu−d
T , gu−d

V

In this section we seek a more reliable determination of
the masses, overlap factors, and likewise nucleon matrix
elements, by performing simultaneous fits to three-point
and two-point correlators with interpolator O and cur-
rent structure Γ. We fix the window over which the two-
point correlators are fit to be tfit

2pt ∈ [2, 16], while several
three-point fit windows are studied. The three-point fit
windows are identified by τbuff - that is for a given tsep,
τfit ∈ [0 + τbuff, tsep − τbuff].

To illustrate the extracted isovector charges and to
quantify the degree of excited-state contamination, we
plot an effective charge defined as

gΓ, eff (tsep, τ) =
C3pt

Γ (tsep, τ)

C2pt
fit (tsep)

(24)

where C3pt
Γ (tsep, τ) is the three-point correlation func-

tion for a given source-sink separation and current in-
sertion time, and C2pt

fit (tsep) is the corresponding best
fit applied to the two-point function of the same inter-
polators and source-sink separation. Error of the effec-
tive charges is estimated via a simultaneous jackknife re-
sampling of the two-point fit and three-point correlator,
and proper accounting of covariance between fitted pa-
rameters. Shown together with the effective charges are
our extracted values for the isovector charges using the
methodology described above. Error (gray) bands of the
extracted charges (black line) is determined through the

ratio of fit parameters A/ |a|2, likewise accounting for pa-
rameter covariance. We highlight that nearly the same
masses for the ground- and first-excited states are found

from the 2-state fits to the two-point correlators and from
the simultaneous fits to the two- and three-point corre-
lators.

1. gu−d
S

Coupling of the isovector scalar current S3 = q τ
3

2 q to
the Jacobi-SS interpolator Nα produces an effective ma-
trix element (denoted here as Meff

S ) that is determined
to within no less than ∼ 10% uncertainty. Although
Meff

S is symmetric about the midpoint τ − tsep/2 for
tsep = 8, indicating equal excited-state contamination
on the source/sink side of the insertion, Meff

S exhibits
antisymmetric behavior for tsep/a = 12 and is largely
statistical noise for source-sink separations greater than
1.5 fm.

Immediately noticeable with the use of a single dis-

tilled interpolator ( 2SS
1
2

+
) is the considerable reduction

in statistical uncertainty of Meff
S for different values of

tsep. Moreover, the determinations of Meff
S for differ-

ent tsep are in greater agreement, with a definite plateau
established for tsep ∼ 1.18 fm. Recalling that a simul-
taneous fit has been performed to extract the matrix el-
ement, the fact that the tsep = 16 values of Meff

S are
not described by the corresponding curve indicates that
much of the constraining information about the matrix
element is encoded for tsep . 12.

Introduction of two hybrid interpolators to construct
P̂3 appears to return the tsep = 8, 12 determinations of
Meff

S to a form structurally similar to that found for the
Jacobi-SS interpolator. It is curious to note that the
tsep = 16 determination ofMeff

S is nearly identical to the

corresponding determination with 2SS
1
2

+
, with inflated

errors bars. These data suggest the inclusion of only the
two hybrid interpolators provides limited improvement
in the extraction of gu−dS . Inclusion of the remaining dis-
tilled interpolators in the variational analysis yields de-
terminations ofMeff

S that not only exhibit broad plateaus
as a function of τ , but are also consistent within error and

are consistent with the 2SS
1
2

+
determination.

2. gu−d
A

The isovector axial current A3
µ = qγµγ5

τ3

2 q is the inser-
tion that is most sensitive to excited-state contamination
and finite volume effects. As with gu−dS , determinations
of the effective matrix element (denoted here asMeff

A ) for
different tsep using the Jacobi-SS interpolator are plagued
with poor statistics. Clearly spatial Gaussian smearing
of Nα is insufficient in suppressing excited-state effects.

Employing the local distilled interpolator 2SS
1
2

+
yet

again leads to dramatic reduction in statistical uncertain-
ties in determinations Meff

A , and an increase in the ex-

tracted value of gu−dA by ∼ 7%. Notably broad plateaus
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inMeff
A can likewise be seen for tsep = 8, 12 that are con-

sistent within error, thereby reducing the minimal source-
sink separation (. 1 fm) to reliably extract gu−dA .

The behavior of the P̂3 interpolator is in line with that
found for gu−dS - reduced agreement between tsep = 8, 12
determinations, and fits most heavily constrained by data
at smaller source-sink separations. Curiously, the slight

oscillation seen in the tsep = 16 2SS
1
2

+
determination of

Meff
A is amplified following application of the variational

method. Prior to τ − tsep < −2, the tsep = 16 effec-
tive matrix element seems to fall into agreement with the
tsep = 12 determination. We believe this abrupt decrease
in the tsep = 16 effective matrix element to be caused by
neglect of backward-propagating negative parity states
in the elemental construction.

The P̂7 interpolator perpetuates the double-plateau
feature in the tsep = 16 determination of Meff

A . Remark-
ably, however, application of the variational method to
this enlarged basis of distilled interpolators demonstrates
absolute agreement between the tsep = 8, 12 determina-
tions of Meff

A .

3. gu−d
T

The isovector tensor current T 3
µν = q i2 [γµ, γν ] τ

3

2 q is
among one of the best determined quantities in the nu-
cleon, particularly at zero virtuality defining gu−dT . This
facet is supported by models that show excitations of
excited-states in the nucleon are suppressed when cou-
pling the tensor current T 3

µν [21].

As with previous charges, the 2SS
1
2

+
interpolator

leads to a dramatic reduction in statistical uncertainty
of the effective matrix elements (denoted here as Meff

T )
when compared to Jacobi-SS. By tsep ∼ 1.18 fm, a defi-
nite plateau is present inMeff

T for several insertion times
τ ; this same plateau is shared with the tsep = 16 de-
termination. The absolute agreement of the central val-
ues and error of the tsep = 12, 16 determinations suggest
that when using distillation, a source-sink separation of
roughly 1fm is sufficient to reliably extract gu−dT .

The variationally improved P̂3 expands upon the im-

provements seen with the 2SS
1
2

+
interpolator. De-

spite the extracted value of gu−dT being roughly equal

(1.147(13) vs. 1.145(15), respectively) for 2SS
1
2

+
and

P̂3, the tsep = 12, 16 determinations depict an even
broader plateau that are again entirely consistent within
error. These enlarged plateaus for numerous insertion
times τ follow naturally from a determination of ∆m
that is ∼ 53% (∼ 11%) greater than that determined

with 2SS
1
2

+
(P̂3).

Proceeding to the P̂7 interpolator continues the trends
seen with other distilled interpolators, wherein the statis-
tical uncertainties are greatly reduced and the plateaus
in the effective matrix elements are seen to become ever
larger. Remarkably, the tsep = 16 determination using

P̂7 resembles that of the vector charge - a matrix element
that is constant in τ within minor statistical fluctuations.
We emphasize here that the effective matrix element for
τ−tsep/2 = −8 is coincident with the source interpolator

and thus should not be considered a reflection of gu−dT .
Recalling the functional form of the fit applied to the

three-point correlator, Eq. 22, the coefficient B encodes
the first excited-state matrix element and C captures the
ground to first excited-state transition matrix element.
As evident from Table V, the determinations of B for each
interpolator are generally consistent with zero, indeed
supporting the notion that excited-state contributions to
gu−dT are greatly suppressed. On the other hand, the
largest source of contamination appears to stem from the
transition matrix element contained in C.

4. gu−d
V

As the isovector vector current V 3
µ = qγµ

τ3

2 q simply
counts the number of quarks within the nucleon, and all
its excitations, there is no surprise in the extraction of
gu−dV for each interpolator. We have included the nu-
cleon vector charge here as a useful sanity check, thus
ensuring such an observable that is independent of state
and τ is indeed recovered. The continuum requirement
1 = ZV g

u−d
V trivially sets the vector current renormal-

ization to be ZV ∼ 0.856, consistent with determinations
on finer lattice ensembles with lighter mπ [12, 13]. As
for the scalar charge, distillation alone affords consid-
erably improved statistics over Jacobi-SS interpolators.
That said, application of the variational method to a ba-
sis of distilled interpolators appears to produce a curious
“spreading” in the determined effective matrix elements.

C. Numerical Cost

Given the substantial benefits incurred by use of dis-
tillation and the variational method in such calculations
of hadronic structure, it is worth while to pause and con-
sider the numerical cost of doing so.

The calculation of point-to-all propagators in standard
lattice calculations proceeds by inverting the chosen dis-
cretization of the Dirac operator against a point source
in coordinate, spinor, and color space

S (~x, ~y)
βα
ba =

∑
~z,γ,c

D−1 (~y, ~z)
βγ
bc δ (~y − ~z) δγαδca. (25)

This operation requires 12 distinct inversions of the Dirac
operator, one for each spinor and color index {α, a}. In
our case of the nucleon, with degenerate u and d-quarks,
this captures the propagation of the nucleon from some
source point to all other points on the lattice. Imple-
menting the sequential-source method, as we did for the
Jacobi-SS interpolator, reduces the number of required
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FIG. 2. Extracted effective unrenormalized isovector scalar charge using the Jacobi-SS (left) and the 2SS
1
2

+
(right) distilled

interpolators. Displayed plots are for simultaneous fits with tfit
2pt ∈ [2, 16] and τbuff = 2.

FIG. 3. Extracted effective unrenormalized isovector scalar charge using the projected distilled interpolator from the 3x3
GEVP (left) and the projected distilled interpolator from the 7x7 GEVP (right). Displayed plots are for simultaneous fits with
tfit
2pt ∈ [2, 16] and τbuff = 2.

inversions by combining the computed point-to-all propa-
gator with the sink interpolator and using this object as a
source for further inversions (deemed sequential propaga-
tors). As the u-quarks can be combined into one sequen-
tial source and the d-quarks another, the computation
of a three-point function in the sequential-source frame-
work requires two additional inversions against a color
and spinor point source. As the sequential propagators
must be recomputed for each new source-sink separation
tsep, we arrive at

Nsrc [12 + 24 ·Nseps]Ncfg (26)

total inversions of the Dirac operator for a single Jacobi-
smeared interpolator, where Nsrc is the number of source
positions, Nseps the number of source-sink separations,

and Ncfg the number of gauge configurations. Were the
variational method applied to a two-point correlation ma-
trix of different Jacobi-smeared interpolators, 12 ×Nops

inversions would be required to construct the requisite
variationally-improved interpolator. The total number of
inversions in the three-point function remains unchanged,
and we would then have

Nsrc [12 (1 +Nops) + 24 ·Nseps]Ncfg (27)

inversions, with Nops the dimension of the interpolator
basis. If instead the variational method were applied to
a correlation matrix of different Jacobi-smeared three-
point functions, Nops inversions would be needed at the
source and an additional Nops in the construction of the
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FIG. 4. Extracted effective unrenormalized isovector axial charge using the Jacobi-SS (left) and the 2SS
1
2

+
(right) distilled

interpolators. Displayed plots are for simultaneous fits with tfit
2pt ∈ [2, 16] and τbuff = 2.

FIG. 5. Extracted effective unrenormalized isovector axial charge using the projected distilled interpolator from the 3x3 GEVP
(left) and the projected distilled interpolator from the 7x7 GEVP (right). Displayed plots are for simultaneous fits with
tfit
2pt ∈ [2, 16] and τbuff = 2.

sequential propagators, for a total

NsrcNops [12 + 24 ·NsepsNops]Ncfg. (28)

In the case of distillation, the inversion of the Dirac
operator against a point source is replaced with inversion
against an eigenvector on some time slice t:

S
(k)
αβ (~x, t′; t) = D−1

αβ (t′, t) ξ(k) (t) (29)

As the eigenvectors are determined by solution of
−∇2 (t) ξ(k) (t) = λ(k) (t) ξ(k) (t) given some gauge co-
variant discretization of ∇2, the calculation of the kth

solution vector requires 3 inversions of the Dirac opera-
tor, one for each (suppressed) color index. In practice,
for a given tsep, we calculate the solution vectors forward

(backward) from the source (sink), where the solution
vectors from the source are used in the two-point and
three-point calculations. Thus for a single distilled inter-
polator the total number of inversions becomes

3 ·NsrcNeigs (1 +Nseps)Ncfg (30)

where Neigs is the dimension of the distillation space.
With Neigs = 64 in our case, this cost at first seems
excessive. However, once these solution vectors have
been computed, any number of interpolating fields,
variationally-optimized or otherwise, can be correlated
without additional cost. This motivates a potential realm
of future study, wherein the stability of our extracted
matrix elements can be explored as the rank of the dis-
tillation space is reduced.
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FIG. 6. Extracted effective unrenormalized isovector tensor charge using the Jacobi-SS (left) and the 2SS
1
2

+
(right) distilled

interpolators. Displayed plots are for simultaneous fits with tfit
2pt ∈ [2, 16] and τbuff = 2.

FIG. 7. Extracted effective unrenormalized isovector tensor charge using the projected distilled interpolator from the 3x3
GEVP (left) and the projected distilled interpolator from the 7x7 GEVP (right). Displayed plots are for simultaneous fits with
tfit
2pt ∈ [2, 16] and τbuff = 2.

D. Conclusions

We have investigated the use of distillation, and an
extended basis of interpolators, in the calculation of the
scalar, axial and tensor isovector charges of the nucleon,
and made comparisons with a calculation on the same en-
semble using the conventional Jacobi-smearing method of
a single smearing radius. We find that distillation affords
a considerable improvement in the statistical quality of
the data when compared with calculations using Jacobi
smearing. We attribute this dramatic improvement af-
forded by distillation to be a direct consequence of mo-
mentum projection performed at both source and sink
in the case of a two-point function, and at source, sink
and current in the case of a three-point function. More

surprisingly, even the use of a single, local interpolat-
ing operator results in a suppression of the contribution
of excited-states relative to that of the ground-state in
both two-point and three-point functions.

For our variational analysis, we employed a basis of
operators comprising the non-relativistic operators that
can be constructed with up to two covariant derivatives,
together with so-called “hybrid” operators where the glu-
ons play a manifest role. Whilst the improvement was
not as dramatic as that between a single Jacobi-smeared
and a single distillation-smeared operator, the use of the
variational method and the extended basis provided more
consistency and fidelity in the matrix elements for differ-
ent source-sink separations. Furthermore, the extended
basis can be introduced without further propagator cal-
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FIG. 8. Extracted effective unrenormalized isovector vector charge using the Jacobi-SS (left) and the 2SS
1
2

+
(right) distilled

interpolators. Displayed plots are for simultaneous fits with tfit
2pt ∈ [2, 16] and τbuff = 2.

FIG. 9. Extracted effective unrenormalized isovector vector charge using the projected distilled interpolator from the 3x3
GEVP (left) and the projected distilled interpolator from the 7x7 GEVP (right). Displayed plots are for simultaneous fits with
tfit
2pt ∈ [2, 16] and τbuff = 2.

culations, in contrast to the case of Jacobi smearing
where the use of the variational method demands a con-
siderable increase in the number of propagators to be
computed.

The next step in our program is to extend our in-
vestigation from matrix elements between nucleons at
rest to those in motion, and from forward matrix el-
ements to off-forward matrix elements. The former is
key to the efficient application of the quasi-PDF, pseudo-
PDF and current-current correlator methods to the cal-
culation of parton distribution functions in the nucleon,
whilst the latter is important for form factors at high
momenta, and off-forward matrix elements such as gen-
eralized parton distributions. Nonetheless, the work pre-
sented here clearly demonstrates the efficacy of distilla-

tion as a means both of decreasing the statistical un-
certainty, and of reducing excited-state contributions, in
calculations of nucleon properties.
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Fit C2pt (t) = |a|2 e−M0t + |b|2 e−M1t

Ô tfit |a|2 M0 |b|2 M1 χ2
r

Jacobi-SS

[2, 16] 4.12(25)e-08 0.543(6) 3.70(25)e-08 1.04(08) 0.842

[3, 16] 3.81(42)e-08 0.536(9) 3.12(35)e-08 0.91(11) 0.753

[4, 16] 4.14(48)e-08 0.54(01) 5.3(5.9)e-08 1.13(42) 0.667

2SS
1
2
+

[2, 16] 1.45(02)e-02 0.536(2) 1.69(06)e-02 1.25(03) 1.535

[3, 16] 1.43(03)e-02 0.534(2) 1.35(14)e-02 1.14(06) 1.268

[4, 16] 1.42(04)e-02 0.534(3) 1.31(52)e-02 1.13(15) 1.407

P̂3

[2, 16] 1.07(1)e+00 0.536(2) 1.21(7)e+00 1.32(04) 1.159

[3, 16] 1.05(2)e+00 0.535(2) 0.935(157) 1.21(08) 1.069

[4, 16] 1.05(3)e+00 0.535(2) 1.00(63)e+00 1.23(21) 1.185

P̂7

[2, 16] 1.00(1)e+00 0.535(2) 1.08(13)e+00 1.43(08) 0.737

[3, 16] 0.98(2)e+00 0.533(2) 0.68(24)e+00 1.23(17) 0.668

[4, 16] 0.98(4)e+00 0.533(3) 0.48(53)e+00 1.13(39) 0.729

TABLE II. Two-state fitted parameters to 2-point correlators of considered interpolators. There is general agreement in
determination of the ground-state mass, while the mass gap ∆m = M1 −M0 is seen to become ever larger as distillation,
and the GEVP applied to a basis of distilled interpolators, in place of the Jacobi-SS interpolator. Fits performed over larger
source-sink separations were increasingly consistent with single-state fits, and are not considered further. Errors are purely
statistical.

Ô τbuff A B C M0 M1 |a|2 |b|2 gu−dS,bare

Jacobi-SS

1 3.72(40)e-08 2.57(3.12)e-07 -2.93(28)e-08 0.546(5) 1.087(77) 4.26(20)e-08 3.72(26)e-08 0.87(10)

2 3.75(44)e-08 1.33(2.46)e-07 -2.63(47)e-08 0.544(5) 1.061(76) 4.17(22)e-08 3.71(25)e-08 0.90(11)

3 3.86(51)e-08 1.54(2.87)e-07 -3.08(95)e-08 0.543(6) 1.054(78) 4.13(23)e-08 3.75(25)e-08 0.94(13)

4 3.28(65)e-08 2.08(3.09)e-07 0.34(3.47)e-08 0.543(6) 1.044(75) 4.11(23)e-08 3.75(24)e-08 0.80(16)

2SS
1
2
+

1 1.54(04)e-02 0.48(1.08)e-01 -9.97(27)e-03 0.537(1) 1.246(26) 1.46(02)e-02 1.67(05)e-02 1.051(28)

2 1.54(05)e-02 0.47(1.23)e-01 -1.00(06)e-02 0.537(1) 1.249(28) 1.46(02)e-02 1.68(05)e-02 1.051(31)

3 1.52(05)e-02 1.27(1.38)e-01 -1.05(13)e-02 0.537(1) 1.251(28) 1.46(02)e-02 1.69(06)e-02 1.042(34)

4 1.52(06)e-02 0.18(1.41)e-01 -4.3(5.5)e-03 0.536(1) 1.247(28) 1.46(02)e-02 1.68(06)e-02 1.043(40)

P̂3

1 1.01(4)e+00 9.8(14.0)e+00 -7.44(23)e-01 0.537(1) 1.289(35) 1.06(1)e+00 1.15(5)e+00 0.952(35)

2 1.03(4)e+00 11.7(19.4)e+00 -8.43(64)e-01 0.538(1) 1.317(40) 1.07(1)e+00 1.19(6)e+00 0.961(38)

3 1.03(5)e+00 27.7(25.8)e+00 -1.06(15)e+00 0.538(1) 1.328(41) 1.07(1)e+00 1.21(6)e+00 0.958(43)

4 1.05(5)e+00 8.2(24.8)e+00 -0.77(64)e+00 0.537(2) 1.324(41) 1.07(1)e+00 1.21(6)e+00 0.984(49)

P̂7

1 1.08(5)e+00 30.5(65.3)e+00 -6.09(29)e-01 0.536(2) 1.440(69) 1.00(1)e+00 1.09(11)e+00 1.079(48)

2 1.06(4)e+00 42.4(48.4)e+00 -5.43(80)e-01 0.536(2) 1.416(71) 1.00(1)e+00 1.06(11)e+00 1.061(43)

3 1.05(5)e+00 94.8(73.0)e+00 -0.73(20)e+00 0.536(2) 1.442(72) 1.00(1)e+00 1.10(12)e+00 1.051(46)

4 1.05(6)e+00 57.0(78.0)e+00 0.6(1.1)e+00 0.536(2) 1.443(77) 1.00(1)e+00 1.10(12)e+00 1.045(55)

TABLE III. Results of simultaneous fits to the two-point and three-point correlators with scalar current insertion. The functional
forms are given in Eqns. 19 and 22.

Ô τbuff A B C M0 M1 |a|2 |b|2 gu−dA,bare

Jacobi-SS

1 4.92(32)e-08 2.65(6.23)e-08 -6.66(1.32)e-09 0.539(5) 0.995(62) 3.93(23)e-08 3.76(20)e-08 1.253(52)

2 5.00(33)e-08 3.23(7.15)e-08 -7.66(2.12)e-09 0.540(6) 1.010(67) 3.96(23)e-08 3.81(21)e-08 1.261(51)

3 5.03(33)e-08 6.83(6.78)e-08 -1.30(0.44)e-08 0.540(6) 0.999(66) 3.95(23)e-08 3.74(21)e-08 1.272(54)

4 5.37(36)e-08 1.54(1.15)e-07 -4.00(1.69)e-08 0.542(6) 1.032(75) 4.08(24)e-08 3.70(23)e-08 1.315(59)

2SS
1
2
+

1 1.95(03)e-02 -2.52(5.57)e-02 -1.38(0.11)e-03 0.536(1) 1.242(28) 1.46(02)e-02 1.67(05)e-02 1.342(16)

2 1.96(03)e-02 -3.03(5.78)e-02 -1.33(0.23)e-03 0.536(1) 1.244(28) 1.46(02)e-02 1.68(05)e-02 1.343(16)

3 1.96(03)e-02 -1.77(5.85)e-02 -1.70(0.54)e-03 0.536(1) 1.247(28) 1.46(02)e-02 1.68(06)e-02 1.344(16)

4 1.98(04)e-02 -0.55(6.32)e-02 -6.11(2.61)e-03 0.536(1) 1.253(28) 1.46(02)e-02 1.69(06)e-02 1.357(17)

P̂3

1 1.39(2)e+00 -3.3(5.9)e+00 -1.74(0.11)e-01 0.535(1) 1.279(35) 1.05(1)e+00 1.15(5)e+00 1.315(17)

2 1.41(3)e+00 -6.5(7.5)e+00 -2.31(0.24)e-01 0.536(1) 1.301(38) 1.06(1)e+00 1.18(6)e+00 1.328(17)

3 1.42(3)e+00 -6.8(8.1)e+00 -3.38(0.59)e-01 0.536(1) 1.308(39) 1.06(1)e+00 1.19(6)e+00 1.335(18)

4 1.44(3)e+00 -3.3(9.5)e+00 -9.36(3.15)e-01 0.537(1) 1.328(41) 1.07(1)e+00 1.21(6)e+00 1.348(19)

P̂7

1 1.33(3)e+00 12.5(18.2)e+00 -2.51(0.13)e-01 0.535(1) 1.403(58) 9.96(11)e-01 1.04(9)e+00 1.339(20)

2 1.35(3)e+00 11.5(26.9)e+00 -2.87(0.38)e-01 0.535(2) 1.442(72) 9.99(12)e-01 1.10(12)e+00 1.347(22)

3 1.35(3)e+00 16.4(27.8)e+00 -2.94(0.91)e-01 0.535(2) 1.451(76) 1.00(1)e+00 1.11(13)e+00 1.345(21)

4 1.35(3)e+00 23.7(29.5)e+00 -6.39(5.15)e-01 0.535(2) 1.443(77) 1.00(1)e+00 1.10(12)e+00 1.346(22)

TABLE IV. Results of simultaneous fits to the two-point and three-point correlators with axial current insertion. The functional
forms are given in Eqns. 19 and 22.
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Ô τbuff A B C M0 M1 |a|2 |b|2 gu−dT,bare

Jacobi-SS

1 4.70(29)e-08 0.21(1.28)e-07 1.39(0.11)e-08 0.547(5) 1.113(71) 4.25(19)e-08 3.95(28)e-08 1.105(41)

2 4.49(32)e-08 3.36(7.57)e-08 1.21(0.19)e-08 0.542(6) 1.043(73) 4.07(23)e-08 3.78(23)e-08 1.101(42)

3 4.48(33)e-08 5.02(7.93)e-08 1.31(0.39)e-08 0.543(6) 1.045(74) 4.10(23)e-08 3.77(24)e-08 1.093(43)

4 4.50(33)e-08 2.45(9.79)e-08 2.04(1.28)e-08 0.544(6) 1.059(79) 4.15(23)e-08 3.76(26)e-08 1.084(45)

2SS
1
2
+

1 1.65(03)e-02 4.10(3.26)e-02 5.21(0.09)e-03 0.534(1) 1.204(19) 1.44(01)e-02 1.61(04)e-02 1.146(13)

2 1.66(03)e-02 5.08(3.88)e-02 5.51(0.22)e-03 0.535(1) 1.225(26) 1.45(02)e-02 1.64(05)e-02 1.147(13)

3 1.67(03)e-02 6.03(4.64)e-02 6.51(0.53)e-03 0.536(1) 1.245(28) 1.46(02)e-02 1.68(06)e-02 1.147(14)

4 1.67(03)e-02 3.83(4.94)e-02 8.44(1.91)e-03 0.536(1) 1.246(28) 1.46(02)e-02 1.68(06)e-02 1.144(14)

P̂3

1 1.22(2)e+00 4.31(5.36)e+00 2.94(0.08)e-01 0.536(1) 1.292(31) 1.06(1)e+00 1.16(4)e+00 1.144(15)

2 1.22(2)e+00 4.19(5.74)e+00 3.05(0.20)e-01 0.536(1) 1.301(38) 1.06(1)e+00 1.17(5)e+00 1.145(15)

3 1.22(2)e+00 4.53(6.51)e+00 3.79(0.48)e-01 0.537(2) 1.316(40) 1.07(1)e+00 1.20(6)e+00 1.145(15)

4 1.22(3)e+00 1.87(7.17)e+00 6.62(2.24)e-01 0.537(2) 1.319(41) 1.07(1)e+00 1.20(6)e+00 1.139(16)

P̂7

1 1.12(2)e+00 25.4(15.6)e+00 1.62(0.08)e-01 0.534(2) 1.395(57) 9.92(12)e-01 1.03(8)e+00 1.128(16)

2 1.13(3)e+00 24.2(17.6)e+00 1.55(0.23)e-01 0.534(2) 1.387(70) 9.94(13)e-01 1.01(10)e+00 1.133(17)

3 1.13(3)e+00 32.3(23.9)e+00 2.54(0.63)e-01 0.535(2) 1.427(75) 9.99(13)e-01 1.08(12)e+00 1.135(17)

4 1.13(3)e+00 21.3(21.0)e+00 8.60(3.71)e-01 0.535(2) 1.427(75) 9.98(13)e-01 1.08(12)e+00 1.127(18)

TABLE V. Results of simultaneous fits to the two-point and three-point correlators with tensor current insertion. The functional
forms are given in Eqns. 19 and 22.

Ô τbuff A B C M0 M1 |a|2 |b|2 gu−dV,bare

Jacobi-SS

1 4.68(31)e-08 8.30(9.65)e-08 -8.62(1.37)e-10 0.543(6) 1.049(77) 4.13(23)e-08 3.73(25)e-08 1.131(47)

2 4.70(32)e-08 8.34(9.55)e-08 -9.62(3.94)e-10 0.543(6) 1.047(77) 4.13(23)e-08 3.71(25)e-08 1.137(47)

3 4.71(32)e-08 8.26(9.28)e-08 0.07(1.57)e-09 0.543(6) 1.043(77) 4.13(23)e-08 3.69(24)e-08 1.140(48)

4 4.97(97)e-08 3.19(8.09)e-07 -0.52(1.75)e-07 0.543(6) 1.043(76) 4.12(23)e-08 3.70(24)e-08 1.21(23)

2SS
1
2
+

1 1.73(03)e-02 4.90(5.49)e-02 -1.33(0.13)e-04 0.536(1) 1.255(29) 1.46(02)e-02 1.69(06)e-02 1.185(14)

2 1.73(03)e-02 4.82(5.31)e-02 -8.84(3.77)e-05 0.536(1) 1.251(29) 1.46(02)e-02 1.69(06)e-02 1.184(14)

3 1.73(03)e-02 4.90(5.31)e-02 2.52(1.63)e-04 0.536(1) 1.251(29) 1.46(02)e-02 1.69(06)e-02 1.184(14)

4 1.65(05)e-02 -4.01(2.63)e-01 3.99(2.17)e-02 0.536(1) 1.249(29) 1.46(02)e-02 1.69(06)e-02 1.131(32)

P̂3

1 1.25(2)e+00 9.64(7.17)e+00 -1.60(0.11)e-02 0.536(2) 1.306(39) 1.06(1)e+00 1.19(6)e+00 1.174(15)

2 1.25(2)e+00 9.56(7.55)e+00 -1.74(0.34)e-02 0.536(2) 1.310(40) 1.07(1)e+00 1.19(6)e+00 1.174(16)

3 1.26(2)e+00 9.00(7.61)e+00 -0.21(1.54)e-02 0.536(2) 1.315(41) 1.07(1)e+00 1.20(6)e+00 1.177(15)

4 1.18(8)e+00 -65.7(75.8)e+00 4.99(4.97)e+00 0.536(2) 1.313(41) 1.07(1)e+00 1.20(6)e+00 1.107(72)

P̂7

1 1.18(2)e+00 27.9(19.8)e+00 -1.67(1.16)e-03 0.535(2) 1.412(70) 9.98(13)e-01 1.05(11)e+00 1.180(17)

2 1.18(2)e+00 26.0(23.2)e+00 0.68(3.75)e-03 0.535(2) 1.412(75) 9.98(13)e-01 1.05(11)e+00 1.181(18)

3 1.18(3)e+00 26.1(23.4)e+00 1.82(1.94)e-02 0.535(2) 1.418(75) 9.99(13)e-01 1.06(11)e+00 1.183(18)

4 1.07(6)e+00 -294(237)e+00 13.1(7.1)e+00 0.535(2) 1.427(77) 9.99(13)e-01 1.08(12)e+00 1.068(53)

TABLE VI. Results of simultaneous fits to the two-point and three-point correlators with vector current insertion. The
functional forms are given in Eqns. 19 and 22.
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