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Abstract

The atomic nucleus is one of the densest and most complex quantum-mechanical systems in nature.
Nuclei account for nearly all the mass of the visible Universe. The properties of individual nucleons
(protons and neutrons) in nuclei can be probed by scattering a high-energy particle from the nucleus
and detecting this particle after it scatters, often also detecting an additional knockedout proton.
Analysis of electron- and proton-scattering experiments suggests that some nucleons in nuclei form
close-proximity neutron—proton pairs with high nucleon momentum, greater than the nuclear Fermi
momentum, known as two-nucleon short-range correlated pairs (2N-SRC). However, how excess
neutrons in neutron-rich nuclei form such close-proximity pairs remains unclear.

In this thesis we measured protons and, for the first time, neutrons knocked out of medium-to-heavy
nuclei by high-energy electrons, using the A(e,e'n) and A(e, ¢'p) reactions on carbon, aluminum,
iron, and lead targets with a 5.01 GeV electron beam and the CEBAF Large Acceptance Spec-
trometer (CLAS) at the Thomas Jeerson National Accelerator Facility.

We showed that the fraction of high-momentum protons increases markedly with the neutron ex-
cess in the nucleus, whereas the fraction of high-momentum neutrons decreases slightly. This effect
is surprising because in the classical nuclear shell model, protons and neutrons obey Fermi statis-
tics, having little correlation and mostly filling independent energy shells. These high-momentum
nucleons in neutron-rich nuclei are important for understanding nuclear parton-distribution func-
tions (the partial momentum distribution of the constituents of the nucleon) and changes in the
quark distributions of nucleons bound in nuclei (the EMC effect). They are also relevant for the
interpretation of neutrino-oscillation measurements, and understanding of neutron-rich systems
such as neutron stars.

We extended the measurement to a triple coincidence A(e, e'np) and A(e, e'pp) reactions on the nu-
clei mentioned above. The knocked-out neutrons or protons and scattered electrons were detected
in coincidence with a proton recoiling almost back to back to the missing momentum, leaving the
residual A —2 system at low momentum. Using these data we directly verified, for the first time on
neutron-rich nuclei such as lead, that the number of proton-proton SRC pairs is smaller than the
number of neutron-proton SRC pairs by about a factor of 20, independent of the neutron excess
in the nucleus.
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1 Introduction

The atomic nucleus is composed of nucleons: positively charged protons and neutral neutrons. In
1932, Chadwich discovered the neutron paving the way to the modern picture of the atomic
nucleus. A main goal of nuclear physics reaserch was, and still is, understanding the nature
of the interaction between nucleons, NN —interaction, and how this interaction makes up the
atomic nuclei and determines their properties. The fact that we have stable nuclei means that
the repulsive electromagnetic interaction is weaker than the strong N N —interaction, which is
attractive at distances of a few fermi and repulsive at shorter distances.

The most general non-relativistic Hamiltonian for nuclei with A nucleons, neglecting possible
contributions from non-nucleonic degrees of freedom, is given by:

A A
H=T+> Voody(ir3) + Y Vavoay(i,, k) + .., (1)
1<J i<j<k

where T' is the kinetic energy and vgp04, and vspeq, are the two and three nucleon potentials.

The nuclear shell model was the first successful effective description of atomic nuclei [2]. This
model predicts successfully many properties of nuclei such as spins, parities, ground-state energies,
excitation spectra, and others. In this approximate model, the nucleus is a collection of individual
independent nucleons that move under the influence of a mean-field potential created by all the
other (A—1) nucleons. Protons and neutrons are moving independently in well defined shell model
states. The quantum shells are populated sequentially according to the Pauli exclusion priniciple,
and nucleon transitions are allowed only to non occupied shells. Under this approximation we can
divide Eq. [I]into two parts, the shell model part:

A
Hshell =T+ Z Vmean—field(i) (2)
=1
and the residual interaction part:
A A A
Hres - [Z 1/2body(7;7j) + Z V3body(iaj7 k) + ] - Z Vmean—field(i) (3)
i<j i<i<k i=1

where Viean— ricia is the effective mean field potential described above. In the mean-field approxi-
mation the residual many-body interaction H,.s is assumed to vanish.

Electron-scattering proton-knockout measurements A(e, e’p) in the early 1980s [3] showed that the
energy and momentum distributions of bound protons matched shell-model predictions, which was
a great success for the model. However, when looking at the cross-sections for valence proton
knockout compared to these predicted by the model, only about 60 - 70% of the expected strength
is observed (Fig. . The 30-40% “missing strength” observed in these experiments is attributed
to correlations between the nucleons, which are not taken into account in an independent particle or
shell-model mean-field approach. Such nucleon-nucleon (NN) correlations are often characterized
as long-range correlations (LRC) and short-range correlations (SRC), referring to their spatial
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separation and the relevant part of the NN potential. The SRC correlations discussed below
account for about half of the missing strength.
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Figure 1: The spectroscopic strength for various nuclei, extracted by comparing A(e, €’p) valence knockout cross-
sections to mean-field calculations. Figure adapted from [4].

1.1 2N - SRC

The typical separation between nucleons in the nucleus is ~ 1.7 fm. However, as the nucleons
are moving, they sometimes form short-lived correlated nucleon pairs at shorter distances. Due
to the strong repulsion of the nucleon-nucleon force, the distance between two nucleons can not
be too small. We consider a pair of 2N-SRC, as close nucleons with a typical distance of ~ 1 fm
between their centers, such that their wave-functions strongly overlap. In the momentum space
we define them as a pair of nucleons with a small total (or c.m.) momentum (p..,. = p; + po) and
large relative momentum (p,e; = (p1 — p2)/2), where “small” and “large” are relative to the Fermi
momentum of the nucleus (kr), which has a typical value of ~ 250 MeV /¢ in medium and heavy
nuclei.

Calculations of the single-nucleon momentum distributions in nuclei using independent particle
shell models show a sharp decrease above the Fermi momentum. However, realistic many-body
calculations, which include correlations between nucleons, show that the momentum distributions
are extended to much larger momentum values, creating a “high-momentum tail”. Figure [2[ shows
for 12C the two types of expected momentum distributions discussed above.

The experimental study of SRC pairs was limited for many years. Experiments were done at
several facilities trying to probe these pairs, however, due to the use of low energy probes, the
SRCs were screened by other competing processes. With advances in accelerator technology,
continous high intensity, high-momentum proton and electron beams became available, and the
identification of SRCs in Quasi-Elastic (QE) scattering off nuclei became feasible. In this section,
we review results from measurements of inclusive QE (e, €’) cross-section ratios, double-coincidence
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(e,e'p) and (p,2p), and triple-coincidence (e, e'pN) and (p,2pn), large momentum transfer (hard)
reactions, performed at Stanford Linear Accelerator (SLAC), Brookhaven National Lab (BNL),
and Jefferson Lab (JLab).

10
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Figure 2: Calculation of the expected single-nucleon momentum distributions in '2C based on the independent
particle model (dashed red line), and with correlations (solid blue line). See for more details.

1.1.1 Quasi-Elastic (QE) Scattering

In electron-nucleon scattering experiments, an electron beam with an incident energy F scattering
off a free nucleon yields electrons with an energy spectrum E’ (i.e., energy-transfer of w = E — F'),
at a fixed scattering angle. As can be seen in Fig. [3|(a), the lowest energy transfer peak corresponds
to elastic scattering, followed by the resonance region, beyond the pion production threshold. At
larger energy-trasfer the reaction is dominated by deep inelastic scattering (DIS).

When scattering off a nucleus, the energy transfer spectrum becomes more complicated (see Fig.
(b)). The lowest energy transfer peak corresponds to elastic scattering off the nucleus as a whole,
followed by exciting the residual nucleus to specific states. The wide peak corresponding to energy
transfer around %, where Q? is the four-momentum transfer of the reaction and My the nucleon
mass, can be identified as scattering off a single nucleon within the nucleus, marked in the figure
as the QE peak. The peak is slightly shifted towards higher values of energy transfer with respect
to the pure elastic scattering off a free nucleon (Fig. |3 (a)). This is due to the energy needed
to remove the bound nucleon from the nucleus. The width of the QE peak is determined by the

Fermi momentum of the nucleon in the nucleus.
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Figure 3: The electron-nucleon (a) and the electron-nucleus (b) cross-sections represented as a function of the
energy transfer in the reaction.

1.1.2 Inclusive SRC measurements

In inclusive QE A(e, €') electron scattering off particles, two independent kinematical values are
required to describe the reaction kinematically. Occasionally these are chosen to be Q% and x5 =
%. In the Plane-Wave Impulse Approximation (PWIA) it is assumed that the virtual photon
is fully absorbed on a single nucleon, which is knocked-out from the nucleus without rescattering,
leaving the remaining A — 1 nuclear system unperturbed. The momentum of the A — 1 system can

be obtained from energy and momentum conservation:
(¢+pa—pa1)®=p} =My (4)

where ¢, pa, pa_1, and py are the four-momenta of the virtual photon, target nucleus, residual
A — 1 system, and knocked-out nucleon, respectively. This equation defines a simple relation
between the minimal momentum of the knocked-out nucleon (p7") and g at fixed Q*. Following
this relation is presented graphically in Fig. As can be seen, at xp = 1, for all Q? values,
the minimum value of this momentum component equals zero. As one increases or decreases xpg
at fixed Q?, its value increases.

At large values of Q? (~ 2-4 GeV?/c?) and x5 > 1.4-1.5 (or<~0.6), this minimum value is larger
than the Fermi momentum (kr), and the reaction is dominated by scattering off high-momentum
(k>kr) nucleons in the nucleus. At these Q? values and rz<1, the virtual photon carries a large
amount of energy compared to its momentum and the reaction, while sensitive to high-momentum
nucleons, has also large contributions from inelastic processes. For the same Q? values and xp>1,
the virtual photon transfers a small amount of energy compared to its momentum, and inelastic
processes are suppressed. In these kinematics the reaction is more directly sensitive to the high-
momentum tail of the nuclear wave function . In both cases, large values of Q% suppress
competing contributions from meson-excahnge and other two nucleon currents.
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Figure 4: The minimum initial momentum of the knocked-out nucleon as a function of 5. (a) For deuterium at
different Q2. (b) For different nuclei at Q% = 2 (GeV /c)2. The horizontal lines represent an example of minimal
momentum of 300 MeV /c. The figure was adapted from Ref. [51].

Inclusive electron scattering cross-section ratios for nuclei A relative to deuterium and to 3He at
high-Q? and zp > 1 were done at SLAC and JLab . Figure |5 shows the zp-
dependence of the per-nucleon cross-section ratio of nuclei relative to deuterium measured recntly
at Hall-B . As can be seen, for xp values which correspond to scattering off high-momentum
(>kr) nucleons in the nucleus (i.e., xp>1.4), the cross-section ratio scales (i.e., does not depend

on rp).
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Figure 5: The per-nucleon QE (e, e’) cross-section ratios of nucleus A to deuterium (0.8 < zp < 1.9, and Q?>1.5
(GeV/c)?). The solid points show the data of and the open squares the data of . The red lines show a
fit to a constant. The data are not isoscalar corrected (i.e., not corrected for the different electron-proton and
electron-neutron elementary cross-sections).
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This scaling reflects the scaling of the high momentum tail of the nuclear wave function and was
interpreted using the SRC model [19). The latter states that the high-momentum tail of the
nuclear wave function is dominated by correlated, multi-nucleon, configurations. Due to their
strong interaction at short distances, the structure of these configurations is independent of the
surrounding nuclear environment, resulting in the same shape of the high-momentum tail in all
nuclei (i.e., scaling), see Fig. [| Different nuclei have different amounts of SRC clusters. In this
model, the observed scaling of the per-nucleon cross-section ratios in 1.4 < xp < 2 is indicative of
scattering off 2N-SRC. The scaling factor, noted as as(A/d) is a measure of the relative amount
of 2N-SRC in the measured nuclei. In these unclusive measerements, the electrons can scatter off

pp, nn and np pairs, and therefore they do not give us information about the isospin structure of
the SRC pairs.
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Figure 6: Calculated momentum distributions for different nuclei compared to deuterium . For low-momentum,
the shape of the distributions very different for different nuclei. The high-momentum tail are similar in shape for
all nuclei (i.e., scaling).

1.1.3 Double- and Triple-coincidence measurements

Inclusive measurements alone do not prove that high-momentum nucleons are a result of initial-
state SRC pairs. To study the contribution of 2N-SRC pairs to the high-momentum tail of the
nuclear wave function exclusive two-nucleon-knockout experiments were done. The idea is that,
under the PWTIA assumption, i.e., in the absence of FSI, if a nucleon that is part of a 2N-SRC
pair is knocked out of the nucleus, in order to conserve momentum, its correlated partner nucleon
has to recoil with momentum that is about equal in size and opposite in direction to the initial
momentum of the knocked-out nucleon (pj,iiar). This back-to-back correlation between the initial
momentum of the knocked-out nucleon and the momentum of the recoil nucleon, both above kg,
is a clear signature off a 2N-SRC configuration. Due to c.m. motion of the pair with respect to
the residual A — 2 nuclear system, this correlation will not be exactly back-to-back. The measured
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angular correlation can be used to extract the c.m. momentum distribution of the pair. If the
2N-SRC model is correct, the nucleons in the pair will have large relative momentum (> kp) and
small c.m. momentum (< kp), as discussed above.

The first two nucleon knockout experiments, measuring the >C(p, 2pn) and 2C(e, ¢/pN) reactions,
were done at BNL and JLab, respectively b7 [27). These experiments scattered protons
and electrons off high-initial momentum (300 < piniia < 600 MeV/c) protons in 2C and looked
for the emission of a correlated recoil nucleon. In the absence of FSI, the initial momentum of the
struck nucleon equals the missing momentum of the 2C(p, 2p) and *2C(e, ¢/p) reactions. The BNL
measurement was sensitive only to recoiling neutrons, while the JLab measurement was sensitive to
both proton and neutron recoils. These experiments were performed at large momentum transfer
(Q? = 2 (GeV/c)? where competing effects are suppressed and FSI are mainly confined to be
between the nucleons of the pair.

The main results of these experiments are shown in Figs. [{]and [§] Figure [7]shows the distribution
of the cosine of the opening angle between the initial momentum of the knocked-out proton and
the recoil nucleon. The BNL results show a clear threshold around kr where recoiling neutrons
above this momentum show a clear angular correlation, and those below it do not.
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Figure 7: Distributions of cosine of the relative angle (v) between the reconstructed initial momentum of the
knockout-proton and the recoil nucleon. Left: Results for 12C(p,2pn) BNL measurements as a function of the
momentum of the recoil neutron . Right: Results for 12C(e, ¢/pp) JLab measurements [57].

Figure[8shows the ratio of single nucleon knockout events to two nucleon knockout events, corrected
for finite acceptance effects, as a function of the missing momentum (the initial momentum of the
knocked-out proton). As can be seen, within statistical uncertainties, all single proton knockout
events were accompanied by the emission of a recoil nucleon. The ratio of proton recoil to neutron
recoil was found to be approximately 1:20 . These are clear evidences for the 2N-SRC dominance
at the high-momentum tail and the importance of the tensor part of the nucleon—nucleon interaction
at these momentum scales .
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The effect of these measurements on our understanding of the short distance nuclear structure
is illustrated by the pie chart shown in Fig. From inclusive measurements we know that in
medium and heavy nuclei (A > 12) ~80% of the nucleons are Mean-Field nucleons, whereas ~20%
have high-momentum. Combined with results from exclusive two-nucleon knockout measurements
we know that these high-momentum nucleons are dominated by 2N-SRC pairs, and in particular
pairs of neutron-proton.
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Figure 8: The ratio of 12C(e, ¢’pN) double knockout events to ?C(e, ep) single knockout events as a function of the
missing (initial) momentum of the knocked-out proton. Triangles and circles mark 2C(e, ¢’ Nn) and ,'2C(e, ¢/pp)
events, respectively . The square shows the 2C(e, e'pp)/12C(e, e’'pn) ratio . A clear dominance of pn
events is observed. The pie chart on the right illustrates our understanding of the structure of '2C, composed of
80% mean-field nucleons and 20% SRC pairs, where the latter is composed of ~90% np-SRC pairs and 5% pp and
nn SRC pairs each.

Another experiment measured the “He(e, ¢’pp) and *He(e, ¢'pn) reactions at JLab . This exper-
iment was done in a similar kinematics as in the previous experiments, and extended the proton
missing (initial) momentum range up to 850 MeV /¢, to study the transition between the tensor-
force to the repulsive hard core dominance.

Figure [ shows the ratio of single-nucleon knockout events to two-nucleon knockout events, both
for data corrected and un-corrected for FSI, as a function of the missing-momentum (the initial
momentum of the knocked-out proton). Also shown is a comparision with theoretical calculations.
As can be seen, the extracted fraction of proton-proton pairs is small at the measured missing
momentum range. Figure [9] shows also the ratio between the fraction of pp to np pairs. The
dominance of np is clearly observed, but the abudance of np pairs is reduced as the missing
momentum increases, due to the transition between SRC and the hard repulsive core.
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Figure 9: Top and middle panels: the *He(e, e’pN)/*He(e, €'p) ratios, as a function of the knocked-out proton miss-
ing (initial) momentum. The bands represent the data corrected for FSI. Bottom panel: the *He(e,’ pp)/“He(e, ¢'pn)
ratios, together with a calculation (solid black line).

A later study at JLab extend the previous measurements to heavy neutron-rich nuclei, by measuring
the A(e, e’pp) and A(e, €'p) reactions, for 12C, 27Al, *Fe, and 2**Pb [6]. The experiment was done
in similar kinematics to the previous experiments, and with missing momentum between 300 and
600 MeV/c. Figure shows the extracted fractions of np and pp SRC pairs from the sum of
all SRC pairs in nuclei. The np-dominance can be seen clearly in all measured nuclei, including
neutron-rich imbalanced ones. The observed dominance of np over pp pairs implies that even in
heavy nuclei, SRC pairs are dominatly in a spin-triplet state, a consequence of the tensor part
of the nucleon-nucleon interaction. It also implies that in neutron-rich there are as many high-
momentum protons as neutrons, so the fraction of protons above the Fermi momentum is greater
than that of neutrons in neutron-rich nuclei.
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Figure 10: The extracted fractions of np (top) and pp (bottom) SRC pairs from the sum of all SRC pairs in nuclei.
The green and yellow bands reflect 68 and 95% confidence levels (CLs), respectively. np-SRC pairs dominate over
pp-SRC pairs in all measured nuclei [6].
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The previous studies that showed the np-dominance (i.e., the dominance of tensor force), using
double and triple coincidence measurements, were all measurements with the knocked-out nucleon
always being a proton. For light nuclei, *He and 2C, a recoil neutron was also detected in a
coincidence with the proton. For the heavy neutron-rich nuclei, only protons were measured, both
knocked-out and recoil. In this work we focus on these heavy neutron-rich nuclei. We report for the
first time, measurements at which the knocked-out nucleon was a neutron. We do a simultaneous
measurement of knocking out protons and neutrons, which allows us to compare and quantify the
differences between protons and neutrons in neutron-rich nuclei. This is done using double and
triple coincidence A(e,¢’N) and A(e, e’ Np) where N = p/n.

1.2 Energy Sharing in Nuclear Systems

In the case of light nuclei, Variational Monte-Carlo (VMC) calculations of the single-nucleon mo-
mentum distributions can be used to calculate the average kinetic energy of protons and neutrons
. Based on these calculations, the average kinetic energy of protons in all bound neutron-rich
light nuclei is larger than that of neutrons (see Table[I) [6]. However, such calculations do not exist
for heavy nuclei, therefore we need to use effective models. One such model is the phenomenological

np-SRC dominance model [6] [38].

Nucleus | Neutron Excess[N/Z] | (Tp) [MeV] | (Tn) [MeV] | (Tn) / (Tp)
8He 3 30.13 18.60 0.62
SHe 2 27.66 19.60 0.70
9Li 2 31.39 24.91 0.79
3H 2 19.61 14.96 0.76
8Li 1.67 28.95 23.98 0.83
10Be 1.50 30.20 25.95 0.86
Li 1.33 26.88 24.54 0.92
9Be 1.25 29.82 27.09 0.91
B 1.20 33.40 31.75 0.95
3He 0.5 14.71 19.35 1.32

Table 1: The proton and neutron average kinetic energies as extracted from VMC single-nucleon momentum
distribution calculations . As can be seen, the average kinetic energy of the minority nucleons is larger than
that of the majority nucleons.

This model describes the proton and neutron momentum distributions in all nuclei using a depleted
mean-field approximation up to a transition momentum, which is near the nuclear Fermi sea level.
Above that transition momentum we assume a deuterium-like high-momentum tail. The high-
momentum tail is chosen to satisfy two constraints: 1) the fraction of high-momentum nucleons
in nucleus A relative to deuterium should equal ay(A/d), an experimental scaling factor extracted
from inclusive (e,e’) cross-section measurements at xp > 1.5 and 2) the absolute
number of high-momentum protons and neutrons in a given nucleus should be equal, regardless of
their overall relative abundance . The resulting proton and neutron momentum distributions
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are given by [3§]:

M.F.
n-n (k) k < ko
np(k) =4 P (5)
57" ag(A/d) . nd(k’) k > ko
where n)*(k) is the mean-field proton momentum distribution in nucleus A, ny(k) is the deu-

terium momentum distribution. as(A/d) is the experimentally measured per-nucleon probability
of finding a high-momentum nucleon in nucleus A relative to deuterium [51] [7], taken from
column 6 of Table I in Ref. . ko is the transition momentum, and n < 1 is a normalization factor
chosen such that [ n,(k)d*k = 1. The neutron momentum distribution is obtained by replacing
ny'F (k) with n)* (k) and Z with N in Eq. and re-normalizing.

The calculation was performed using three different models for the mean-field momentum dis-
tribution: Ciofi and Simula [19], Woods-Saxon [60], and Serot-Walecka [61]. ng4(k) is calculated
using the Argonne V18 NN potential and ay(A/d) is taken from [7] based on inclusive A(e, €)
scattering measurements at xp > 1.5 . Two sets of values of the transition momentum
ko are used, (1) ko = 300 MeV/c and (2) ko = kp, the Fermi momentum for nucleus A, where
ko = 221, 260, 260, and 260 (280) MeV /c for 12C, 27Al, 56Fe, 2°Pb for protons (neutrons) respec-
tively [63]. The different proton and neutron Fermi momenta in 2%Pb is due to its large neutron
excess, which increases the average neutron density.

By integrating the momentum distributions of Eq. [} the average proton and neutron kinetic
energies in 12C, 27Al, *Fe, and 2°®Pb were calculated. The resulting proton and neutron average
kinetic energies for the mentioned nuclei are listed in Table 2] The range in the kinetic energies is
due to the use of different models for the mean-field momentum distributions and different values
for the transition momentum k.

Nucleus | Neutron Excess[N/Z] | (T,) MeV | (T,) MeV | (T,,) /{T},)
120 1 33.1—35.1 | 33.1 —35.1 1.00
27A] 1.08 36.7 —38.3 | 36.3 —36.9 | 0.96 — 1.00
56Fe 1.15 35.2 —38.7 | 32.5—36.0 | 0.92 —0.93

208Ph 1.54 41.7 —42.4 | 33.8—34.9 | 0.80 — 0.82

Table 2: The proton and neutron average kinetic energies calculated using the np-dominance model. The range in
the kinetic energies is due to using different models for the mean-field momentum distributions and different, values
for the transition momenta kg as described in the text.

The results of the np-SRC dominance model are also supported by a recent Low order Correlation
operator Approximation (LCA) calculation [64].
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2 Experimental Setup

2.1 The CEBAF Accelerator

Jefferson Lab operates the Continuous Electron Beam Accelerator Facility (CEBAF), a supercon-
ducting high-current electron accelerator, that was designed to study nuclear and atomic physics.
The maximum electron beam energy at the time of the experiment was 6 GeV, with momentum
resolution of < 0.01%, and a 100% duty cycle. Nowadays, after the JLab upgrade, the maximum
energy is 12 GeV. A schematic layout of the accelerator is shown on Fig. The electrons are
pre-accelerated to 45 MeV by the injector and injected into the accelerator from either a thermionic
or a polarized electron gun. In the latter case, the source can supply up to 80% polarized electrons.
After the injector, electrons are accelerated by the two main superconducting LINACs, which are
connected by 180° recirculation arcs. Each LINAC consists of three cryo modules, each contains
eight Niobium cavities, which are kept superconducting at a temperature of approximately 2° K.
They are driven by a radio frequency (RF) of 1.497 GHz. After passing through the second LINAC,
the beam may be sent either to the experimental halls with energy of about 1.2 GeV, or, using the
recirculating arcs, can be forwarded to the next acceleration cycle. Up to four recirculation (5-
passes) are possible. While the beam is in the accelerator, it is focused and steered with quadrapole
and dipole magnets. The electron beam can be supplied to the three experimental Halls A, B and
C simultaneously (after the JLab upgrade an additional experimental Hall-D began operation).
The current and the beam energy can be controlled separately for each hall. The current delivered
to Hall-B is limited by the maximum signal rates in the detector, and can achieve luminosity of

~ 103 ¢cm~2s! before losing its efficiency, Halls A and C, can achieve 10%® cm~2s71L.

North Linac

(400 MeV, 20 cryomodules) \

South Linac
(400 MeV, 20 cryomodules)

Injector

Halls

Figure 11: Schematic layout of JLab accelerator site (before the 12 GeV upgrade).

2.2 The CLAS Detector

The CEBAF Large Acceptance Spectrometer (CLAS) is installed at Hall-B, to study multi-particle
final state reactions. As can be seen in Fig. [I2] CLAS has a large acceptance, of almost 4.
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CLAS uses a toroidal magnetic field and six independent sectors of drift chambers, time-of-flight
scintillation, Cherenkov counters, and electromagnetic calorimeters, covering scattering angles from
about 8° to 140°, for charged-particle identification and trajectory reconstruction. Because it
requires different detector combinations, the coverage for neutral particles is about 8° to 45°.
Below, we describe in more details each of the subsystems of CLAS.

ELECTRON

INCIDENT
ELECTRON

NEUTRON

DRIFTL

CHAMBERS

PROTON

\

CHERENKOV COUNTER

ELECTROMAGNETIC
CALORIMETER

Figure 12: Center - Two segments of the CLAS spectrometer. Also shown are electrons traveling with energies of
up to 6 GeV hitting a nucleus, and knocking out individual protons and neutrons. Top left - Overview of the CLAS
detctor with the electron beam travels along the grey pipe, hitting a target near the center of the spectrometer.
Figure was adapted from .

2.2.1 Torus Magnet

The torus magnet consist of six superconducting coils positioned in a toroidal geometry (see Fig.
. The coils are placed perpendicular to the incident electron beam and they divide CLAS into
six sectors, as described above. The coils which are made of NbTi, are being kept in a stable
temperature of 4.5°K, using circulated cooling liquid. The magnet can produce a magnetic field
changes from 2 Tesla in the forward direction, to 0.5 Tesla for backward angles (see Fig. . The
design of the coils produces a magnetic field in the azimuthal direction, which bends the charged
particles only in the polar angle, leaving the azimuthal angle almost unchanged. The magnetic
field, generated by the torus is used to deflect charged particles and measure their momentum.
Depending on the field direction, negatively charged particles are either in-bending or out-bending
compared to the beam direction. The standard configuration for CLAS is the former. The relation
between the magnetic field, B, the momentum, P, curvature R, and charge, ¢, of the particle is
given by: B- R = 5. The radius of the curvature is measured by fitting the trajectory of the
particle.
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Figure 13: Schematic diagram of CLAS six superconducting coils that create the toroidal magnet. This figure was
adapted from [40].

2.2.2 Drift Chambers

The purpose of CLAS Drift Chambers (DC) is to determine the trajectory in order to deduce the
momentum of the charged particles. They are placed inside toroidal magnet which bends charged
particles toward or away from the beamline depending on the charge of the particle. Their polar
angular coverage is from 8° to 140°, and the azimuthal coverage is 80%. The missing polar and
azimuthal coverages are due to the beam pipeline and the toroidal coils, respectively. The DC
can track particles with a precision of 2 mrad, and determine the momentum of 1 GeV /c charged
particles, with a resolution better than 1%.

As mentioned before, the torus magnet divides CLAS into six azimuthal sectors. In each sector,
the DC are divided radially into three regions (R1, R2, and R3), as can be seen in Figs. [12/and
The three regions share the same material and wedge-like shapes, but they are subject to different
strengths of magnetic field (see Fig. , and their size increases radially. R1 chambers are the
closest to the target and are characterized by the smallest magnetic field. Moving further from the
center of CLAS, are R2 chambers which, being at the middle of the coils, are characterized by the
highest magnetic field. R3 chambers are located outside the torus magnetic field, in a relatively
low magnetic field region.
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Figure 14: The three regions of the CLAS DC, and the torus magnetic field strength.

The DCs are constructed from two types of wires: sense and field wires. The sense wires are 20
pm diameter gold-plated tungsten. They are kept a positive potential, while the field wires are 140
pm diameter gold-plated aluminum, and are connected to a negative potential. These wires are
arranged to form layers of hexagonal drift cells, as can be seen in Fig. The layers are grouped
to form two super-layers in each region (R1, R2, and R3) - one is co-axial with the magnetic field
and the other is tilted at a 6° stereo angle providing azimuthal information. The number and
size of the cells in each region increase uniformly with the radial distance from the beamline. The
volume of each DC is filled with a gas mixture of 90% argon, and 10% COs, which reduces multiple
scattering, and provide high tracking efficiency (> 95%).

The tracking procedure within the DCs is performed in two steps: Hit-Based Tracking (HBT)
and Time-Based Tracking (TBT). In the former, groups of continuous hits in each super-layer are
recognized and a track segment from each group is constructed. Then, the segments from the
individual super-layers are linked using a look-up table to obtain an initial estimate of the track by
taking into account the magnetic field. During the TBT step, the Distances Of Closest Approach
(DOCA) are calculated from the measured drift time of the hits, and compared to the estimated
initial track. At last, a minimization DOCA procedure gives the final parametrization of the track,
i.e., reconstruction of the momentum and the vertex. More details on the DC can be found in

@
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Figure 15: The hexagonal drift cells of the DCs. The sense wires are located in the center of each cell, while the
field wires are located in the vertices of the hexagons. This figure was adapted from @]I

2.2.3 Cherenkov Counters

The Cherenkov Counters (CCs) serve a dual function at CLAS: triggering on electrons and sepa-
rating electrons from negative pions. They are placed in each one of CLAS sectors behind the third
region of the DCs, as can be seen in Fig. The CCs cover polar angles up to 45°, and 80% of
the azimuthal angles. The CCs use the emission of Cherenkov light when a charged particle moves
with a velocity greater than the speed of light in the medium. This is achieved when high-energy
particles move in a medium having refraction index greater than one. The radiator gas used in
CLAS CCs is perfluorobutance (C4F10), which has a refraction index of 1.00153. This gas provides
a high photon yield and a threshold of 2.5 GeV /¢ to detect pions.

Figure [16] shows a schematic a view of a CCs for one sector of CLAS. Due to the size variation of
each sector in the polar angle, each CCs system is divided into 18 regions, with two light collecting
modules in each region. Figure [17] shows the inner structure of a CC module. It is made up of a
mirror system which focuses the emitted light into Photomultiplier Tubes (PMTs). The PMTs are
located in the fringe field region of the toroidal coils. They are surrounded with high permeability
magnetic shields. Figure also shows a schematic drawing of a typical crossing electron track.
It emits photons which are focused by the mirrors before being collected by the PMT. In the
fiducial region of the CCs, which are defined by the edges of the mirrors, the efficiency is very high
(> 98%). More details on the CC can be found in [L0].
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Figure 16: Schematic view of the CCs in one of the CLAS sectors. This figure was adapted from .
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Figure 17: A cherenkov counter with a typical electron track crossing the radiator gas producing photo-electrons,
detected by the PMTs. This figure was adapted from .

2.2.4 The Time-Of-Flight counters

The CLAS Time-Of-Flight (TOF) counters measure the time it takes a particle to reach it from
the target. The time resolution is better than 300 ps. Using the TOF information and the length
of the particle path, it is possible to calculate its velocity. By combining this information with
the momentum of the particle, extracted from the track in the DCs, one can estimate the particle
mass, and distinguish between different particles.

The location of the TOF is between the CCs and the calorimeters (see Fig. [12). There are six
sectors, in each sector there are 57 scintillators bars (Bicron BC-408). Each scintillator bar has two
PMTs at the ends. The time difference of the light arriving to these PMTs, allows the calculation
of the position of the particle. All the scintillators have the same thickness of 5.08 ¢cm, but they
have different lengths and widths depending on their positions. The length of the strips varies
from 30 cm to 450 cm. The width of the first 23 and the last four scintillators is 15 c¢m, and
the remaining scintillators are 22 ¢m wide. These scintillators are mounted in four panels. The
first 23 scintillators are mounted in panel 1 and are referred to as forward-angle counters, which
correspond to polar angles of less than 45°. The other scintillators are mounted in panels 2, 3,
and 4, and correspond to large-angle counters, covering polar angles between 45° to 140°. Figure
shows schematically one sector of the TOF system. More details on the TOF can be found in

[11].
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Figure 18: Schematic view of the TOF scintillators in one sector of CLAS. This figure was adapted from [11].

2.2.5 Electromagnetic Calorimeter

The forward Electromagnetic Calorimeter (EC) is the last layer of detectors in CLAS, located at
a radius of about 5 m from the target, just after the TOF counters (see Fig. . Its primary
purpose is to identify and trigger on electrons with energies greater than 0.5 GeV. It also allows
CLAS to detect photons with energies greater than 0.2 GeV, reconstruct of 7° and 7 from their
27+ decays, and detect neutrons. When charged or neutral particles pass through dense material,
they will deposit their energy by producing electromagnetic showers or ionization. The amount
of energy deposited as a function of the total momentum gives information about the particle
identification. For example, the electron is a showering particle and the energy deposited in the
EC is proportional to its total momentum, as opposed to a high momentum pion, which is a
minimum-ionizing particle whose energy deposition is independent of its energy. This information
provides capability for electron/pion separation. In addition, it is possible to identify neutrons in
the EC by using the information from its time of flight.

The EC covers polar angles between 8° to 45°, and has six identical sectors. The shape of each
sector looks like an equilateral triangle to match the hexagonal geometry of CLLAS. In each sector,
there are 39 layers of alternating plastic scintillators and thick lead. Each scintillator layer consists
of 36 scintillator bars, placed in parallel with respect to each other. These bars oriented with a
120° relative angle in successive layers. The different scintillator orientations (views), labeled as
U, V, and W, are shown in Fig. (a). Each EC view is further divided into 13 layers to provide
stereo information regarding the location of the energy deposition. These sub-layers are grouped
into two independent regions (inner and outer) with a thickness ratio of 5:8 layers. This allows
a longitudinal sampling of the shower to improve electron/hadron separation. This design allows
a fine hit position reconstruction, as shown in Fig. (b), and energy spread reconstruction. In
this work we used the EC to detect neutron knocked from the nucleus in the A(e, e'n) reations, as
discussed in details in Sec. . More details on the EC can be found in .
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Figure 19: (a) U, V, and W orientations in an EC module. (b) hit reconstruction in the EC sectors. This figure
was adapted from .

2.3 The EG2 Experiment

The data presented in this work were collected in 2004 in Hall-B of JLab, and were reanalysed
as part of the data-mining initiative . CLAS measured data sets are stored by JLab, and the
data-mining project gives access to it. It enables researchers to reanalyse existing data for any
scientific purpose. Often, as in the case of the current work, the analyses that are being performed
on these data sets are quite different from the original purposes of the experiments for which the
data were collected. Below, we describe the experimental setup and the target assembly.

The experiment was performed using 5.014 GeV electron beam (run-group EG2) with the CLAS
spectrometer in its standard configuration, as described in Sec. The EG2 run period used
a specially designed double target, consisting of a liquid deuterium cryo-target, LD, followed
by a solid-target . The two targets were held simultaneously in the beam-line, and were
separated by about 4 cm. A remote-control computer based system allowed changing between six
different solid targets (thin and thick Al, Sn, C, Fe, and Pb all with natural abundance) during
the experiment (see Fig. . This double target setup was chosen originally to allow precise
comparision of scattering off medium and heavy nuclei relative to deuterium. The original purpose
of the experiment was to study hadronization (E02-104 exeperiment) and color transparency (E02-
110 experiment). The target thickness and the densities for the liquid and the solid targets were
chosen to ensure equal luminosity, except for lead which was designed to produce half of the
standard luminosity (see Table 3). The main data collected during the experiment was for a target
configuration of LDy +!2C, Fe, and 2°Pb. We analyzed electron scattering events from these
three solid target and from the thick 27Al target. Events from the deuterium target were used only
for calibration of the neutron detection efficiency, and determination of the momentum resolution

(see Sec. [3.1.5)).

In the experiment the trigger to the Data-Acquisition (DAQ) was a detection of a scattered electron.
The requirements were hits in the electromagnetic calorimeter and the Cherenkov counter detectors
that produce signals above a certain thresholds. Once that condition was satisfied, data from all
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the different detectors of CLAS were recorded by the DAQ. This open trigger did not restrict the
current work to specific kinematics or a presence of specific particles in the final state. A detailed
description of the electron identification in CLAS can be found in Sec. [3.1.1]

Figure 20: The EG2 target . The red square shows the LDy target cell. The blue square shows the solid target.
The red arrow marks the beam direction. As can be seen, the beam passes throughout both targets simultaneously.
This figure was adapted from .

| Target | Radius [cm] | Thickness [g/cm?] | Radiation Length |

2 0.15 0.3 0.009
2TAL * 0.15 0.156 0.007
56Fe 0.15 0.315 0.023
208p 0.15 0.159 0.025

Table 3: The physical characteristics of four EG2 solid targets. * Thick target (see text).
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3 Data Analysis

In this chapter, we describe the particle identification, the calibration of the CLAS neutron-
detection efficiency and momentum reconstruction, and the events selection criteria. The charged
Particle Identification (PID) algorithms used in this work follow previous CLAS publications [6][718],
so only the main aspects of the approach are presented here. More details are given on the neutron
detection.

3.1 Particle Identification

3.1.1 Electron Identification

The electron candidates consist of all negatively charged tracks (as determined by their measured
curvature in the CLAS tracking system [J]), with associated hits in the Cherenkov Counter (CC)
[10], Time-Of-Flight (TOF) scintillator counters [L1], and Electromagnetic Calorimeters (EC) [12].
This sample contains contributions primarily from electrons and negatively charged pions. The
identification of the electrons is done by applying selection cuts on the measured CC and EC

signals:

e Since the EC has a poor respond close to its edges, reconstructed hit position is requested
to be at least 10-cm within the EC edges. This ensures that the produced shower is fully
contained within the EC (see Fig. 21)).

e More than 2.5 photo-electrons produced in the CC, see Fig.
e Energy deposited in the EC inner part (EC},) is greater than 50 MeV, see Fig.

e Energy deposited in both EC inner and outer (ECy,;) parts is proportional to the measured
particle momentum, see Fig.
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Figure 21: The EC fiducial region for electron candidates in the global ECx, ECy coordinates, where ECy is the
beam direction. Black: All events. Blue: After applying the fiducial cut (removing approximately 10 cm from the
edges).
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Figure 22: Distribution of the number of photo-electrons (Nphoto eiectrons) produced in CC by electron candidates
which passed the EC fiducial cut. The applied Nppoto ciectrons > 2.5 cut is shown in red.
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Figure 23: Energy deposited in the EC outer vs. inner parts. The shown events represent electron candidates that
passed the EC fiducial cut, and the CC Nphoto electrons cut. The cut showed by the red line, ECj, > 50 MeV, is
used to separate electrons from pions.

31



0.3

0.25

0.2

EC,./Pe

o
i

S S [ S S BTy | L
0.15 . . . 0

EC, /P,

Figure 24: Momentum-normalized energy deposited in the EC outer vs. inner parts. Left: Events that passed
the EC fiducial, CC Nppoto clectrons, and ECj, energy cuts. Right: Events that also passed the additional cut on
(Ecm + Ecout)/pe-

3.1.2 Proton Identification

Protons are identified by comparing their measured arrival time at the TOF scintillator counters, to
the expected time calculated for the momentum of positively charged particles as measured by the
CLAS tracking system. The corrected proton vertex TOF is determined as the difference between
the measured TOF of electrons and proton candidates and the calculated flight time using the
reconstructed momenta and path lengths, assuming the positive particle has the mass of a proton.
If the measured particle is a proton, this vertex TOF should be zero, within the experimental
resolution. Figure shows the corrected proton vertex TOF vs. the particle momentum for a
sample of proton-candidates’ tracks.

The corrected proton vertex TOF difference was binned into 50 MeV /¢ wide momentum bins and
fitted with a Gaussian. For each bin the proton PID cut was chosen as being within 2 standard
deviations (£20) of the mean. A polynomial function was used to fit the £2¢ limits as a function
of the particle momentum, up to 2.8 GeV/c, to allow a continuous proton PID selection cut, see
Fig. |25l Positively charged particles with corrected proton vertex TOF within the determined
420 limits are considered as protons for further analysis.

e Proton energy loss - The proton energy loss was studied in [14]. For protons with momentum
of ~ 1 GeV/c, it was shown to be about 2 MeV. For higher momentum protons, the energy
loss increases, very slowly, and is still very close to 2 MeV. Therefore, for our analysis, this

correction is negligible.

e Coulomb correction - We followed the procedure of . For scattering off a large-Z nuclei, one
needs to take into account the effect of coulomb distortions on the energies of charged particles
as they transverse throughout the static electric field of the nucleus. A common method to
correct the measured data for this effect is the Effective Momentum Approximation. In this
approach the data is corrected event-by-event, for the coulomb repulsion of the knockout
proton by the nucleus. This results in a shift in the energies measured by CLAS, that are

summarized in Table [l

32



| Nucleus | AE [MeV] |

2C 2.9
2TAl 5.6
56Fe 9.4
208pt, 20.3

Table 4: Values for the energy shifts due to coulomb distortions for each target nuclei.
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Figure 25: Corrected proton vertex TOF vs. momentum for a sample of proton-candidates’ tracks. Left: the full
coverage of the reconstructed proton momentum in CLAS. Right: High momentum region only up to 2.8 GeV/c. The
red lines show the polynomial parametrization to the black squares representing the +2¢ limits for each momentum
bin used to identify protons. It should be noted that there is a constant background of random coincidence that
uniformly populates the entire TOF spectrum. The use of color scale in the figure makes this background visible,
even though it is less than one percent.

3.1.3 Pions Identification

Pions were only used to help calibrate the EC’s neutron detection and momentum reconstruction
efficiency using the kinematically complete d(e,e'pr™m~n) reaction. Pions were identified in a
similar way as protons, using A, the difference between the measured and calculated particle
velocity in speed of light units (5 = v/c), where the calculated velocity assumes the momentum
as extracted from the curves in the magnetic field for particle with a pion mass (see Fig. . At
large pion momenta there are some contributions from kaons. However, it is expected to be a small

3% contribution according to simulations and thus have a negligible impact on our results .
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Figure 26: A vs. momentum for a chosen sample of positively (left) and negatively (right) charged particles. The

solid red lines represent the |[AS| < 0.03 cut that is applied to select positive and negative pions.

3.1.4 Vertex Reconstruction

Electron scattering events originating from the EG2 dual targets were selected using vertex cuts
adapted from Ref. . Figure shows the reconstructed vertex distribution for the electrons
and protons as detected in different CLAS sectors. The black lines represent the cuts used to select
the liquid (-28.5 to -32.5 cm) and solid (-22 to -26.5 ¢cm) targets. Events from the liquid deuterium

target were used only for the calibration of the neutron detection efficiency. Figure [28]is the same

as Fig. [27] but for negative and positive pions.
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Figure 28: Same as Fig. 27 for pions.

3.1.5 Neutron Identification, Detection Efficiency, and Momentum Reconstruction Resolution

High momentum neutrons are detected in CLAS when they interact in the EC. We required
neutrons to have a hit in the fiducial region of the EC with no associated charged track, no hit in
the corresponding TOF detector, and with a velocity determined from its arrival time at the EC
correspond to 5 < 0.936. This cut accepts neutrons with momenta up to 2.34 GeV /¢ with minimal
contamination from photons. The neutron momentum is calculated from the TOF of the neutral
track.

The neutron-detection efficiency and momentum-reconstruction resolution are studied using ex-
clusive d(e,e'prTm~n) events where the neutron is detected in the EC. The neutron-detection
efficiency is determined by comparing the number of such d(e, e’pr*77n) events to the number of
d(e, €'prtn™)n events where the missing mass of the neutral particle, extracted using the measured
charged particles, matches the neutron mass and the missing momentum vertex is pointing to the
EC fiducial region. The neutron momentum-reconstruction resolution was determined by com-
paring the missing momentum of the d(e, 'pr™ 7~ )n events with the momentum of the detected
neutron. This process is described below.

Identification Of The Reaction d(e,e'prtn™)n

We identified d(e, ¢’pr™n~)n by considering all events in which an electron, a proton, a positive
pion, and a negative pion were detected in coincidence by CLAS. We applied the following selection
cuts to ensure the production of a neutron in the reaction:

e Interaction vertex cut - All particles are required to have a vertex within the region of the
deuterium target, with a maximal vertex difference between any two particles less than 3
standard deviations (see Fig. [29).

e EC Fiducial cut - The direction of the missing momentum (see definition below) points more
than 40 cm from the edges of the EC.
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e Missing mass cut - The missing mass of the reaction equals that of the neutron, within the
measured resolution (see Fig. [30). A discussion about background subtraction in the missing

mass distribution follows.

e Missing momentum cut - The magnitude of the missing momentum vector (see definition

below) is greater than 500 MeV /c (see. Fig. B1).

The last three cuts are applied by calculating the missing four momentum of the reaction using
its 3-momentum vector to define the “missing momentum” and its square to define the “missing
mass”. Here we define:

miss

.
A e e A (6)

where:
¢ = (w, ?) is the momentum transfer 4-vector.
plh = (mgq,0) is the 4momentum of the deuterium target.

pﬁ’”i are the detected proton and pion 4-momenta.
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Figure 29: The maximum absolute difference between all charged particles vertex positions shown in units of o,
the combined vertex resolution for the four particles (electron, proton, and pions), by taking into account their
measured angles and momenta. The red line shows the cut that is applied to reduce the background. Events shown
are ones that passed the EC fiducial cut.
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Neutron Momentum Reconstruction, Calibration, and Resolution Extraction using the d(e, e'prtnn)

Reaction

d(e,e'prm™n) events are a subset of the d(e, ¢’ pr™ 7 )n events described above, in which a neutron
was detected in the EC. To ensure that the detected neutron matches the inferred neutron, we
compared the direction and reconstructed momentum of the detected neutron with that of the
missing momentum vector. Specially, we considered only events in which the cosine of the relative
angle between the measured neutron hit in the EC and the missing momentum vector is greater
than 0.995 (see Fig. [32). Using these events, we compared the magnitude of the missing momentum
with the reconstructed neutron momentum. The latter is determined by the neutral hit location
in the EC and its measured interaction time. Fig. [33| (left) shows the correlation between the two
momenta. Overall, the two are in good agreement besides the offset seen at high momenta. We
corrected for this offset empirically by first determining a more suitable mean interaction location
in the EC and then shifting the resulting reconstructed neutron momentum to match the missing
momentum. Figure 33| (right) shows the correlation between the corrected and measured neutron
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momenta. The horizontal axis represents the neutron momentum as determined from the EC hit
location and the TOF readings, and the vertical axis represents the calibrated momentum after
the application of all corrections.

After calibrating the neutron momentum reconstruction we examined its resolution. This was
done by fitting a Gaussian to the Ap/p = (Pmeasured — Pmiss)/Pmeasurea distribution for different
neutron momentum bins. The obtained Gaussian width (standard deviation, o) was taken as the
momentum reconstruction resolution, which is shown in Fig. [34]as a function of the reconstructed
neutron momentum in either the EC inner, outer, or both layers. This resolution extraction
method leads to slightly worse resolution than the intrinsic neutron momentum resolution since it
includes contributions from the missing momentum reconstruction resolution. This contribution
was previously studied and found to be small .
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Figure 32: The cosine of the angle between the EC hit location and the missing momentum direction distribution
for d(e, ¢'pnTm™ )n events that have a neutral hit in the EC, passed the EC fiducial and 8 cuts. The red line shows
the cos(Omiss,zc) > 0.995 cut.
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Figure 34: The EC momentum resolution (the width of the Ap/p distribution) as a function of the measured
neutron momentum.

Neutron Detection Efficiency

The neutron detection efficiency is defined as the ratio of d(e, ¢’pnt7n~n) events in which a neutron
was detected in the EC, relative to all d(e, ¢/pr™n~)n events:

_ #d(e,e'prtmn)
€= #d(e,e'prta—)n ™

Figure [35 shows the neutron detection efficiency as a function of the momentum for each sector of

CLAS [f].
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We parametrize the efficiency as a function of momentum using the following function:

a'pn+b pn<p0
a-po+b DPn = Do

where a, b, and py are the parameters of the fit. The lines in Fig. show the fits of these
parametrizations to the data for each sector. Table[5]lists the resulting fit parameters, the extracted
efficiency at a typical momentum of 2 GeV/c and the overall quality of the fits.
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Figure 35: The neutron detection efficiency as a function of the momentum for each sector (points) together with
a two-parameter fit to the efficiency for each sector (blue line). The fit parameters are listed in Table
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| Sector | a[c/GeV] | b | po[GeV/c] | Efficiency at 2 GeV/c [ x*/NDF |
All 0.28+£0.01 | —0.11 £0.02 1.57+0.04 0.33 £0.01 0.60
1 0.30+0.03 | —0.13 £0.03 1.5+0.1 0.324+0.03 0.60
2 0.26 £0.02 | —0.11 £ 0.03 1.5£0.1 0.28 £0.02 1.0
3 0.26+0.03 | —0.09+£0.03 | 1.49+0.09 0.29 +0.02 0.5
4 0.24+0.03 | —0.11 £0.02 1.6 £0.1 0.31 £0.03 0.7
5 0.26 £0.04 | —0.08£0.03 | 1.601 = 0.001 0.33 £0.02 0.52
6 0.30+0.03 | —0.14 £0.03 1.6+0.1 0.33+0.03 0.61

Table 5: The fit parameters for the momentum dependence of the neutron detection efficiency and the efficiency at

2 GeV/ec.
Accounting for Background Events in extracting the Efficiency

Figure [36| shows the missing mass distributions of the denominator and the numerator of Eq.
for different missing momentum bins. Both distributions contain background events extending to
neutron missing mass greater than 1.05 GeV/c2. We estimate the background fraction in each
missing mass peak by fitting the full distribution to a sum of a Gaussian (signal) and a third order
polynomial (background). We define the signal-to-background ratio as the ratio of the integral
under the Gaussian (S) to the integral of the total fitted function (S + B) between the limits
defined by the missing mass cut 0.85 < M,,;ss < 1.05 GeV/c2. Table @ summarizes the ratios for
different missing momentum bins. We corrected the efficiencies extracted above with the ratios

listed in the fourth column of Table [6l
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Figure 36: The missing mass distributions along with their fits for d(e, ¢’ prt7~)n events (left) and d(e, e'prt 7 n)
events (right) for different missing momentum bins.
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=5 | de,e’prtn)n | dle,e’prtnn) | €corrected
0.5 < pmiss < 1 GeV/c 69% 86% 1.24 - €
1< pomsss < 1.5 GV /c 66% 80% 121 ¢
1.5 < Pmiss < 2 GeV/c 62% 7% 1.22 €
3 < Pruies < 2.5 GeV /¢ 61% 70% 115 ¢

Table 6: The signal-to-background ratios for different missing momentum bins, and their corrected efficiencies. See
text for details.

3.2 Identifying A(e,e¢'n) and A(e, ¢'p) Quasi-Elastic Events

The main challenge in identifying low-p,,;ss and high-p,..ss (e,€'n) events is the poor neutron
momentum resolution. To minimize this effect we optimized the event selection cuts using a
sample of “smeared protons”. We created this sample by smearing the momentum of the proton in
each (e, ¢'p) event by the corresponding neutron momentum resolution.

To do this, for each (e, ¢'p) measured event we raffled several “smeared momenta” from a Gaussian
distribution with a mean equal to the un-smeared proton momentum and a width equal to the
neutron momentum resolution (as determined using the analysis of section . As the neutron
momentum resolution is slightly different for neutrons that interact in the different EC layers,
we generated the smeared protons in fractions that correspond to the probability of the neutrons
depositing energy in the different EC layers. Figure [37] shows the difference between the original
(un-smeared) and smeared proton momenta. Since different momenta have different resolutions,

the resulting distribution is not a simple Gaussian but a sum of Gaussians.
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Figure 37: The difference between the original proton momentum (p,) and the smeared proton momentum
(psmeared)~

The strategy was to use these smeared-protons to help select (e,e’n) events. Therefore, we first
matched the (e, €'p) and the (e, e'n) acceptances, by applying the following cuts:

e EC fiducial cut: As described in Sec. [3.1.1] the fiducial region in which the EC exhibits
a valid response, is defined by removing 10-cm from its edges. We applied this cut on the

neutrons as well as the protons. In the latter case we did it by calculating the expected
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projection of the protons on the EC based on their measured scattering angle (before the
protons curve in the magnetic field), and tracing the momentum vector from the origin to the

EC face as a straight line.

e CLAS fiducial cut: The protons’ fiducial cuts (see [15]) were applied also on the neutrons
detected by the EC.

e Momentum cut: Same as for neutrons (see Sec. [3.1.5)).

Through this chapter, unless stated otherwise, results are presented for '2C. Results
for "Al, *Fe, and **Pb can be found in App. [A]-[C]and in [15].

3.2.1 Identifying High-Momentum (SRC) events

High-momentum (e,e’N) (N = p/n) events are QE events with the electron being scattered off a
nucleon with high-momentum (k > kp). Below we present the selection of A(e, e'n) events, using
the smeared protons discussed above.

The identification of high-momentum A(e,e’p) events was previously studied in Ref. |]§ﬂ We
therefore started by choosing an un-smeared set of A(e, e’p) events using the same selection criteria
as Ref. [@I, and optimized which cuts should be applied to the smeared protons in order to obtain a
new set of events with as many A(e, ¢'p) events similar to Ref. [6] as possible (maximum efficiency)
and as few other events as possible (maximal purity), while preserving the statistical precision of
the data set. As our goal was to compare protons to neutrons, we always used the smeared proton
sample in the analysis, whereas the un-smeared protons are used for validation and tests.

The event-selection cuts used in Ref. ﬂ@], and the modified cuts adapted for this work, are listed
in Table [/} The main cut is on the missing momentum of the reaction. Assuming the PWIA
for (e,€'N) scattering, the initial momentum of the reaction is equal to the missing momentum,

defined as:
ﬁmiss = ﬁN - j (9)

where py is the measured momentum of the scattered nucleon, and ¢ is the momentum transfer
vector. Additional cuts were applied to select high-momentum events, to suppress competing
processes, such as Meson-Exchange Current (MEC), Isobar Configurations (IC), Single-Charge
Exchange (SCX), and Final-State Interactions (FSI).

e I'p cut:

To minimize FSI and IC, xp > 1 is required, i.e., the longitudinal initial momentum of the struck
nucleon is directed opposite to the virtual photon. The MEC effect decreases as 1/Q? compared
to SRC. Therefore requiring large Q* (> 1 GeV?/c?) minimizes this effect. The chosen cut was
zp > 1.1 (reduced from the 1.2 value used in Ref. [] to increase statistics). Both cuts insure large
@Q?, and therefore no additional cut was applied on it. Figure [38 shows the ? distributions for

(a) un-smeared protons, (b) the smeared protons (red) and neutrons (blue).
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Figure 38: Q% normalized distributions for: (a) un-smeared protons events with z > 1.2, and (b) smeared protons
(red) and neutrons (blue) with zp > 1.1.

e Leading Nucleon Selection:

We wanted to identify the leading nucleon in the reaction, i.e., the nucleon that was struck by
the virtual photon, rather than a recoil nucleon emerging due to other processes. With large Q?,
nucleons with high momentum and a small angle relative to the ¢ are more likely to be the ones
struck by the virtual photon. Figure [39shows the relative angle between the detected nucleon and
the ¢ (An,) vs. the ratio between the detected nucleon momentum and the momentum transfer
(|;N|/|ﬂ), together with the chosen cuts (6y, < 25°, 0.62 < |pn|/|g] < 0.96), for un-smeared
protons [6]. Figure [A0] is the same as Fig. for smeared protons (a) and neutrons (b). We
used the same angular cut, and loosened the momentum ratio cut to account for the momentum
smearing (0.62 < |py|/|q] < 1.1).

un-smeared protons
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Onq [
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Figure 39: On4 vs. |Dn|/|q] for un-smeared protons. The red box shows the cut applied to select leading protons in

[6)-
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Figure 40: Same as Fig. [39|for smeared protons (a) and neutrons (b).

e Missing Momentum and Mass cuts:

The main cut selecting high-momentum events is on the missing momentum. Ref. |]§[] used a cut
of 300 < priss < 1000 MeV /¢ for the un-smeared protons.

Assuming the electron scatters from a pair of nucleons at rest (i.e., p.,,. = 0), then the missing
mass of the (e,e'N) reaction is: M?2,.. = (¢ + 2my — py)?, where ¢ is the 4-vector momentum
transfer, (2my, 03 is the 4-vector of the pair, and py is the 4-vector of the struck nucleon. Due to
the finite resolution of the detector and the c.m. motion of the pair, the distribution has a finite

width. In order to avoid contamination from pion-production and delta-excitations, Ref. |]§|] used
a cut of M;ss < 1100 MeV /c?.

The values of the missing momentum and mass cuts are very sensitive to the neutron momentum
reconstruction resolution. We therefore optimized these cut values using the smeared-proton event
sample by varying the cut values and examining:

e False positive probability - The fraction of events that do pass the missing momentum and
mass cuts using the smeared proton momentum, but do not pass the cuts of Ref. [@I
when using the un-smeared momentum. Reducing this fraction maximizes the “purity” of the

sample.

e False negative probability - The fraction of events that do not pass the missing momentum
and mass cuts when using the smeared proton momentum, but do pass the equivalent cuts
of Ref. [6] when using their un-smeared momentum. Reducing this fraction maximizes the

“efficiency” of the sample.

Figure [41] shows the false positive (left) and false negative (right) probabilities as a function of
the lower missing-momentum cut for different missing-mass cuts applied using the smeared-proton
momentum (the upper missing-momentum cut was chosen to be pp;ss < 1000 MeV/c [L5]). The
circle marks the chosen cut value for which both probabilities are comparable, low (~ 15%) and
still have reasonable statistics (Pmiss > 400 MeV /¢, Mpniss < 1175 MeV /c?).
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Figure 42| and [43| show the kinematical distributions of the resulting '*C(e, e'n) and '*C(e, €'p)
events. Figures[d4]and [45]show the same distributions for (e, e'n) scattering events for all targets.

] This analysis \ Proton analysis [6] |
zg > 1.1 zg > 1.2
0.62 < |Pyl/|q] < 1.1 0.62 < |P,|/|q] < 0.96
Onq < 25° O,q < 25°
M,iss < 1175 MeV /c? Mpiss < 1100 MeV /c?
400 < ppmiss < 1000 MeV/c | 300 < prmiss < 1000 MeV /c

Table 7: The selected cuts of this analysis (1%¢ column), and the cuts used in the knockout proton analysis I@I (2nd
column).
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Figure 41: The false positive (left) and negative (right) probabilities, as a function of the smeared protons lower
missing momentum cut for different cuts on the missing mass. The black circles represent the chosen cuts. See text
for details.
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and (e) zp. All distributions are normalized to unity such that only their shapes are to be compared.

47



(@ (b)

0.08F 0.07|—
0.07F E
E 0.06f—
0.06 E
E 0.05{—
0.05— =
E 0.04—
0.04 E
0.0 0.03F~
0.02- 0.02f—
0.01— 0.01—
S S S AN i . . E d ol b L L
8.2 0.5 0.6 0.7 0.8 0.9 1 11 1.2 [y T 12 14 16 18 2 32 54
- >
IPriss| [GeV/c] Preadl [GeV/c]
(c) (d)
012l 0.12\—
0.1j 0.1—
0.08— L
£ 0.08—
0.06— F
C 0.06{—
0.04— I
0.02- 0.04—
E P AN RPN ENAPANIN IR AFRVIVIN IVAFANN IR AR I e
%6 22 24 26 28 30 382 34 36 38 40 42 44 0 5 10 15 20 25
0. [] []
p/n epq/nq

Figure 43: The smeared-proton (red) and the neutron (blue) kinematic variables after applying the high missing
momentum cuts. Shown are (a) the missing momentum, (b) the leading proton/neutron momentum, (c) the leading
proton /neutron scattering angle, and (d) the angle between the struck nucleon and the momentum transfer vector.
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Figure 45: Same as Fig. for A(e,e'n) events. Blue - C, red - Al, green - Fe, and pink Pb.

3.2.2 Identifying Low-Momentum (Mean-Field) events

Low-momentum (e,e’N) (N = p/n) events, are QE events with the electron being scattered
off a nucleon with low-momentum (k < k), and low separation energy (<~ 80 MeV) [16][1§].
Assuming the PWIA, as in Sec. the initial momentum of the nucleon equals to the missing
momentum (,,;ss), and the separation energy to the missing energy of the knockout nucleon:
Eoiss = w—Txn —Tp, where w is the energy transfer in the (e, €’) reaction, Ty is the kinetic energy
of the struck nucleon, and T'g is the kinetic energy of the residual A — 1 system. Figure [46[shows
the missing energy vs. the missing momentum for (e, e'n) and (e, €'p) events. The latter are shown
before and after momentum smearing. A QE peak is clearly observed for the un-smeared (e, ¢'p)
events at Priss < 250 MeV/c and E,,;ss < 80 MeV, but is not visible for neutrons and smeared
protons due to the poor momentum resolution. Therefore, for low-p,,;ss events, we used again the
smeared protons to optimize the selection cuts, to minimize the false-positive and false-negative

probabilities.

50



(a) protons (b) neutrons

Emiss [G eV]

Piss [GEVIC]

(c) smeared protons

Emiss [Ge\/]

Figure 46: The missing energy vs. the missing momentum for (a) (e,e’p) events, (b) (e,e’n) events and (c)
(e, €'Dsmeared) €vents. The red lines represent the QE region.

Before optimizing the cuts to select low missing momentum and energy events, we first enhanced
the MF contribution to the event sample by cutting on quantities that are insensitive to the poor
neutron momentum resolution, namely the electron kinematic variables and the detected nucleon
angle.

From the electron variables we extracted the energy transfer, w, the four-momentum transfer, Q2,
and y, a scaling variable related to the minimum initial momentum of the knocked-out nucleon in
the direction of the momentum transfer:

Y= [(Ma+w)y /02— M3, W2~ |qiA] /w? (10)

with

W=/ (Ma+w)?—[q?, A= (Mi_, — M} +W?) /2,

where M4, M4_1 and My are, respectively, the masses of the target nucleus, residual nucleus, and
nucleon.

Figure shows the correlations between y and w, and between Q? and 6y, the angle between the
detected nucleon and the momentum transfer vector. The distributions are shown for all events
and for low-p,,;ss and E,,;ss events (i.e., pmiss < 250 MeV /¢ and E,,;ss < 80 MeV for un-smeared
protons). The low missing momentum and energy events populate very narrow parts of the phase-
space. We therefore cut on y, w, and 0y, based on the distributions of the un-smeared protons
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with low missing momentum and energy. The cuts are shown by the red boxes in Fig. [I7}
—0.05 <y <025 (11)

0.95 <w < 1.7 GeV

Opg < 8°

The Q? cut shown in Fig. (b) (1.3 < @* < 3.5 GeV?/c?) was not directly implemented as
cutting on y and w limit the selected events within this cut limits. It should be noted that for MF
QE events, y is expected to be centered around y = 0. This is not the case here (see Fig. 47| (a)).
The reason for this is the bias caused by the angular region we are probing, that is limited by the
EC angular coverage (see Ref. for details).
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Figure 47: (a) The y scaling variable vs. w with (right) and without (left) the py,iss & Fmiss QE cuts for un-smeared
protons. (b) Same as (a) for ,, vs. Q>

Next, to determine the cuts on E,,;ss and p,,iss, we used the smeared protons in a similar way as
described in Sec. for the high-momentum event selection. We chose to optimize the cuts
compared to un-smeared missing energy and momentum of pp,;ss < 250 MeV /¢, E,iss < 80+ €(A)
MeV, where €(A) term takes into account the difference in the average separation energy for
nucleus A relative to C. Using many-body spectral functions from , we estimated the increased
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missing energy cuts for the other nuclei: €(A) = 0, 5, and 10 MeV for 2"Al, 5Fe, and 2°°Pb,
respectively. Further, we applied different cut combinations and examined the resulting false
positive and negative probabilities (see Fig. . Based on these rated, we selected the following
cuts for neutrons:

DPmiss < 300 MeV/c Erniss <190 MeV (12)

These cuts are in addition to the cuts listed in Eq. above, and lead to false positive and negative
probabilities of about 10% and 15% respectively.

Figure 49| and [50| show the kinematical distributions of the resulting '2C(e, e'n) and 2C(e, e'p)
events. Figures andshovv the same distributions for (e, e'n) scattering events for all targets.
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Figure 49: The electron kinematic variables for >C(e, €' psmeared) (red) and 12C(e,e'n) (blue) after applying the
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distributions are normalized to unity such that only their shape is compared.
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Figure 51: Same as Fig. for A(e, e'n) events after applying the QE cuts. Blue - C, red - Al, green - Fe, and pink
- Pb.
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Figure 52: Same as Fig. for A(e, e'n) events after applying the QE cuts. Blue - C, red - Al, green - Fe, and pink
- Pb.

3.3 Identifying the A(e,e¢'np) and A(e, ¢’pp) High-Momentum Events

After identifying high-momentum A(e, e'n) and A(e, €¢'p) we moved to an exclusive triple coinci-
dence A(e, e'np) and A(e, €’pp) measurements. We started with the sample of A(e, e'n)and A(e, 'p)
selected in Sec. and demand to have another proton detected in a coincidence. This proton
which we refer to as “recoil proton” is required to have momentum p,.. > 350 MeV/c.

Since the recoil protons have relatively low momenta, we corrected their momenta for energy loss in
the target and the CLAS detector, following the procedure in Ref. . The correction factor was
estimated using GSIM, CLAS Geant-3 Monte-Carlo simulation . The proton momentum was
randomized uniformly, and for each simulated event, both the generated (Pge,) and reconstructed
(PRrec) momentum of the proton were saved. Figure [53|shows the difference between the generated
and reconstructed energy as a function of the proton reconstructed momentum. A momentum
correction function was fitted to the mean energy loss, which resulted in:
0.00084

dE =0.0013 + —— 13
0074+ Po)? (13)
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Figure 53: The difference between the energy of generated and reconstructed (Egen — ERec) protons as a function
of the reconstructed proton momentum (pge.), extracted using GSIM . The red crosses are the mean values of

each (pgrec) bin. The dashed line represents the correction that needs to be applied to the reconstructed momentum.
This figure was adapted from .

Figure 54| shows the energy deposited in the TOF counters for the recoil protons vs. their momen-
tum for the different targets. In order to eliminate pions contamination, we chose to cut on SC
energy deposit >15 MeV.
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Figure 54: Energy deposited in the TOF counters for the recoil protons vs. their momentum for the selected
smeared(e, e’pp) (red) and (e, e'np) (blue) events. The black line shows the cut applied to eliminate pions contam-
ination.

Figures show the kinematical distributions of the resulting ?C(e, e/np) and 2C(e, ¢'pp)
events. Note that due to SRC kinematics the recoil protons are expected to show correlation
with piiss of the (e, ¢’ N) reaction. That correlation can not be explained by simple phase-space
consideration. In Fig. we compare the measured distributions with these of a random sample
of (e,e'np) and (e, e'pp). We define a random event as one in which the electron and the leading
nucleon are both taken from one event, while the recoil proton is taken from another. As can
be seen in the figure it is clear that the measured distributions are not produced due to detector
effects. Figures show the same distributions for (e, e'np) scattering events for all targets.
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Figure 55: The electron kinematic variables for smeared 2C(e, 'pp) (red) and ?C(e, ¢'np) (blue) selected events.
Shown are the electron momentum, the electron scattering angle, Q?, xp, and w. All distributions are normalized
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Figure 58: Same as Fig. [55|for A(e, e'np) events. Blu
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4 Results

. Ale,e' N . .
4.1 Extracting (e’e, ) cross-section ratios
C(e,e’N)
A(e,e'p) .
Clecp) ratios

To test the selection cuts developed for the smeared proton sample, we started by extracting
the égii,ﬁ ; cross-section ratios for both smeared and un-smeared protons in both the mean-field
(low-ppiss) and the SRC (high-p,.;ss) kinematics discussed in Sec. The extraction of the

cross-section ratios from the measured event yields requires several corrections:

e Acceptance correction - Since all solid targets were held in the same position with regard
to the CLAS spectrometer, the kinematics of reconstructed events from all taget nuclei are the
same. Therefore, CLAS acceptance effects and the electron reconstruction efficiency cancel

in the A(e, e'p)/C(e, €'p) cross-section ratios.

e Radiative correction - Due to the large acceptance of CLAS, radiative effects affect mainly
the electron kinematics. They also largely cancel in the cross-section ratios. We corrected
for this using the calculations of , which are commonly used by previous analyses [6]24].
The calculations are based on the virtual-nucleon impulse approximation of (e, e’) inclusive

processes.

e Normalization corrections - The measured number of events were weighted by the inte-
grated luminosity for each target. The luminosity is the product of the target areal density
and the accumulated beam charge for each target. The target areal densities were measured
before the experiment and are listed in Table 3] The integrated beam charge was measured
by a Faraday Cup located downstream of the beamline, and was summed for all runs on each

target.

e False positive and negative - Table [§|lists the resulting false positive and negative proba-
bilities for each target and kinematics. The false positive and negative corrections are about
10% to 15% and vary in opposite directions. They therefore largely cancel each other leading

to less than 5% correction.

’ Nucleus ‘ False positive [%)] ‘ False negative [%)] ‘ ’ Nucleus ‘ False positive [%)] ‘ False negative [%] ‘
C 9.4 15.3 C 17.1 16.2
Al 9.6 15.1 Al 16.9 16.0
Fe 10.0 15.0 Fe 16.7 16.1
Pb 10.7 14.8 Pb 17.6 16.4

Table 8: The false positive and negative probabilities of all targets for low-momentum (left) and high-momentum

(right) events.
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The contributions to the uncertainty in determing the requested ratios include:

e Statistics

e Sensitivity to the event selection cuts - Each event cut was modified over a given range
and the resulting change in the relative event yield was taken as a systematic uncertainty.
Tables [0] and [L(] list the event selection cuts used in each kinematics and the range used for
the sensitivity study, for smeared and un-smeared protons. Since the smeared protons are

the ones to be compared with neutrons, changes in their relative event yield are presented in

Table [l

e Radiative correction - A previous study showed that this is a negligible correction to
the A/C ratios. Therefore, no contribution to the systematic uncertainties was assumed.

e Normalization correction - The uncertainty on the product of the accumulated beam

charge and target thickness was estimated to be 2%.

e False positive and negative - We assume the full value of this correction as a systematic

uncertainty on the ratios.

| Cut (smeared protons) | Sensitivity range |

—0.05 < y1< 0('}25 ii?'g’ | Cut (un-smeared protons) | Sensitivity range |
0-95 <9“ i 8;)7 eV O.ilOeV Priss < 0.25 GeV /c £0.025 GeV /c
prq .
T e Em b Erniss < 0.08 GaV £0.008 GeV
FEoiss < 0.19 GeV +0.02 GeV

Table 9: The M.F. event-selection cuts, and the range used for the sensitivity study.

| Cut (smeared protons) | Cut (un-smeared protons) | Sensitivity range |

rzp > 1.1 rp > 1.2 +0.05
%0, < 25° %0, < 25° T5°
*0.62 < py/q < 1.1 %0.62 < p,/q < 0.96 10.05
Mypiss < 1.175 GeV /c? Mppiss < 1.1 GeV/c? +0.025 GeV /¢?
0.4 < pmiss < 1 GeV/e 0.3 < pmiss < 1 GeV/c +0.025 GeV/c

Table 10: The high-momentum event-selection cuts, and the range used for the sensitivity study.
*The leading proton (6,4 and p,/q) cuts were changed simultaneously.

y MF Cut [ AI/C [ Fe/CPb/C] | SRC Cut | Al/C | Fe/C | Pb/C |
—0.05<y<025 [1.6% | 1.3% [ 1.2% ap > 1.1 0.83% [ 1.5% | 2.0%
0.95 <w < 1.7GeV | 1.4% [ 08% | 2.0% *0pg < 25°
Opg < 8° 13% | 1.9% | 1.6% 62 < plg <11 | 200 | 2O% | 24%

Piss <03GeV/ec | 1.2% | 2.0% | 1.8% Moppiss < 1175 GeV/c? | 1.9% | 2.1% | 2.2%
FEoiss < 0.19 GeV 1.9% | 1.8% | 1.9% 0.4 < Phiss <1GeV/e | 2.2% 1.9% | 2.6%
Total uncertainty | 3.4% | 3.6% | 3.9% Total uncertainty 3.6% | 41% | 4.6%

Table 11: The event-selection cuts, and the change in the ratios due to variations in the cuts, for smeared protons.
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Figure [61| shows the resulting A-dependence of the (e, e'p) cross-section ratios for smeared (red)
and un-smeared (blue) protons, for low-momentum (left) and high-momentum (right) kinematics.
As can be seen, the smeared results agree well with the un-smeared protons results indicating that
we corrected for bin migration (false positive and negative) correctly.
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Figure 61: The A-dependence of the A(e,e'p)/C(e,e'p) cross-section ratios for smeared protons (red), and un-
smeared protons (blue), for mean-field (left) and high-momentum kinematics (right).

A(e,e'n)

Cleen) ratios

After showing the equivalence of the smeared and un-smeared protons, we performed a “blind”
analysis in order to extract the same ratios for neutrons. The corrections and contributions for
the uncertainty are the same as for the proton ratios. Table [12] summarizes the sensitivity of the
neutron ratios to the event selection cuts. Figure shows the resulting A-dependence of the
(e,€'n) cross-section ratios for low-momentum (left) and high-momentum (right) kinematics.

y MF Cut [ AI/C [ Fe/CPb/C] | SRC Cut [ Al/C [ Fe/C [ Pb/C |
—0.05<y <025 | 0.8% | 1.3% | 1.2% zp > 1.1 11% | 2% | 1.9%
005<w<1.7GeV | 1.4% | 1.2% | 1.7% g < 25°
6, <& 15% | 1.6% | 1.0% 62 <plg <11 | | 20% | 25%
Priss <03 GeV/ie | 1.2% | 1.3% | 1.5% Moniss < 1175 GeV/® | 2.4% | 3.0% | 2.0%
Erniss < 0.19GeV | 0.8% | 0.9% | 1.4% 0.4 < Priss < 1GeV/e | 2.3% | 1.6% | 2.3%
Total uncertainty 2.6% | 29% | 3.1% Total uncertainty 38% | 4.7% | 4.4%

Table 12: Same as Table for the neutrons ratios.
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Figure 62: Same as Fig. for the neutrons ratios.

Ale Nnign/Alee Niow  qoyble ratios

4.2 Extracting the &C TN e [ N);
5 hig ; ow

Using the extracted ratios from the previous section, we derived the double ratios of high-momentum
to low-momentum nucleons in nuclei relative to carbon, [A(e, ¢’ N)nign/A(e, € N)iow] / [Cles € N)nign/Cle, € N)iow] -
The double ratio is an estimator for the increased fraction of SRC nucleons in an asymmetric nuclei

compared to carbon. We used carbon as a reference because it is a well studied, medium-mass

symmetric nucleus and has a similar average density to the other nuclei measured here. In addition,

these cross-section ratios relative to carbon are very robust as normalization, transparency, and

proton (neutron) detection efficiency corrections cancel in the high-momentum to low-momentum

ratio for the same nuclei. See Table [13| for the different contributions to the double-ratio uncer-

tainties. Figure [63] shows the resulting high-momentum fractions for protons and neutrons for the

different nuclei. We found that the fraction of high-initial-momentum protons increaces by about

50% from carbon to lead. Moreover, the corresponding fraction of high-initial-momentum neutrons

seems to decrease by about 10% +5% (1¢). Nucleon rescattering, if substantial, should increase in

larger nuclei and should affect protons and neutrons equally. Because, unlike the proton ratio, the

neutron ratio decreases slightly with mass number, this also rules out sizeable nucleon rescatter-

ing effects. Figure [63| also shows the results of the simple phenomenological np-dominance model

presented in Chapter 1, at which we used a mean-field momentum distribution at low-momentum,

and a scaled deutron-like high-momentum tail. This model agrees with our data and also predicts

momentum-sharing inversion, i.e., on average protons move faster than neutrons in neutron-rich

nuclei.
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] protons \ measured ratio \ Event selection \ False positive and negative \ Statistics \ Prediction ‘

AI/C 1.154+0.09 +0.06 +0.01 +0.06 1.06 — 1.17
Fe/C 1.36 = 0.08 +0.07 +0.01 +0.03 1.20 — 1.30
Pb/C 1.50 £ 0.10 +0.09 +0.02 +0.04 1.44 — 1.60

| neutrons | measured ratio | Event selection | False positive and negative | Statistics | Prediction |
Al/C 0.99 +0.10 +0.05 +0.01 +0.09 0.97 — 1.07
Fe/C 1.05 £0.08 +0.06 +0.01 +0.05 0.92 —1.03
Pb/C 0.92 4+ 0.06 40.05 +0.01 40.03 0.71 — 0.83

Table 13: The measured double-ratios and their total uncertainties shown in Fig. (2" column), the different
contributions for the uncertainties (3"% — 5" columns), and the predicted ratios based on the phenomenological np-
dominance model (6" column). The range in the predictions is due to the use of different models for the mean-field
momentum distributions and different values for the transition momentum ko (see Sec. 1 for details).
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Figure 63: Relative high-momentum fractions for protons (red circles) and neutrons (blue squares). The inner
error bars are statistical and the outer ones include both statistical and systematic uncertainties. Red and blue
rectangles show the range of predictions of the phenomenological np-dominance model for proton and neutron ratios,
respectively. The red line (high-momentum fraction equal to N/Z) and the blue line (high-momentum fraction equal
to 1) are drawn to guide the eye. The inset demonstrates how adding neutrons to the target nucleus (solid red
curve) increases the fraction of protons in the high-momentum tail (shaded region).

4.3 Extracting the ‘:((Z’—ZZ)) ratios

Using the selected events described in Sec. we extracted the neutron-to-proton reduced cross-
section ratios, for both low and high initial momenta: [A(e,e'n)/o,]/[A(e, €'p)/o,], that is, the
ratio of measured cross-sections for the scattering of electrons from nucleus A, scaled by the known
elastic-scattering electron-neutron, o, and electron-proton o, cross-sections. We started with 2C
as a sanity check, to verify the extraction (neutron detection efficiency, detector acceptances...).
Since it is a symmetric nucleus, both ratios, at low and high momenta should be equal to unity.
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As mentioned above, since we are looking at the ratio of neutrons to protons, we use the reduced
cross-section which is defined as follows:

(#)..,/ ().,

)ewp is a measured cross-section, (g—g)M is the Mott cross-section, G g is the electric form

e(l+7)

On(p) =
(p) -

- EG%+Gﬁ4 (14)

dg
an

factor (FF) of the neutron (proton), G, is the magnetic form factor, 7 = % is a kinematic factor,
N

where (

My is the nucleon mass, € = [1 4 2(1 + 7)tan®%] ! and 6, is the scattering angle of the electron.
The neutron and proton FF were taken from . Due to the dependence of the cross-sections on
Q? and 6., we scaled the cross-section ratio event-by-event.

Even though many of the corrections cancel when considering ratios for the same nucleus, the
extraction of this cross-section ratio still requires several corrections:

e Acceptance correction and detection efficiency - We consider in this work only partial
phase-space events that have the same CLAS acceptance for both neutrons and protons.
The neutron-detection efficiency was measured as discussed above in Sec. [3.1.5, whereas
the proton-detection efficiency in this region of phase-space was estimated using the CLAS
Geant-3 Monte-Carlo simulation. All these corrections were applied on an event-by-eveny

basis. Below we described in more details the proton correction.

We define the proton detection efficiency within CLAS aaceptance as €, = ﬁm, where N, is the

en

number of reconstructed events, and Ny, is the number of generated events, in each kinematics bin.
The reconstructed events are generated events that were identified in the detector as determined by
the simulation. The accepted and detection efficiency corrections were obtained using the CLAS
Geant-3 Monte-Carlo simulation process GSIM — GPP (GSIM Post Processing package)
— RECSIS [42], in the following steps:

1. Event generator:

e We chose 10,000 electrons from our data sample, ones that we know that were found in the

detector and passed our cuts. For each one of them we take the momentum vector p,.

e We randomized (uniformly distributed) the proton momentum and scattering angle (in our

kinematic regime).

e For each event from the last step, we randomized 100 times the phi angle, assuming a uniform
distribution (—180° < ¢, < 180°). This results in 1,000,000 generated (e, e’'p) events.

2. We ran the (e,e’p) sample through the CLAS Geant-3 Monte-Carlo simulation: The GSIM
program is a software model of the CLAS spectrometer, and allows to model its response to the
passage of particles through. It includes processes such as energy loss and radiation of secondary
particles during the transport through different parts of CLAS. The input data to GSIM is a set of
four-momenta of particles created by the event generator. In order to eliminate signals from known
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dead channels and to smear the particles according to CLAS resolution, we run the sample through
the GSIM Post, GPP. Eventually, we run the sample through RECSIS, the CLAS reconstruction
system.

3. We corrected the data event-by-event by scaling each event by the ratio of reconstructed /generated
events from the simulation. The correction was done to each momentum and scattering angle bin
of the proton, and for each sector.

Figure shows the simulated corrections as a function of the proton scattering angle and its
momentum, for each sector.

Note that by using this procedure, we are taking into account the electron acceptance in the
detector. However, the electron acceptance is the same for (e, e’p) and (e, e'n) events. Therefore,
in order to cancel out electron acceptance effects, we take the number of generated events to be
the number of (e, €¢’) events that were reconstructed.

As can be seen in Fig. [64] there is a sharp decrease in the efficiency in some sectors, at certain
angular regions. This is due to dead detector regions in some of CLLAS sectors. These regions were
removed from the analysis of all targets, both for protons and neutrons. The dead regions did not
change during the experiment.

o Transparency difference for neutrons and protons - At high momentum (> 1 GeV/c)
the proton-proton and neutron-neutron scattering cross-sections are similar. Therefore, the
neutron and proton transparencies are practically the same and cancel in the A(e, ¢'p)/A(e, e'n)
ratio. A possible exception is in the case of highly asymmetric nuclei like 2°Pb, due to the
large excess of neutrons. Such a difference between the proton and neutron transparencies was
estimated using relativistic Glauber calculations and was found to be within 1%. Therefore,
we did not correct the data for that, but we did include a 1% uncertainty to the ratios of
208Ph(e, €'p) /**®Pb(e, ¢'n) QE events. See more details on the transparencies of neutron and
proton in Sec. of this work.

The contributions to the uncertainty include:
e Statistics

o Sensitivity to the event selection cuts - Estimated in the same way as in Sec. Table
lists the event selection cuts used in each kinematics and the changes in the relative event

yield.
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| MF Cut | C [ Al | Fe | Pb | | SRC Cut | C | Al | Fe | Pb |
—0.05 <y <0.25 0.84% | 0.83% | 0.58% | 0.81% zp > 1.1 1.0% | 0.9% | 1.3% | 1.4%
095 <w<1.7GeV | 2.1% 2.0% 1.9% 1.8% *0nq < 25°
8,, < & 2.0% | 1.8% | 1.6% | 1.4% 062 < plg <11 | L% | 18% | 21% | 2.3%
Priss < 0.3GeV/e | 0.82% | 0.49% | 0.56% | 0.78% Mpiss < 1175 GeV/c? | 21% | 2.0% | 2.2% | 1.8%
Eiss <010 GeV | 1.9% | 22% | 2% | 21% | |04 < Py < 1 GeV/e | 2.3% | 2.4% | 25% | 2.3%
Total uncertainty 3.7% | 3.6% | 3.4% | 3.3% Total uncertainty 3.8% | 3.7% | 4.1% | 4.0%

Table 14: The event selection cuts, and the change in the ratios due to variations in the cuts, for A(e,e'n)/A(e, e'p)
ratios.
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Figure 64: The simulated corrections factor as a function of the scattering angle of the proton and its momentum.
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e Acceptance correction and detection efficiency for the protons - Estimated using
the CLAS Geant-3 simulation. As described above, we took protons which are uniformly
distributed in their momentum. To evaluate the uncertainty, we used a different input model
for the simulation, and took the difference between the resulted simulated corrections as the

uncertainty.

e Neutron detection efficiency - In Sec. we extracted the neutron detection efficiency
for each sector as a function of the measured momentum, and fitted it with Eq. [§] The

detection efficiency uncertainty was calculated based on the errors of the fitted parameters

(see Tab. [5).

e Transparency - As discussed above.

Tables [15| and [16{summarize the A(e,e'n)/A(e, e'p) M.F. and SRC ratios and their uncertainties.

’ Nuclei ‘ Ale,e'n)/A(e, e'p) ‘ Statistics ‘ Neutron efficiency ‘ Proton efficiency & acceptance ‘ Event selection ‘ Transparency

120 1.01 £ 0.05 +0.01 +0.03 £0.01 +0.04 -
2TAl 1.10 £ 0.06 +0.02 +0.04 +0.01 +0.04

0Fe 1.12£0.05 +0.01 +0.03 £0.01 £0.04 -
208pp, 1.67+£0.10 +0.03 +0.07 +0.03 +0.05 £0.02

Table 15: i%izl,;; M.F. ratios and the different contributions to the uncertainty.

’ Nuclei ‘ A(e,e'n)/A(e, e'p) ‘ Statistics | Neutron efficiency ‘ Proton efficiency & acceptance | Event selection | Transparency

12C 1.10 £ 0.07 +0.03 +0.04 +0.02 +0.04 -
2TAl 1.04 £ 0.07 +0.04 +0.03 +0.02 +0.04 -
56Fe 0.96 + 0.05 +0.02 +0.03 +0.01 +0.04 -
208ph 1.00 + 0.07 +0.04 +0.03 +0.02 +0.04 +0.01

Table 16: ’2((22/,7;)) SRC ratios and the different contributions to the uncertainty.

As can be seen in Fig. for 12C, in both the low- and high-initial-momentum, the ratios are
consistent with unity, as expected for a symmetric nucleus. For the other measured nuclei, the low-
momentum (e, e'n)/(e,e'p) reduced cross-section ratios grow approximately as N/Z, as expected
from the number of neutrons (V) and protons (Z) in the nucleus. However, the high-momentum
(e,e'n)/(e, €'p) are consistent with unity for all measured nuclei, independent of the neutron excess.

The struck nucleons could reinteract as they emerge from the nucleus, which we refer to as final-
state interaction (FSI). Such an effect would cause the number of detected outgoing nucleons to
decrease and also modify the angles and momenta of the knocked-out nucleons. These effects were
estimated for symmetric and asymmetric nuclei using a relativistic Glauber framework, which
showed that the decrease in the measured cross-section is similar for protons and neutrons and
thus has a minor impact on cross-section ratios (see [26]).
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Because rescattering changes the event kinematics, some of the events with high measured p,,iss
could have originated from electron scattering from a low-initial-momentum nucleon, which then
rescattered, thus increasing ppiss. If the high-initial-momentum (high-p,.;ss) nucleons originated
from electron scattering from the more numerous low-initial-momentum nucleons, followed by
nucleon rescattering, then the high-momentum (e, e'n)/(e,€'p) ratio would show the same N/Z
dependence as the low-momentum ratio. Because the high-momentum (e, e'n)/(e,e'p) ratio is
independent of A, these nucleon-rescattering effects must be small in this measurement.

Thus, the constant (e,e'n)/(e,e’'p) high-momentum ratios indicate that there are equal numbers
of high-initial-momentum protons and neutrons in asymmetric nuclei, even though these nuclei
contain up to 50% more neutrons than protons. This observation is consistent with the claim that
the high-initial-momentum nucleons belonging primarily to np-SRC pairs, even in neutron-rich
nuclei.
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Figure 65: Relative abundances of high- and low-initial-momentum neutrons and protons. Reduced cross-section
ratio, [oa(e,e'n)/o,]/[oale, €'p)/op], for low-momentum (green circles) and high-momentum (purple triangles)
events. The inset illustrates a typical nuclear momentum distribution as a function of nucleon momentum, where
‘low’ and ‘high’ refer to the initial nucleon momentum. The lines show the simpleN/Z behaviour (green), as
expected from the number of neutrons and protons in the nucleus for low-momentum nucleons, and the prediction
of the np-dominance (purple; [c4(e, e'n)/o,]/[0a(e, €'p)/op]=1) for high-momentum nucleons. The inner error bars
correspond to statistical uncertainties and the outer ones include both statistical and systematic uncertainties, both
at the 1o or 68% confidence level.

4.4 Triple coincidence ratios

Using the selected (e, €'pp) and (e, ¢'np) events described in Sec. we extracted the A(e, e'pp)/A(e, e'np)
cross-section ratios, scaled by the elementary electron-proton and electron-neutron cross-sections,

op and 0,, 0p/n = 0,/0, (in the same way as in Sec. |4.3)), and by the number of scattered protons

(1 or 2).
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The resulting reduced cross-section ratio R = [A(e, €'pp)/2 - 0,]/A(e, e'np) /o, for all measured
nuclei is shown in Fig. [66] The inner error bars show the statistical uncertainties while the outer
ones include systematic uncertainties added in quadrature. The latter include sensitivity of the
extracted cross-section ratio to the event selection cuts detailed in Table uncertainties in the
neutron and proton detection efficiency and a the small difference for the leading proton and
neutron transparency in lead (same as in Sec. . The ratios and the different contributions to
the uncertainties are summarized in Table

] Cut \ Sensitivity range \ 20 \ 2TAl \ 0Fe \ 208ph, ‘
xp > 1.1 +0.05 1.5% | 1.9% | 1.4% | 1.7%
* o o
Opg < 25 +5 2.7% | 2.5% | 2.3% | 2.2%

%0.62 < p/q < 1.1 £0.05
Mumiss < 1.175 GeV/c? | £0.025 GeV/c? | 2.4% | 2.3% | 3.1% | 2.0%
0.4 < prmiss < 1 GeV/ce +0.025 GeV/c 2.6% | 2.8% | 2.1% | 2.1%

Drec > 0.35 GeV/c +0.025 GeV/c 24% | 2.6% | 2.3% | 2.7%
SC Deposited Energy cut ON/OFF 0.2% | 3.2% | 1.0% | 2.3%

Total uncertainty 5.3% | 6.3% | 5.2% | 5.4%

Table 17: The (e, e’ Np) event selection cuts. Also shown is the sensitivity of the pp/np ratios to variations of the
cuts within the ranges shown in the second column. *Both leading nucleon cuts were varied simultaneously.
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Figure 66: Extracted ratios of pp- to np-SRC pairs in nuclei. The open symbols show the measured reduced cross-
section ratios R = [A(e, e'pp)/2-0,]/[Ale, e'np)/o,]. The filled symbols show the extracted ratios of pp- to np-SRC
pairs obtained from the measured cross-section ratios after SCX corrections using Eq. The magenta square
shows the data of , which were also corrected for SCX. The shaded regions mark the 68% and 95% confidence
limits on the extraction due to uncertainties in the measured cross-section ratios and SCX correction factors (see
Appendix A for details).
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’ A ‘ A(e,e’pp)/2-0p

Ale,cnp)/on [%] ‘ Statistics | Neutron efficiency | Proton efficiency % acceptance | Event selection | Transparency

2@ 6.31 & 0.79 +0.67 +0.24 +0.10 +0.33 -
27Al 6.57 + 1.29 +1.21 +0.18 +0.10 +0.41 -
56 e 6.17+0.72 +0.60 +0.20 +0.10 +0.32 -
208py, 6.19 + 1.26 +1.20 +0.19 +0.10 +0.33 +0.06

Table 18: The% M.F. ratios and the different contributions to the uncertainty.
2,e'np)/on

As can be seen, the extracted reduced cross-section ratio R is largely A-independent and equals
6%. This is consistent with np-SRC pairs being 20 times more abundant than pp-SRC pairs. How-
ever, the complete extraction of the relative abundance of pp- to np-SRC pairs from the measured
exclusive two-nucleon knockout cross-section ratios require correcting for reaction mechanism ef-
fects. According to calculations [45], reaction mechanisms other than the hard breakup of
SRC pairs are suppressed under the conditions of our measurement. The residual effects of non-
QE reaction mechanisms are significantly reduced in the cross-section ratios as compared to the
absolute cross-sections. At the relevant high-Q? range, the cross-sections approximately factorize
and calculations of final state interactions (FSI) and single-charge exchange (SCX) of the outgoing
nucleons are done using an Eikonal approximation in a Glauber framework, which was shown to
have good agreement with experimental data. These calculations show that FSI that do not lead
to a reduction of flux are largely confined to within the nucleons of the pair. Such rescattering
does not impact the isospin structure of SRC pairs, which is the main goal of the current chapter
, , . However, we need to include calculated contributions for nucleons that exit the
nucleus and do SCX interactions (e.g., (n,p) and (p, n) reactions) that change neutrons to protons
and vice versa.

At the measured outgoing nucleon momenta, the pp and nn elastic-scattering cross-sections are
similar and therefore the nucleon attenuation is similar, i.e., the probability for a pn pair to exit the
nucleus in an A(e, e'np) reaction is approximately the same as that of a pp pair in the A(e, e, pp)
reaction, see for details. Therefore, the SCX correction is the most signicant one. Because
np-SRC pairs are dominant, np-pair knockout, followed by an (n,p) charge-exchange reaction,
could comprise a large fraction of the measured A(e,e’pp) events. This will make the extracted
ratio of pp- to np-SRC pairs smaller than the measured reduced cross-section ratio R, making the
latter an upper limit on the pp- to np-SRC pairs ratio.

Calculation of SCX effects are model and kinematics dependent. In the current analysis, we used
the Glauber calculations of Ref that were done for the kinematics of our measurement. We
applied these SCX corrections by assuming that the measured two-nucleon knockout reactions
predominantly probe SRC pairs. Under this approximation, the relative abundance of pp- to
np-SRC pairs can be expressed as (see derivation in Appendix A):

#pp—SRC _ 1 2-R-Py - Py P,
#np — SRC 2 Pﬁp—2-o‘p/n-R-PE]p—2-R-nA-Pz[n]

(15)

_ #nn—SRC
where na = Hpp—SRC

SCX, and PAN]N and PAV[N] are the probabilities for scattering off an NN pair and having either
the leading or recoil nucleon undergo SCX, respectively. The values and uncertainties of the

PV is the probability for scattering off an NN pair without subsequent
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parameters used in Eq. are listed in the Appendix. While the current analysis uses the SCX
calculations of Ref. , the formalism detailed in Appendix A, along with the measured reduced
cross-section ratios shown in Fig. are general and other calculations for these corrections can
be applied in the future.

The SCX-corrected ratios of pp- to np-SRC pairs are shown in Fig. by the filled points. The
shaded regions mark the 68% and 95% confidence limits on this extraction due to uncertainties in
the measured cross-section ratios and all other correction factors that are included in Eq. (see
Appendix A for details). The magenta square shows previous data from . As can be seen, the
SCX corrections to our data reduce the extracted pp- to np-SRC pairs ratio by almost a factor of
2 as compared to the uncorrected cross-section ratios, but with increased uncertainties. We can
therefore deduce that the relative abundance of np- to pp-SRC pairs in all measured nuclei to be
equal to or greater than 20. Both corrected and un-corrected ratio are summarized in Table [I9]

A | e 1 | S8 1
2 6.31+0.79 3.2170 500 o)
Al 6.57 +1.29 2.667 0 7o) 20)
*Fe 6.17 + 0.72 2.6270 00 o)

203py, 6.19 + 1.26 2.277 )

Table 19: Measured reduced cross-section R ratios and extracted #pp— SRC/#np— SRC pairs ratio. The reported
uncertainties in the pp / np are the 68% (95%) confidence limits. See text for details.

4.5 Nuclear Transparency ratios

The nuclear transparency factor, T'(A), describes the probability of the outgoing nucleon to emerge
from the nucleus, quantifying the multiple scattering of the knockout nucleon with the surrounding
nucleons. T'(A) is a key ingredient in many calculations of nuclear reactions. Nuclear trancparency,
calculated using the Glauber approximation, is widely used in analyses of reactions measured in
high-energy, heavy-ion, and hadronic physics experiments. Therefore, the experimental extraction
of transparency factors for single nucleon knockout reactions at different kinematics and for differ-
ent nuclei serves as an important baseline for obtaining information on the structure and dynamics
of individual nucleons bound in nuclei and as a detailed benchmark for the validity of the widely
used Glauber calculations.

In this chapter we extracted the transparency ratios, T'(A)/T(C), for proton and neutron knockout,
from A(e, e'p) and A(e, e'n) reactions. The carbon nucleus was chosen as a reference bacause it is
a well-studied symmetric nucleus. The transparency ratios were extracted for the two kinematics
described in this work, MF (low-momentum) and SRC (high-momentum), see Sec. [3.2.1]and [3.2.2]

The nuclear transparency is formally defined as the ratio of the experimentally extracted nucleon
knock-out cross-section to the PWIA cross-section,
TexpAle,€'N)

TN(A) - O'PW[AA(e,e/N) (16)
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In the commonly used factorized approximation for large-Q? reactions, opy4 is given by (see

[30]):

opwiad(e,e’N) = K S OeN %SA(E,pi)dEd?’pi, (17)

#Niar

in which # N, is the number of relevant nucleons in the target nucleus (i.e., number of protons
for A(e,€'p) and neutrons for A(e,e'n)), K = |py|- Ey is a kinematical factor, o,y is the off-
shell electron-nucleon elementary cross-section, S4(F, p;) is the nuclear spectral function, which is
the probability for finding a nucleon in the nucleus with momentum p; and separation energy F.
Sa(E,p;) is normalized such that o [ S4(E, p;)dEd®p; = Niar. The spectral function in Eq.

is integrated over the experimental acceptance.

If the nucleus with A nucleons and '2C, are measured in the same kinematics, then their trans-
parency ratio is given by:
TN(A) erpA(67 €/N) . 95 SC(Evpz)dEdgpz

= 1
TNC)  0eapCle.N)  §5a(E.pi)dEdp; (18)

in which the spectral functions for A and '?C are integrated over the same kinematical regions.

For the MF kinematics, Eq. can be expressed as:

THF(A)  GeapAle,e'N) o [* no(pi)dp:
TJ]VWF(C) OexpCle,e'N) 0 fko na(p;)dp; ’

(19)

where o.,,A(e, € N)/0er,C(e, €' N) is the measured nucleon knockout cross-section ratio described
in Sec. and the second term is the ratio of integrals over the mean-field part of the nuclear mo-
mentum density, which, due to the large missing-energy cut, replaces the integrals over the mean-
fueld spectral functions. The nuclear momentum density is defined as na(p;) = o [~ Sa(E,p;)dE
and was calculated following . The integral calculations in Eq. were done using three dif-
ferent models for the mean-field momentum distribution, and two different values for &y (see Sec.
. We assigned the half difference between the two extreme values obtained by considering the
different values of kg and the different models as the corresponding systematic uncertainty. The
values of the latter are 4.9% (3.8%), 4.2% (5.7%), and 4.3% (4.5%) for protons (neutrons) and
Al/C, Fe/C, and Pb/C ratios, respectively. The results of this calculation are consistent with those
previously otained by Hartree-Fock-Slater wave functions .

For the SRC kinematics the transparency ratios were extracted following as:

TREC(A) _ 1  OeapA(e, €'N)/A (20)
TIRC(0) az2(A/C) 0erpCle, e’ N) /12’

where ay(A/C) is the relative number of 2N-SRC pairs per nucleon in nuclei A and '>C. These
ratios and their uncertainties were adapted from and are based on a compilation of world data
for the (e,€’) cross-section ratio at large Q* and xp > 1 with different theoretical corrections.
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The contributions for the systematic uncertainty of the transparency ratios include the uncertainty
of the sensitivity to the event selection cuts, a 2% uncertainty of the integrated charge, and an
uncertainty due to the false positive and negative correction (see Sec. for details). For the
SRC the uncertainties also include the uncertainty of as(A/c) (5%), and a 5% uncertainty due to
the np-dominance assumption for the 2°Pb/12C case (see Ref. 24). For the MF, the uncertainties
also include the uncertainty from the MF integrals discussed above.

Figure [67)shows the extracted transparency ratios for the various measured nuclei and kinematics.
As can be seen, the extracted transparency ratios are independent of nucleon momentum between
1.4 and 2.4 GeV/c for both proton and neutron, and for each of the three nuclei. Also shown are
previous measurements for protons , which are consistent with the new results. The
proton knockout data are also compared to deveral Glauber calculations , that show
an overall good agreement with the data.
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Figure 67: The extracted transparency ratios for MF and SRC kinematics, both for protons and neutrons, as a
function of the nucleon momentum. Inner error bars are statistical and outer error bars include statistical and
systematics uncertainties, the latter are common for the different data-points of a given measurement. The black
open circles show the world data for the transparency ratios for MF proton knockout from Ref. [L6}fL8][33][34].
Glauber calculations are shown as dotted [31], dashed [35], and solid lines. The nucleon momentum range
for the SRC data points is denoted by the horizontal line round each point, while that of the MF data points is the
same for all points and is not shown for clarity.

The proton and neutron transparency ratios, averaged over nucleon momentum, for each kinematics
are listed in Table 20
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’ MF \ (e, e'p) \ (e,e'n) ‘ ’ SRC \ (e, e'p) \ (e,e'n) ‘
AI/C 0.771 £ 0.017 £ 0.051 | 0.853 +0.033 £ 0.054 AI/C 0.811 £0.028 4+ 0.060 | 0.807 & 0.088 £ 0.103
Fe/C | 0.621 £0.005 % 0.036 | 0.660 £ 0.015 4 0.047 Fe/C | 0.679 £ 0.013 £ 0.048 | 0.683 £ 0.034 + 0.059
Pb/C | 0.442 £0.010 £ 0.029 | 0.439 £ 0.017 + 0.031 Pb/C | 0.435+0.013 £0.040 | 0.439 + 0.032 + 0.049

Table 20: Left - The transparency ratios and their uncertainties for the MF kinematics. For each nucleus, the left
and the right values are for proton and neutron knockout, respectively. The first uncertainty is statistical and the
second is the total. Right - Same as left, for the SRC kinematics.

Figure |68 shows the extracted transparency ratios, averaged over the momentum range shown in
Fig. [67, as a function of the nuclear mass number. The momentum ranges used are 1.64-2.34
GeV/c (3 bins) for MF, and 1.57-2.34 GeV/c for SRC. The transparency ratios are independent
of nucleon momentum in these ranges. For example, averaging the MF transparency ratios over
1.40-2.34 GeV /c (all 4 bins) yields a value that is within 1% (much smaller than the smallest total
uncertainty) of the average over 1.64-2.34 GeV/c (last 3 bins). Since all four transparency ratios
for a given nucleus are consistent with each other within their experimental uncertainties, we take
their weighted average for each nucleus.

The Glauber calculation indicates the distribution of the hard process in the nucleus, that is
manifested in the nuclear mass dependence of the extracted transparencies. Following ,
34], we fitted the weighted average transparencies to a power law in the form of A to obtain
a value of @ = —0.289 £ 0.007. This extraction is consistent with the Glauber result range of
a = —0.288 to 0.337 , , which indicates a nuclear surface dominance of the measured

reactions.
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Figure 68: The extracted transparency ratios for MF and SRC kinematics, both for protons and neutrons, together
with a power law fit to a weighted average (grey line), as described in the text. Also shown are results based on

Glauber Calculations: dotted line, dashed line, and solid line.
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5 Summary and Conclusion

The analysis presented in this thesis was carried by the author (M. Duer) under the direct supervi-
sion of Prof. Eli Piasetzky (Tel-Aviv University), in close collaboration with Profs. Or Hen (MIT)
and Larry Weinstein (ODU). A full analysis note including all the details, which was approved
by the CLAS committee lead by Prof. Stephan Stepsnyan, is available on the web http://www-
nuclear.tau.ac.il/~eip /neutron3.pdf.

Nuclei account for nearly all the mass of the visible Universe. The atomic nucleus is one of the
densest and most complex quantum-mechanical systems in nature. The properties of individual
nucleons (protons and neutrons) in nuclei can be probed by scattering a high-energy particle from
the nucleus and detecting this particle after it scatters, often also detecting an additional knocked-
out nucleon. Analysis of electron- and proton-scattering experiments suggests that some nucleons
in nuclei form close-proximity neutron—proton pairs with high nucleon momentum, greater than
the nuclear Fermi momentum. However, how excess neutrons in neutron-rich nuclei form such
close-proximity pairs remains unclear.

In this work we measured protons and, for the first time, neutrons knocked out of medium-to-heavy
nuclei by high-energy electrons. We showed that the fraction of high-momentum protons increases
markedly with the neutron excess in the nucleus, whereas the fraction of high-momentum neutrons
decreases slightly. This effect is surprising because in the classical nuclear shell model, protons and
neutrons obey Fermi statistics, have little correlation and mostly fill independent energy shells.

The results mentioned were obtained by measuring the double ratio of high-momentum (SRC) to
low-momentum (MF) nucleons in nuclei relative to carbon [A(e, &' N)nign/A(e, € N)iow]/[2C (e, € N)nign/2C (e, €' N)iow]s
where A stands for 27Al, *Fe, or 2°®Pb. The double ratio in the chosen kinematics for this mea-
surement is an estimator for the fraction of SRC nucleons in an asymmetric nucleus compared

to carbon. We used carbon as a reference because it is a well studied, medium-mass symmetric

nucleus and has similar average density to the other nuclei measured in this work. In addition,
forming cross-section ratios relative to carbon significantly reduces the effects of detector accep-

tance and efficiency corrections. We found that the fraction of high-initial momentum protons
increases by about 50% from carbon to lead. Moreover, the corresponding fraction of high-initial
momentum neutrons seems to decrease by about 10% + 5% (10). See Fig
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Figure 69: Relative high-momentum fractions for protons (red circles) and neutrons (blue squares). Red and blue
rectangles show the range of predictions of the phenomenological np-dominance model for proton and neutron ratios,
respectively. The red line (high-momentum fraction equal to N/Z) and the blue line (high-momentum fraction equal
to 1) are drawn to guide the eye.

In addition, we extracted the neutron-to-proton reduced cross-section ratios, for both high and
low initial-nucleon momenta. For low-momentum, the (e, e'n)/(e, ¢'p) reduced cross-section ratios
grow approximately as N/Z, as expected from the number of neutrons (N) and protons (Z) in
the nucleus. However, the high-momentum (e, e'n)/(e, ¢'p) ratios are consistent with unity for all
measured nuclei. See Fig

1.8
16—
el o 14—
b | b
gl [
[
L -
5| s 1.2
B High momentum
1.0— %
- C Al Fe Pb
0.8 L | L ! ! | L L L | L L ! |
1.0 1.2 1.4 1.6

MNeutron excess, N/Z

Figure 70: Relative abundances of high- and low-initial momentum neutrons and protons. Reduced cross-
section ratio, [ca(e,e'n)/o,]/[0a(e, €'p)/oy], for low-momentum (green circles) and high-momentum (purple tri-
angles) events. The lines show the simpleN/Z behaviour (green), as expected from the number of neutrons
and protons in the nucleus for low-momentum nucleons, and the prediction of the np-dominance (purple;
loa(e,e'n)/on]|/loale, e'p)/op|=1) for high-momentum nucleons.
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This confirms that there are equal numbers of high-initial momentum protons and neutrons in
asymmetric nuclei, even though these nuclei contain up to 50% more neutrons than protons. This
observation is consistent with high-initial momentum nucleons belonging primarily to np-pairs,
even in neutron-rich nuclei.

The surprising fact that increasing the number of neutrons in a nucleus increases the fraction
of high-initial momentum protons, which implies that protons have larger average kinetic energy
than neutrons, has several broad implications. Neutron stars contain about 5-10% protons and
electrons. Our results imply that the extreme neutron excess in a neutron star could mean a
dramatically increase in the protons momentum compared to estimation based on simple Fermi
gas. This could affect the cooling rate and equation of state of neutron stars.

There are experimental indications that the high-momentum nucleons associated with SRC pairs
are responsible for the EMC effect . The latter is a change in the quark momentum dis-
tribution in nucleons bound in nuclei compared to free nucleons [39]. The EMC effect (named
after the European Muon Collaboration) may be obtained mainly with SRC pairs which can be
viewed as temporary high-nuclear-density fluctuations. In these nuclear pairs, the nuclear wave-
functions strongly overlap. The internal structure of the affected nucleons is briefly modified. If
this mechanism indeed occurs, then the average proton in neutron-rich nuclei (the minority species)
is more likely to belong to a correlated pair and should therefore be more modified than the average
neutron (the majority species). Observing such increased modification of the proton structure in
neutron-rich nuclei could shed new light on the currently unknown origin of these modifications of
nuclear parton-distribution functions.

Furthermore, the observed np-dominance of SRC pairs in heavy nuclei has considerable implica-
tions in many areas of nuclear and particle physics, These include nuclear correlation functions and
the double-beta decay rate of nuclei , the nature of the repulsive core of the nucleon—nucleon
interaction , and neutrino—nucleus interactions. In the latter the high-precision extrac-
tion of oscillation parameters and searches for new physics beyond the Standard Model require
detailed understanding of the nuclear ground state and neutrino interaction operators [50).

We also studied the np-dominance directly by triple coincidence measurements of the A(e, e'np)
and A(e, €'pp) reactions. From these measurements we extracted the reduced cross-section ratio
for a proton-proton to proton-neutron knockout. We found that the ratio is very small, consistent
with previous measurements off symmetric nuclei [6]. Accounting for FSI, using model-dependent
SCX corrections, we also extracted the relative abundance of pp- to np-SRC pairs in the measured
nuclei. As expected, the SCX corrections lead to a systematic reduction in the pp-to-np ratios
(see App. A), making the reported reduced cross-sections an upper limit to the relative SRC pairs
abundance ratios. See Fig.
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Figure 71: Extracted ratios of pp- to np-SRC pairs in nuclei. The open symbols show the measured reduced cross-
section ratios. The filled symbols show the extracted ratios of pp- to np-SRC pairs obtained from the measured
cross-section ratios after SCX corrections. The magenta square shows the data of , which were also corrected
for SCX.

Previous work [6] measured A(e, ¢'p) and A(e, ¢'pp) events and derived the relative probabilities of
np and pp pairs assuming that all high-missing momentum A(e, ¢'p) events were due to scattering
off SRC pairs. The agreement between the pp/np ratios directly measured here and those of
the previous indirect measurement, strengthens the np-pair dominance assumption and also lends
credence to the previous assumption that almost all high-initial-momentum protons belong to SRC
pairs in nuclei from >C to 2%Pb [6]. This was previously only directly measured in “He and '*C

B9 7.

Finally, from the determined A(e,e’p) and A(e,e'n) cross-section ratios of nucleus A relative to
12, in both MF and SRC kinematics, we extracted the nuclear transparency ratios for protons
and neutrons. The nuclear transparency of single nucleon knockout reactions is an important
quantity for obtaining information about the structure and dynamics of individual nucleons bound
in nuclei. Moreover, in this work, when extracting the different ratios of neutron to protons,
and proton-proton to neutron-proton, we assumed that the transparency of the knockout nucleon
is the same for proton and neutron within the experimental uncertainties (see App. A). This
assumption was based on theoretical considerations only, since until this work, measurements of
nuclear transparency were performed only for protons and not for neutrons.

The extracted neutron-transparency ratios are consistent with each other for the two measured
kinematical regions and agree, within experimental uncertainties, with the proton transparencies
extracted from new and previous (e, e’p) measurements, including those from neutron-rich nuclei
such as lead. The nuclear-mass-dependence of the extracted transparencies scales as A% with
a = —0.289 4+ 0.007, which is overall consistent with —1/3, the value expected for nuclear-surface
dominance of the reactions. Moreover, the proton knockout data agree with Glauber calculations,
validating their use in analyses of high-energy nuclear reactions. While Galuber calculations of
neutron knockout reactions are unavailble at the moment, they should not signicantly deviate from
the proton knockout calcualtions in order to be consistent with the data presented here.
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The results presented in Figs. were published recently in Nature (M. Duer et al. (CLAS
Collaboration), Nature, 506, 617 (2018)). They also serve as the base for another publication
resulted from this analysis: B. Schmookler, M. Duer et al. (CLAS Collaboration), accepted for
publication in Nature (December 2018). Two more papers, based on the latter two results discussed
above, were submitted for Phys. Rev. Lett., and are being reviewed at the time this thesis was
submitted:

e M. Duer et al. (CLAS Collaboration), “Direct Observation of Proton-Neutron Short-Range
Correlation Dominance in Heavy Nuclei”, https://arxiv.org/pdf/1810.05343.pdf

e M. Duer et al. (CLAS Collaboration), “Measurement of Nuclear Transparency Ratios for
Protons and Neutrons”, https://arxiv.org/pdf/1811.01823.pdf
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6 Appendices

A

2TAl, °Fe, and **®Pb distributions (high-momentum)

In this section we show distributions presented in Sec. for 27Al, 5°Fe, and 2°®Pb.

Figures show the false positive and negative probabilities (same as Fig. [41)).
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Figure 74: Same as Fig. [72] for 205Pb.

Figures show the electron and smeared proton kinematics for the selected (e, € Psmeared)

events (same as Figs. 42[43)).
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B %Al, *‘Fe, and ?®Pb distributions (low-momentum)

In this section we show distribtuions presented in Sec. for 27Al, *Fe, and 208Pb.

Figures [77] - [79 shows the missing energy vs. missing momentum for protons and neutrons (same

as Fig.
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Figure 77: The missing energy vs. the missing momentum for (a) 2"Al(e, ¢’p) data, (b) SFe(e, e'n) data, and (c)
208Ph (e, €' psmeared) data. The red lines represent the QE region as defined by Eyuiss and Prss-
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Figure 78: Same as Fig. [77 for 56Fe.
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Figure 79: Same as Fig. [77] for 2°8Pb.

Figures — show the correlations between y and w, and between Q? and 6y, the angle between
the detected nucleon and the momentum transfer vector (same as Fig. [A7)).
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Figures [83| - 85| show the false positive and negative probabilities (same as Fig. .
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Figure 83: The false positive (left) and negative (right) probabilities for the low missing momentum (QE) events,
as a function of the missing momentum cut for different missing energy cuts, for 2”Al. The blue circle represents
the selected cuts.
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Figure 85: Same as Fig. [83| for 20%Pb.

Figures [86] - B8] shows the electron kinematic variables distributions after application of the QE
cuts for smeared protons and neutrons (same as Fig. [19).
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Figure 86: The electron kinematic variables for >Al(e, € psmeared) (red) and 2Al(e, e’'n) (blue) after applying the
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distributions are normalized to unity such that only their shape is compared.
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Figure 87: Same as Fig. [86| for 6Fe.
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Figure 88: Same as Fig. |86 for 2°8Pb.

Figures 89| - [91] show the nucleon kinematic variables distributions after application of the QE cuts
for smeared protons and neutrons (same as Fig. [50).
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Figure 89: The smeared protons (red) and neutrons (blue) quantities after applying the QE cuts for 27Al: (a)
nucleon momentum, (b) scattering angle, (¢) the angle between the nucleon and the momentum transfer vector,
and (d) the absolute difference between the out of plane scattering angles of the nucleon and the electron. All
distributions are normalized to unity such that only their shape is compared.
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Figure 90: Same as Fig. [89| for *Fe.
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C %Al *Fe, and ?*Pb distributions (triple coincidence)

In this section we show distribtuions presented in Sec. for 27Al, Fe, and 2%°Pb.

Figures - show distributions of different electron, proton, and recoil proton variables that
characterize the selected A(e, €'psmeareap) events (same as Figs. 58] - [60).
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Figure 92: The electron kinematic variables for smeared A(e,e’pp) events. Blue - C, yellow - Al, red - Fe, and
green - Pb. Shown are the electron momentum, the electron scattering angle, Q?, xp, and w. All distributions are
normalized to unity such that only their shapes are to be compared.
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- Pb. Shown are the proton momentum, the proton scattering angle, and the angle between the initial proton
momentum p,,;ss and the g vector. All distributions are normalized to unity such that only their shapes are to be
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D SCX correction

In the absence of FSI, assuming scattering from an SRC, the A(e, e'np) and A(e, e'pp) measured

cross-sections can be written as:

O A(e,e'pp) — #ppA 2 Op (21)

O A(e,e'np) = #npA 40

where #ppa (#npa) is the number of proton-proton (neutron-proton) pairs in nucleus A and o,
(0,,) is the electron-proton (electron-neutron) cross-section.

With FSI, one should take into account contributions from all NN-SRC pairs that can lead to
the same measured final state, the effects of nuclear transparency and SCX. Using the notation
defined in Sec. 4.4 for the SCX probabilities, Eq. can be written as:

T A(e,erpp) € HDPPA -2 0p - PP - Tapp + #npa - oy -pEZ]p T3+ #pnga - op - Pﬁ[n] -Th (22)

O_A(e,e’np) 08 #nPA *Op p;‘lp : TA,np + #ppA -2 Op - P}{p]p . TZ + #nnA -2 Onp * PZ[n] : T:}

where T, (T,,) is the nuclear transparency for two protons (neutron-proton). 7™ is the trans-
parency associated with a SCX process. Eq. in Sec. 4.5 can be obtained from Eq. by
forming the A(e,e'pp)/A(e, e'np) ratio and assuing that T* = (T, + T,,,) = Tp, = T,,. The
latter approximation is valid when considering high-Q? reactions with a high-energy leading pro-
ton/neutron that has the same nuclear transparency for pp and np pairs 29).

The evaluation of Eq. and the estimation of its uncertainties was done following |]§[], using
a Monte-Carlo technique where its PDF was extracted from repeated calculations using differ-
ent input values. In each calculation the values of the different parameters (experimental cross-
section, SCX probabilities etc.) were randomly chosen from a Gaussian distribution centered
at the measured or calculated value with width (1o) that equaled their associated uncertain-
ties. The cross-section ratios, R, are listed in Table the SCX probabilities are listed in Table
(based on the calculations of Ref. [28]), and for the kinematics of the current measurement
Opjn = 0p/0n, = 2.3040.15. For asymmetric nuclei, ny = % was drawn from a uniform distribu-
tion between unity and the combinatorial ratio of possible nn and pp pairs in a given asymmetric
nucleus. The resulting FSI-corrected pp/np SRC-pairs ratio are listed in Table and were ob-
tained from the PDF by taking its most probable value and estimating its confidence limits by

integrating the PDF around this value, see Fig.
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| | C [ Al Fe  Pb |
PP | 0.908 +0.006 | 0.897+0.000 | 0.891 +0.010 | 0.860=+0.013
PPP 1 0.041£0.003 | 0.046+0.004 | 0.048£0.005 | 0.059 % 0.006
PP 10,048 £0.003 | 0.054+0.005 | 0.057+0.006 | 0.074 + 0.007
PP 10,003 +0.0002 | 0.004 £ 0.0003 | 0.0042 £ 0.0003 | 0.007 = 0.0006
PP 0.04140.003 | 0.047+£0.005 | 0.047 £0.005 | 0.047 = 0.005
PP™ [ 0.0354+0.002 | 0.043£0.004 | 0.046+0.005 | 0.061 = 0.006
PP [ 0.922£0.005 | 0.907 £0.008 | 0.903+0.009 | 0.887 +0.010
PP 1 0.035+£0.002 | 0.040+0.004 | 0.040+0.004 | 0.040 % 0.004
PP ] 0.041+£0.003 | 0.05140.005 | 0.054+0.006 | 0.072+0.008
P 1 0.002 +0.0001 | 0.003 +0.0002 | 0.004 = 0.0003 | 0.005 + 0.0004
P 0.048 £0.003 | 0.050+£0.005 | 0.049 +0.005 | 0.048 = 0.005

Table 21: The SCX probabilities for different NN pairs and nuclei.
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Figure 95: The PDF distribution of the pp/np ratio. The solid red line marks the median value while the coarse
dashed and fine red lines mark the regions of 68% and 95% confidence level, respectively. See text for details.

108



000

TEL AVIV NU'0TQ']IN
UNIVERSITY 2'AN'TN

DAIN'?1) NIAIT 2 NIO NNXP NI
D'T2D D'V

"N'OIDI?'D7 MOPIT" AININN N727 DYW? 112N

NN

ANIT 70N

2'AN 7N NO'DQAIN 7Y DNID? WAIN
2018 "anxT

7Y IN"NIN2 NWVI IT NTIAY

'JX0’'D "IN '9119



¥pn

NISIOXN NI'VIIFZN NIDIYNANN NNK D DIVKD ['WI2 .02 00NN 72 IR VYND D1INN DMIVRN 'Y
['VIAN DX D2DINN (DINVIMIE DNIVND) DAIR?PRN 7Y DI"OXNN NIRRT N1 Y202 NPAIoNNI
[IX?7j700 ATONNAI (W22 YAID NNIRA N'ANIX 7202 27270 L1770 Nroa .o'woin T MIT's N0 NIvyNXl
-7V 97w1 TWK IUNDN DY TN' 775 )T ,ATONN WK 777NN DR NI7AT7 N1 ,PNn INKRT7 .'YIan M2 TR
770Y ININ 010N P'77ND IUND IX [NVF7XA YIN'W M WYY 1IT'D NN .00 ?'7'7nn T

VINT N'ON' NIAA DN YIN pA1 97 TR DNPN LN0I-[IVND 7Y NIAIT DX W22 DAIK77aNN
D2'WIA DINA DX IWRD "N NIXP NP2 DAIRPD D" 0200 1770 NI .viaa (IX77n 79 m1s
DIVNON VIV DY 1770 NIAITA DR DX N7R D1'WIA2 DINVIN T¥D NN ,0INVIM 7Y qTIY 7V

IX DNV TV OY NINUVA'OX NIN'WIANRIYNL 17X NIAIT NN PN NROIY NINT ATN .NNN2A NN TV
.0n1IvNoS

T-%Y ,0'T20 TV D™ 021N 1971 YUK DINIVIM DA NIYXKIT7I DNIVND NTTA 7Y NI IT Ntha
A(e,e'p)1A(e,e'n) NI¥PXNY WiNn'W T2V nnwyl nTTAN .5.014 GeV 7w nnMa naNIx 7y DINLVPIR
2712 ,0MMI7X ,)AND9) D'WIA 90N 7V IYXA NITTNRN A"NINA NNEMNN 10192 Y'RNn NTavna , -
.(CEBAF Large Acceptance Spectrometer) CLAS X721 win'w 1IN (N9

DZ7NY TIV2 ,N71Y 'V DIN0IMN 9TIVY 720 N'MMiynwn N7y N yan 7y 011uno 7w op7ny 0719
DIVNON ,2'VIAN NIBTPN TN 'D-7Y PY ,NYMON IT NRXIN .VYN TII' N2 YIN Y2 09NV Y
NANIR NI977 NNTO 17N M7 [DIKA K701 DN TNXR 72 TWUKRD 'NN9 NR'00'0VO 'S 7V DANINNA DNV
DNy

N'29 X770 7w M50 N1Ann N1ANY DAIWN ,0N0M 9TV DY DY'WIA N3 VAN 752 DAIK7PnN
yan w2 pax7inl (EMC 0 0poK) 'V MIgpn [IX7PN M2 DYANIRD NIMA79NNA DY W
qQTIy [D2NDIYA NI1ANELDN0I NIY?YOIX 7W NITTN WN'DY D07 1770 DAIR770N D D .['WIad naa
.D2N0IM 2O D ,21 ' DINVIMN

D'TTIN X DAY NXTI7 ,'910N 2¥N2 [NV NVFX IX JVNDI NVFZ7XR D'7210 X N2 NTTAN NX N2NN
NP2 NN WK AITN NNAWNA ARYIND YN AT IUND .01 YIN 7p2 qon [IuNS DA NIT7NNA DNy TN
TWN? 07 NWOR NIR NITTN .A(e,e'pp) -1 A(e,e'np) -I'"N ITTNIY NIXPRIN .['VIAN 1IN NIY DXy

NIXPZ N2 NIAITN 1901 DL, (N9 NNAMD) DINVIA TV *7V2 D2'WIA 1Y NIIWKIN DY9] NN
MINAINKRT nTaY .20 '9 NINSD7 NV IVNON DADNMN NIAITN 190NN |V DAIVND TYN DdYINN NIO
.0N2 DINVIMN 9 TIVA NN K77 ITTAIYW D'WIAN 75 N



	Introduction
	2N - SRC
	Quasi-Elastic (QE) Scattering
	Inclusive SRC measurements
	Double- and Triple-coincidence measurements

	Energy Sharing in Nuclear Systems

	Experimental Setup
	The CEBAF Accelerator
	The CLAS Detector
	Torus Magnet
	Drift Chambers
	Cherenkov Counters
	The Time-Of-Flight counters 
	Electromagnetic Calorimeter

	The EG2 Experiment

	Data Analysis
	Particle Identification
	Electron Identification
	Proton Identification
	Pions Identification
	Vertex Reconstruction
	Neutron Identification, Detection Efficiency, and Momentum Reconstruction Resolution

	Identifying A(e,e'n) and A(e,e'p) Quasi-Elastic Events
	Identifying High-Momentum (SRC) events
	Identifying Low-Momentum (Mean-Field) events

	Identifying the A(e,e'np) and A(e,e'pp) High-Momentum Events

	Results
	Extracting A(e,e'N)C(e,e'N) cross-section ratios 
	Extracting the A(e,e'N)high/A(e,e'N)lowC(e,e'N)high/C(e,e'N)low double ratios
	Extracting the A(e,e'n)A(e,e'p) ratios
	Triple coincidence ratios
	Nuclear Transparency ratios

	Summary and Conclusion
	Appendices
	27Al, 56Fe, and 208Pb distributions (high-momentum)
	27Al, 56Fe, and 208Pb distributions (low-momentum)
	27Al, 56Fe, and 208Pb distributions (triple coincidence)
	SCX correction 

