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The E12-14-012 experiment performed at Jefferson Lab Hall A has collected inclusive electron-35

scattering data for different targets at the kinematics corresponding to beam energy 2.222 GeV and36

scattering angle 15.54◦. Here we present a comprehensive analysis of the collected data, and perform37

comparisons of the double differential cross sections for inclusive scattering of electrons extracted38

using solid targets (aluminum, carbon, and titanium) and a closed argon-gas cell. The data cover39

a wide range of kinematical regimes, in which quasielastic interaction, ∆-resonance excitation, and40

deep-inelastic scattering contribute. The double differential cross sections are reported with high41

precision (∼3%) for all targets over the covered kinematical range.42

I. INTRODUCTION43

Electron scattering experiments have been shown to be44

the best tool for precise investigations of the structure of45

atomic nuclei [1]. The electromagnetic interaction of elec-46

trons with the target is weak compared with the strength47

of interactions that bind nucleons together, and can be48

treated as an exchange of a single photon. Allowing the49

nuclear response to be probed at energy transfers varied50

independently from momentum transfers, electron beams51
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can be used to investigate physics corresponding to vari-52

ous excitation energies with different spacial resolutions,53

exposing to different interaction mechanisms.54

The existing body of electron-scattering data clearly55

shows that many important features of nuclear structure56

can be described assuming that nucleons forming the nu-57

cleus behave as independent particles bound in a mean58

field [2], but this picture is not complete without account-59

ing for correlations between nucleons [3].60

While analysis of electron scattering from nuclei is in-61

teresting in its own right, accurate description of nuclear62

effects in interactions of a few-GeV probes is now com-63

ing into sharp focus due to its relevance for neutrino64

physics. As neutrino oscillation parameters are extracted65
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from collected event spectra, and neutrino energies have66

to be reconstructed from the observed kinematics of the67

products of their interactions with nuclear targets, nu-68

clear effects play fundamental role in neutrino-oscillation69

analysis [4].70

In neutrino experiments, nuclear models implemented71

in Monte Carlo (MC) simulations are employed to predict72

event rate in a near detector, perform its extrapolation to73

a far detector, estimate the energy carried by undetected74

particles, and obtain background estimates. While de-75

scription of nuclear effects is already one of the largest76

sources of systematic uncertainties in ongoing oscillation77

studies [5], its importance will increase further in the78

next generation of oscillation experiments. In particular,79

to achieve their sensitivity goals, the Deep Underground80

Neutrino Experiment (DUNE) and Hyper-Kamiokande81

have to reduce uncertainties coming from nuclear cross82

sections to a few-percent level [6, 7].83

As weak interactions of neutrinos probe nucleus in a84

very similar way as electromagnetic interactions of elec-85

trons, precise electron scattering data give unique oppor-86

tunity to validate nuclear models employed in neutrino87

physics. A theory model unable to reproduce electron88

measurements cannot be expected to provide accurate89

predictions for neutrino cross sections.90

At the kinematics where the impulse approximation is91

valid—the process of scattering of a nuclear target can92

be described as involving predominantly a single nucleon,93

with (A − 1) nucleons acting as a spectator system—94

nuclear effects can be separated from the description of95

the elementary cross sections, differing between neutri-96

nos and electrons, and the knowledge gained in electron97

scattering directly translates to neutrino interactions. In98

particular, measurements of the (e, e′p) cross sections—99

in which knocked out protons are detected in coincidence100

with electrons—can be used to extract the information101

on the momentum and energy distributions (the spec-102

tral function) of protons in the nucleus, and on final-103

state interactions (FSI) of the struck protons propagating104

through the (excited) residual nucleus, which are intrin-105

sic properties of the target and do not depend on the106

interaction mechanism.107

In the simplest case of a symmetric nuclear target,108

with the proton number Z equal to the neutron num-109

ber N , nuclear effects are expected to be largely the110

same in neutrino and electron interactions, up to small111

Coulomb corrections. For an asymmetric nucleus, one112

needs to additionally analyze electron scattering on its113

mirror nucleus, with Z and N swapped, to obtain a good114

approximation of information on the neutron structure,115

impossible to collect directly. In the case of DUNE, in116

addition to argon (Z = 18, N = 22)—employed as the117

target material—it is necessary to collect electron scat-118

tering data also for titanium (Z = 22). While the ex-119

clusive (e, e′p) cross sections give direct insight into the120

nuclear structure, they do not provide a complete picture121

of all interaction dynamics.122

When the energy transferred by the interacting elec-123

tron to the nucleon increases, the interaction mechanism124

changes from quasielastic (QE) scattering, in which the125

struck nucleon is removed from the nucleus, to nucleon126

resonance production, dominated by the excitation of127

the ∆ resonance, and finally to deep-inelastic scatter-128

ing on individual quarks forming nucleons. The inclusive129

(e, e′) measurements, which yield the spectra of electrons130

scattered at fixed angle, provide information on all in-131

teraction mechanisms, regardless of the composition of132

hadrons in the final state. As a consequence, a great deal133

can be learned from the inclusive (e, e′) cross sections,134

particularly in the context of DUNE, in which ∼2/3 of135

events are expected to involve pions [6].136

The features of the peaks observed in the in-137

clusive spectrum—their width, position, shape, and138

height—provide information on the momentum and en-139

ergy distributions of the nucleons in the nuclear ground140

state, as well as on the final-state interactions (FSI) be-141

tween the struck-nucleons and the spectator system. The142

width of the QE peak, which in the nonrelativistic regime143

depends on both the momentum carried by the struck nu-144

cleon and the momentum transfer, q, in the relativistic145

regime becomes largely independent of q, and can be sim-146

ply parametrized in terms of a Fermi momentum, kF [8].147

However, a kinematic-dependent broadening ascribed to148

FSI is also observed. The position of the QE peak is de-149

termined by the combined effects of nuclear binding and150

FSI, while its pronounced asymmetry is a consequence151

of multi-nucleon knockout processes, induced by short-152

range correlations between nucleons in the initial state153

and by two-body interaction mechanisms, such as those154

involving meson-exchange currents. The height of the QE155

peak depends on the number of nucleons probed by the156

interaction and the momentum and energy distributions157

of nucleons in the ground state.158

The identification of nuclear effects shaping the peak159

corresponding to QE scattering largely applies to other160

interaction mechanisms as well. However, their contribu-161

tions give rise to broader structures in the cross section,162

as they involve production of hadrons of finite lifetimes.163

To provide a reliable foundation for the oscillation164

analysis of precise long-baseline neutrino experiment, a165

nuclear model employed in Monte Carlo simulations must166

be able to reproduce the features of the cross sections for167

electron scattering corresponding to the kinematics and168

target of relevance. In the context of DUNE, beam en-169

ergies between 2 and 4 GeV play the most important170

role, and argon is the target material. While the ar-171

gon’s proton structure can be probed directly in electron172

scattering, to gain more precise insight into its neutron173

structure, it is necessary to perform measurements for174

electron scattering off titanium.175

Previously [9, 10], we have reported the inclusive cross176

sections for electron scattering off argon, titanium, and177

carbon, extracted for beam energy 2.222 GeV and scat-178

tering angle 15.54◦. Here we present a new result for179

aluminum, and a complete scaling analysis of all the tar-180

gets that we have analyzed. We also discuss in more de-181
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tails the procedures used to measure the inclusive cross182

sections, together with their uncertainty estimates. In183

Sec. II we describe the setup of the performed experi-184

ment. The methods of extracting the cross sections are185

presented in Sec. III. The estimates of their uncertainties186

are covered in Sec. IV. In Sec. V we report and discuss187

the measured aluminum cross section, while Sec. VI is188

devoted to the scaling analysis of our data. Finally, in189

Sec. VII we summarize our findings and draw the con-190

clusions.191

II. EXPERIMENTAL SETUP192

Performed at Jefferson Lab, E12-14-012 took both ex-193

clusive electron scattering data (e, e′p) in which the pro-194

ton knocked out from the nuclear target is detected in co-195

incidence with the scattered electron, and inclusive (e, e′)196

data in which all final states contribute, for different tar-197

gets: C, Ti, Ar and Al. The experiment E12-14-012198

used an electron beam of energy 2.222 GeV provided by199

the Continuous Electron Beam Accelerator Facility (CE-200

BAF), and took data in Spring 2017. The average beam201

current was 10 µA. Scattered electrons were measured us-202

ing a high resolution spectrometer (HRS), equipped with203

two vertical drift chambers (VDCs) providing tracking204

information, two scintillator planes for timing measure-205

ments and triggering, double-layered lead-glass calorime-206

ter, and a gas Čerenkov counter used for particle iden-207

tification [11]. The HRS was positioned with a central208

scattering angle of θ = 15.54◦. The data analysis for209

inclusive electron scattering is relatively simple, as it im-210

plies modest data acquisition (DAQ) rates and very small211

pion backgrounds. The beam current and position, the212

latter being critical for the electron-vertex reconstruc-213

tion and momentum calculation, were monitored by res-214

onant radio-frequency cavities (beam current monitors,215

or BCMs [11]) and cavities with four antennae (beam po-216

sition monitors, or BPMs [11]), respectively. The beam217

size was measured using harp scanners, which moved a218

thin wire through the beam. The beam was spread over219

a 2× 2 mm2 area to avoid overheating the target.220

The experiment employed a set of solid targets—221

aluminum, carbon (single foil and a multi-foil composed222

of 9 foils), and titanium—as well as a closed cell of223

gaseous argon. The aluminum target consisted of two224

identical foils of the 7075 alloy, the thickness of which225

was 0.889± 0.002 g/cm2. Details of the elementary com-226

position of the Al-7075 alloy used in the E12-14-012 ex-227

periment are given in Table I. The aluminum foils were228

positioned to match the entrance and exit windows of229

the argon target, separated by a distance of 25 cm. Their230

thickness was fixed to be the same as the radiation length231

of the argon target. The analysis presented here uses the232

data from one of the foils only, located upstream of the233

spectrometers at z = −12.5 cm. The data were taken234

in nine separate runs, modifying at each step the mo-235

mentum of the spectrometer in order to cover the final236

TABLE I. Composition of the Al-7075 alloy. For each ele-
ment, we provide the number of protons Z and the average
number of neutrons N calculated according to the isotopic
abundances [12].

weight (%) Z N
Al 89.72 13 14.00
Zn 5.8 30 35.45
Mg 2.4 12 12.32
Cu 1.5 29 34.62
Fe 0.19 26 29.91
Cr 0.19 24 28.06
Si 0.07 14 14.11
Mn 0.03 25 30.00
Ti 0.03 22 25.92
V 0.01 23 28.00
Zr 0.01 40 51.32

other 0.05
average 14.26± 0.01 15.58± 0.01

electron energy E′ from 1.285 to 2.135 GeV.237

The VDCs’ tracking information allowed the determi-238

nation of the momentum and reconstruction of the direc-239

tion (in-plane and out-of-plane angles) of the scattered240

electron, and reconstructing the interaction vertex at the241

target. The transformation between focal plane and tar-242

get quantities was computed using an optical matrix, the243

accuracy of which was verified using the multi-foil tar-244

get data. Possible variations of the magnetic field in the245

HRS magnets that could affect the optics are included in246

the analysis as systematic uncertainties.247

We set up 2 types of hardware triggers:248

T3 = (S0&&S2)&&(LC||GC),
T5 = (S0||S2)&&(LC||GC).

The T3 (T5) trigger type requires that the signal from249

the scintillator plane S0 and S2 (S0 or S2) is detected250

in coincidence with the signal from the lead calorimeter251

(LC) or the gas Čerenkov counter (GC).252

Electrons were selected in the HRS requiring, in ad-253

dition, one reconstructed track. Further, they had to254

deposit 30% of their energy in the lead calorimeter255

(Ecal/p > 0.3). To select events in the central acceptance256

region of the spectrometer, the electron’s track should be257

within ±4 mrad of the in-plane angle and ±6 mrad of the258

out-of-plane angle with respect to the center ray of the259

spectrometer and have a dp/p of ±0.04. The spectrome-260

ters were calibrated using sieve slit measurements and the261

position of the spectrometers and angles were surveyed262

before the start of the data taking. The survey precision263

is 0.1% both in the angle and position measurements.264

The trigger and detector efficiency (S0&&S2) was very265

close to 99%, and it was calculated using the ratio of266

the events rates selected using T3 and T5 trigger types,267

requiring one reconstructed track, and applying the ac-268

ceptance and calorimeter cuts. The efficiency of the269

calorimeters was close to 100% for all runs, the efficiency270

of the Čerenkov detector was found to range from 99.9%271
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for the highest E′ runs down to 97.5% for the lowest E′
272

run. The Čerenkov efficiency was evaluated by selecting273

a pure sample of electrons in the calorimeter and varying274

the Čerenkov cut by ±10%. The livetime of the electron-275

ics, computed using the rates from scalers, which were276

independent of triggered events, was above 98% for all277

runs. The acceptance cuts efficiencies (∼98%) and the278

dp cut efficiency (∼99%) were computed using the MC279

simulation [13]. The overall efficiency (between 88 and280

95% across all the kinematical regions) includes cuts on281

the calorimeters, both the lead and the Čerenkov counter,282

track reconstruction efficiency, livetime and acceptance.283

III. DATA ANALYSIS284

A. Yield-Ratio Method285

The yield-ratio method of determining the cross sec-286

tion involves both the experimental data and simulated287

MC data. In this method, the yield Y is calculated for288

both sets of data as289

Y i = (N i
S × PS)/(LT × ϵ), (1)

where i refers to the ith bin of the E′ distribution, N i
S290

is the total number of scattered electrons, PS is a pre-291

scale factor in the DAQ, ϵ is the total efficiency of the292

detector, and LT is the livetime of the electronics. The293

ratio of the yields for the actual and MC data is taken294

as a means of eliminating any impact of the acceptance295

on each bin, and then the measured cross section is de-296

termined by multiplying this ratio by the cross section297

calculated within the Monte Carlo model:298

d2σdata
dΩdE′ =

d2σMC

dΩdE′ ×
Ydata
YMC

. (2)

B. Acceptance Method299

The cross section was also extracted via another300

method, the acceptance method, and both the yield ratio301

and acceptance methods were examined for agreement.302

In the case of the argon target, for which an accurate303

model of the nuclear response is not yet available, it is304

important to validate the MC simulation and results ob-305

tained using the yield ratio method using an alternative306

method less dependent on the input MC cross section307

model. The acceptance method will be described in the308

following of this section.309

For each (∆E,∆Ω) bin, the number of detected elec-
trons can be determined using

N i
S = L× d2σ

dΩdE′ ×∆E′∆Ω× ϵ×Ai(E′, θ, ϕ) (3)

where L is the integrated luminosity (number of beam310

electrons × number of targets / area), ϵ is the to-311

tal detection efficiency, and θ and ϕ represent the in-312

plane and out-of-plane angles, respectively. The accep-313

tance Ai(E′, θ, ϕ) is the probability that a particle passes314

through the spectrometer into the ith bin.315

The electron yield corrected for the overall efficiency316

(product of individual efficiencies as described above) can317

be cast as318

Y i =
N i

S

ϵ

= L× d2σdata
dΩdE′ ×∆E′∆Ω×Ai(E′, θ, ϕ),

(4)

and the cross section can be measured using

d2σdata
dΩdE′ =

Y i

∆E′∆Ω×Ai(E′, θ, ϕ)× L
. (5)

The single-arm Monte Carlo simulation was used to319

generate events uniformly distributed in (θ, ϕ,E′). For a320

specific phase-space slice in (∆θ,∆ϕ,∆E′), we computed321

the ratio between the total number of events that reach322

the spectrometer and the number of generated events.323

The ratio of these two numbers represents the probability324

that a particle successfully passes through the magnets325

and the aperture to arrive at the detector package.326

For an extended target, an acceptance matrix327

Ai(E′, θ, ϕ) was generated at various points along the328

target length. Each different target slice was associated329

with a different Ai(E′, θ, ϕ).330

The number and size of the slices were optimized based331

on the statistics of the data. In principle, an infinite332

number of matrices could be used in order to make events333

perfectly weighted, but this method would be inefficient334

and subject to large statistical fluctuations, if the number335

of events in each region was limited.336

In this analysis, we used a single matrix for events337

along the entire target length to correct the data, and338

evaluated the residual variation along the beam direction339

z. For these studies we took advantage of the optical340

target data, collected in Spring 2017.341

The optical target was a series of nine carbon foils,342

placed along the beam direction at z = 0 cm, ±2 cm,343

±5 cm, ±7.5 cm, ±10 cm, respectively. The z distribu-344

tion of the events reconstructed from the optical target345

is shown in Fig. 1, with the shaded regions represent-346

ing the z-position cuts employed to identify the events347

coming from individual carbon foils. Because it would348

be difficult to select pure events from each foil, due to349

its finite thickness, we used the Monte Carlo simulation350

and the carbon cross-section model to generate single-foil351

carbon data for different z positions of the target.352

Using the single-foil carbon data, we generated 9 accep-353

tance matrices corresponding to the mean z position of354

each foil composing the multi-foil carbon target. We ap-355

plied a weight of 1/A(E′, θ, ϕ) to every event, and made a356

comparison between the events originating from individ-357

ual foils. The obtained distribution of MC event yields358

from different foils, normalized to the one from the foil359
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FIG. 1. (color online). Distribution along the beam direc-
tion of reconstructed events for the multi-foil carbon target.
The shaded regions represent the data selected to identify the
events coming from individual carbon foils.
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FIG. 2. (color online). Event yields from carbon foils at
different positions along the beam direction, normalized to
the yield for the central foil, for the uncorrected data and the
Monte Carlo simulation. The dependence of the cross section
on the scattering angle, correctly taken into account in the
Monte Carlo simulation, introduces a linear trend in the data
that needs to be corrected for. All uncertainties are purely
statistical.

at z = 0 cm, is shown in Fig. 2. The results for the 9 re-360

gions, represented by the red dots lying inside the green361

shaded band, are in excellent agreement, with variations362

between them remaining below 0.5%.363364

When the same procedure is applied to the re-365

constructed data events, the obtained event yields—366

represented by the blue lozenges in Fig. 2—exhibit a367

dependence on the target z position. This behavior is368

expected due to the variation of the Mott cross section369

as a function of the electron scattering angle, as foils at370

different positions have different acceptances, depending371

on the mean value of the scattering angle. The observed372

z dependence of the event yields is in a good agreement373

with a linear function (χ2/NDF = 0.35) and a correction374

is applied to the data. Note that this behavior is absent375
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FIG. 3. (color online). Event yields in the corrected data for
the multi-foil carbon target surviving the z-position selection,
normalized to the yield for the central foil. The outcomes of
two correction procedures are compared. The error bars are
symmetric and represent the total uncertainties, being the
statistical and systematic uncertainties added in quadrature.

in the MC event yields (the red dots in Fig. 2), because376

the MC simulation takes into account differences in the377

acceptance for individual foils. In the data analysis, we378

relied on the reconstructed target z position to identify379

events coming from each of the 9 carbon foils, applying380

the selections represented by the shaded regions in Fig. 1.381

The selected events were then corrected using the accep-382

tance matrix computed at z = 0 cm. In order to deter-383

mine the sensitivity to this approximation, we repeated384

the same study using 9 different matrices (one for each385

carbon foil) and found a negligible variation, as shown386

in Fig 3. The obtained event yields are subject to the387

systematic uncertainties due to the z-position selection388

applied to identify events coming from individual foils.389

As a final remark, we note that to acquire the inclusive390

data, we varied the momentum settings of the left-arm391

spectrometer in the MC to determine its effect on the392

acceptance matrix, and found that it is negligible.393

IV. UNCERTAINTY ANALYSIS394

The total systematic uncertainty in this analysis was395

estimated by adding in quadrature the contributions396

listed in Table II. Each of the uncertainties was consid-397

ered completely uncorrelated. We determined the cuts398

ensuring that there are no dependencies on kinemati-399

cal variables and, therefore, all the uncertainties affects400

only the normalization of the extracted cross sections.401

The kinematical cuts used in the analysis were varied by402

±10% or by the resolution of the variable under consid-403

eration.404

As the obtained results depend on the Monte Carlo405

calculation, it is important to estimate uncertainties re-406

sulting from its inputs. To determine the uncertainties407

related to the target position, we performed the simula-408
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TABLE II. Contributions to systematic uncertainties in the
yield-ratio method for aluminum and argon.

Al Ar
a. Beam energy 0.1% 0.1%
b. Beam charge 0.3% 0.3%
c. Beam x offset < 1.0% < 0.8%
d. Beam y offset < 1.0% < 0.9%
e. HRS x offset < 0.8% < 1.0%
f. HRS y offset < 0.6% < 0.8%
g. Optics (q1, q2, q3) < 1.8% < 1.0%
h. Target thickness 0.2% 0.7%
i. Acceptance cut (θ, ϕ, dp/p) < 1.0% < 2.4%

(i) dp acceptance cut < 0.32% -
(ii) θ acceptance cut < 0.32% -
(iii) ϕ acceptance cut < 0.79% -
(iv) z acceptance cut < 0.45% -

j. Calorimeter cut < 0.02% < 0.02%
k. Čerenkov cut < 0.12% < 0.07%
l. Cross section model < 0.2% < 1.3%
m. Radiative and Coulomb corr. 1.0%–1.3% 1.0%–1.3%
Total systematic uncertainty 1.7%–2.7% 1.8%–3.0%

tion with the inputs for the beam’s and spectrometer’s409

x and y offsets varied within uncertainties, and we re-410

computed the optical transport matrix varying the three411

quadrupole magnetic fields, one at the time. Each of412

these runs was compared to the reference run, and the413

corresponding differences were summed in quadrature to414

give the total systematic uncertainty due to the Monte415

Carlo. That summed uncertainty value varied from 1.1416

to 2.2%, based on the momentum setting for each of the417

run, and was the largest single source of systematic error.418

The systematic uncertainty due to the cuts on the419

calorimeter and Čerenkov detector was calculated in a420

similar way, by varying the cut by a small amount and421

calculating the difference with respect to the nominal cut.422

Given the already high efficiency of these cuts, this re-423

sulted in a very small contribution to the uncertainty.424

The uncertainty due to the acceptance cuts on the an-425

gles and on dp/p was calculated in the same way. We426

included a fixed uncertainty relative to the beam charge427

and beam energy as in previous work on C and Ti [10].428

The measured cross section is also corrected for the ef-429

fects from internal and external radiative processes. In-430

ternal radiative process are vacuum polarization, vertex431

corrections, and internal bremsstrahlung. External ra-432

diative processes refer to electrons losing energy while433

passing through material in the target. We applied the434

radiative correction following the recipe of Dasu [14], us-435

ing the approach of Mo and Tsai [15], which is subject436

to theoretical uncertainties and depends on the cross-437

section model. We consider a fixed 1% uncertainty due438

to the theoretical model for the radiative corrections over439

the full kinematical range. To account for the cross-440

section model dependence—the same for both the yield-441

ratio and acceptance methods—we added an additional442

uncertainty (fully uncorrelated), estimated by computing443

the difference in the final double differential cross section444

when the cross section model is rescaled by
√

(Q2)/2, Q2
445

being four-momentum transfer squared. Coulomb cor-446

rections were included in the local effective momentum447

approximation, following Ref. [16]. A 10% uncertainty448

associated with the Coulomb potential was included as449

systematic uncertainty.450

Near the quasielastic peak, there is a non-negligible451

contribution of the elastic cross section to the inclusive452

cross section, through the radiative processes. To es-453

timate the corresponding uncertainty, we increased the454

tail of the elastic contribution by 20%, recalculated the455

radiative correction, and used its difference with respect456

to the reference correction as an estimate of the corre-457

sponding systematic uncertainty. Finally, we included a458

target thickness uncertainty.459

V. EXPERIMENTAL RESULTS460

The cross section for inclusive scattering of electrons461

on the Al-7075 target, extracted using the yield-ratio462

method and normalized per nucleus, is shown in Fig. 4.463

Its total uncertainties—represented by the outer bands—464

are obtained by adding in quadrature statistical and sys-465

tematic uncertainties. As in the case of the previously466

reported results [9, 10], the aluminum measurement is467

very precise and limited by the systematic uncertainties.468

As a cross check, we also extracted the Al cross sec-469

tion using the acceptance method. Figure 5 shows that470

the results obtained using the two methods are in good471

agreement. Note that in the acceptance method we did472

not estimate systematic uncertainties, the error bars rep-473

resent the statistical uncertainties only.474

The agreement between the yield-ratio and acceptance475

results was observed for the carbon, aluminum, titanium,476

Al(e, e′)
E12-14-012

E′ (GeV)

d
2
σ

d
Ω
d
E
′

(µ
b
/s
r
G
eV

)

2.22.01.81.61.41.2

100

80

60

40

20

0

FIG. 4. (color online). Double-differential cross section ex-
tracted for inclusive electron scattering off the Al-7075 target
at beam energy 2.222 GeV and scattering angle 15.54◦. The
inner and outer uncertainty bands correspond to statistical
and total uncertainties, respectively.
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accept.
yield
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′
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100

80
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0

FIG. 5. (color online). Comparison of the Al(e, e′) cross sec-
tions extracted using the yield-ratio and acceptance methods.
The inner (outer) bands for the yield-method show statistical
(total) uncertainties. For the acceptance method only statis-
tical uncertainties are shown.

and argon targets and provides validation for the approx-477

imation employed in the acceptance method, namely us-478

ing a single acceptance matrix computed at z = 0 cm,479

as explained in Sec. III B. The consistency between the480

yield and acceptance methods for all analyzed targets481

also indicates that the yield-ratio result exhibits only482

weak dependence on the input cross section used in the483

Monte Carlo simulation to correct the data for efficiency484

and acceptance. This issue is particularly important in485

the case of the titanium and argon targets, where the486

cross-section simulations cannot be validated against ex-487

isting data. Note that the radiative corrections applied488

in both methods are the same and do depend on the in-489

put cross section. The related uncertainties are discussed490

in Sec. IV.491

To illustrate how nuclear effects affect different inter-492

action channels, in Fig. 6 we compare the per-nucleon493

cross sections for aluminum, argon, titanium, and car-494

bon. While for every target we account for the abun-495

dances of naturally occurring isotopes [12], this effect is496

relevant only for the Al target. It is a consequence of497

the non-negligible contributions of elements heavier than498

27
13Al to the Al-7075 alloy, detailed in Table I. At the con-499

sidered kinematics, corresponding to the beam energy500

2.222 GeV and scattering angle 15.54◦, the cross sections501

per nucleon for targets ranging from carbon (A = 12.01)502

to titanium (A = 47.92) turn out to be in very good503

agreement in the region where different pion production504

mechanisms dominate. While this finding is by no means505

obvious—due to asymmetry of the proton and neutron506

numbers for aluminum, argon, and titanium—it is con-507

sistent with the results of Refs. [17, 18] at energies ∼0.54–508

1.50 GeV and scattering angles ∼37◦.509

The influence of nuclear effects on QE interactions can510

be better illustrated in terms of the cross sections nor-511

malized to the elementary contributions of neutrons and512

Al
Ar
Ti
C

E′ (GeV)

d
2
σ

d
Ω
d
E
′
/A

(µ
b
/s
r
G
eV

)

2.22.01.81.61.41.2

4

3

2

1

0

FIG. 6. (color online). Comparison of the cross sections
per nucleon for aluminum, argon [9], titanium [10], and car-
bon [10] measured at beam energy 2.222 GeV and scattering
angle 15.54◦. The bands represent the total uncertainties.

Al
Ar
Ti
C

E′ (GeV)

d
2
σ

d
Ω
d
E
′
/[
Z
σ̃
ep
+
N
σ̃
en
]
(1
/G

eV
)

2.22.01.81.61.41.2

8

6

4

2

0

FIG. 7. (color online). Same as in Fig. 6 but for the cross sec-
tions normalized by the combination of the elementary cross
sections according to Eq. (6).

protons that compose the nucleus, that is the quantity513

d2σ

dΩdE′ /[Zσ̃ep +Nσ̃en], (6)

where Z and N are the proton and neutron numbers, re-514

spectively, while σ̃ep and σ̃en denote the elastic electron-515

proton and electron-neutron cross sections stripped of the516

energy-conserving delta function [19]. In the following,517

we use the average neutron numbers calculated according518

to the natural abundances of isotopes, that is 6.01 for car-519

bon, 21.98 for argon, and 25.92 for titanium [12]. For the520

aluminum target, we employ Z = 14.26 and N = 15.58,521

due to its composition listed in Table I.522

As shown in Fig. 7, the results for titanium and argon523

are, within uncertainties, identical in the QE peak, but524

they differ from both those for carbon and aluminum.525

Near the maximum of the QE peak, the cross section526

defined in Eq. (6) is lower by ∼4% for aluminum, and527

higher by ∼5% for carbon, than the ones for argon and528
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titanium. In the dip region, the results for aluminum529

(carbon) are lower by ∼2% (∼13%) compared with those530

for argon and titanium.531

In QE scattering, the cross sections normalized accord-532

ing to Eq. (6) exhibit very weak target dependence only533

in the region of high E′, corresponding to low energy534

transfers, as shown in Fig. 7. This is, however, not the535

case in the QE peak’s maximum and for lower E′, where536

the energy transferred by electrons to the nucleus is suf-537

ficiently high to probe deeply bound states and also to538

induce two-nucleon knockout.539

The observed differences in the dependence on the540

atomic number of various interaction mechanisms—541

previously reported in Refs. [18, 20, 21]—can be expected542

to provide important clues for building models of nuclear543

effects valid over broad kinematic regimes and able to544

describe a range of targets. Such models are of great545

importance to long-baseline neutrino-oscillation experi-546

ments.547

VI. SCALING AND A-DEPENDENCE548

The scaling analysis allows to compare inclusive549

electron-scattering data taken in different kinematical550

conditions and using different targets.551

Scaling of first kind, or y-scaling, is observed in the552

kinematical region of large momentum transfer, |q|, and553

energy transfer ω <
√
|q|2 +m2 − m, in which the554

beam particle interacts with individual nucleons and555

the dominant reaction mechanism is quasielastic scatter-556

ing [22, 23]. Under these conditions, the target response,557

which in general depends on both momentum and en-558

ergy transfers, reduces to a function of the single variable559

y = y(|q|, ω), defined by the equation560

ω +MA =
√
y2 + (MA −m+ Emin)2

+
√
(y + |q|)2 +m2.

(7)

Here,m andMA are the nucleon mass and the mass of the561

target nucleus, respectively, while Emin denotes the nu-562

cleon knockout threshold. The scaling variable y, having563

the dimension of energy, is simply related to the longitu-564

dinal component of the initial momentum of the struck565

nucleon, k∥ = k · q/|k|. The scaling function F (y) is de-566

termined from the measured cross section, σexp through567

568

F (y) = K
σexp

Zσ̃ep +Nσ̃en
, (8)

with K a kinematic factor.569

In Fig. 8, the y-scaling function of aluminum, com-570

puted using the cross section displayed in Fig. 4 and571

the average proton and neutron numbers from Table I,572

is compared to those obtained from the data of Day et573

al [24] using a 27
13Al target. The cross sections of Ref. [24]574

have been measured at fixed beam energy E = 3.595 GeV575

FIG. 8. (color online) Comparison between the scaling func-
tion of aluminum obtained from the E12-14-012 data, rep-
resented by diamonds, and those obtained from the data of
Day et al. [24]. The data are labeled according to the value
of Q2 corresponding to quasi elastic kinematics.

FIG. 9. (color online) Q2-dependence of the scaling functions
F (y,Q2) obtained from the cross section displayed in Fig. 4
and from the data reported in Ref. [24]. The meaning of the
symbols is the same as in Fig. 8.

and scattering angle 16, 20 and 25 deg, with the values of576

Q2 corresponding to quasi elastic kinematics being 0.87,577

1.27 and 1.78 GeV2, respectively.578

Scaling behavior is clearly observed at y ≈ 0, corre-579

sponding to region of the quasifree peak, or ω ≈ Q2/2m.580

The sizeable scaling violations occurring at larger nega-581

tive values of y are mainly to be ascribed to the effects of582

FSI between the knocked-out nucleon and the spectator583

particles. This feature is illustrated in Fig. 9, showing584

the Q2-dependence of the scaling function F (y,Q2) at585

fixed y = −0.2 GeV. The approach to the scaling limit586

from above is a clear signature of FSI.587

A more general form of scaling, dubbed scaling of sec-588

ond kind, permits a global analysis, combining data cor-589

responding to different targets [25]. The definitions of590
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FIG. 10. (color online) Scaling functions of second kind, ob-
tained from the inclusive cross sections measured by the E12-
14-012 experiment using carbon, aluminum, argon and tita-
nium targets.

the dimensionless scaling variable, ψ, and scaling func-591

tion, f(ψ), involve a momentum scale, loosely referred to592

as nuclear Fermi momentum, providing a parametriza-593

tion of the target-mass dependence of the measured cross594

sections.595

Figure 10 illustrates the scaling functions obtained596

from the inclusive cross sections measured by the E12-597

14-012 experiment using carbon, aluminum, argon and598

titanium targets. The results shows that setting the car-599

bon Fermi momentum to the value obtained from the600

independent analysis of Moniz et al. [8], kF = 220 MeV,601

scaling of the second kind is shown when kF values of602

255, 245, and 240 MeV are taken for Al, Ar, and Ti re-603

spectively.604

A different approach to describe the A-dependence of605

the nuclear inclusive cross section, inspired by the con-606

siderations underlying the local density approximation607

of the nucleus [26], has been proposed by the authors608

of Ref. [27]. Their analysis—aimed at obtaining the in-609

clusive cross section per nucleon of isospin-symmetric610

nuclear matter from an extrapolation of the available611

data—shows that the 12C, 27Al, 56Fe, and 197Au cross612

sections at Q2 ranging between 0.25 and 2.70 GeV2 ex-613

hibit a striking linear behavior when plotted as a function614

of A−1/3. The extension of this study to the data set col-615

lected by the E12-14-012 experiment is under way, and616

the results will be discussed elsewhere.617

VII. SUMMARY AND CONCLUSIONS618

We have reported on the measurements of the cross sec-619

tions for inclusive electron scattering over a broad range620

of energy transfers, extending from the particle-emission621

threshold to above the excitation of the first hadronic res-622

onance. These high precision data were taken at Jefferson623

Lab in Hall A for a beam energy of E = 2.222 GeV and624

electron scattering angle θ = 15.54◦ from four nuclear625

targets: carbon, aluminum, argon, and titanium. The re-626

ported results give unique opportunity to validate nuclear627

models employed in Monte Carlo simulations of precise628

long-baseline neutrino-oscillation experiments, and to as-629

sess their contribution to uncertainties of the oscillation630

analysis in a rigorous manner.631

We find (see Fig. 6) that the per-nucleon responses632

for the considered four targets are strikingly similar over633

the entire energy transfer range (0.05 < ω < 0.90 GeV),634

save at the maximum of the quasielastic peak and the635

dip region. At the kinematics from the maximum of the636

quasielastic peak to the onset of the ∆ resonance, the637

result for carbon stands apart from those for aluminum,638

argon, and titanium. This finding shows that the mo-639

mentum and energy distribution of nucleons in the nu-640

clear ground state and final-state interactions—inducing641

the ‘Doppler’ broadening of the scattered electron’s final642

energy—in carbon is not as pronounced as for the heav-643

ier nuclei. When accounting is made for the number of644

protons and neutrons in each nucleus, this feature does645

not disappear, as can be seen in Fig. 7.646

When the aluminum data set along with higher Q2
647

data from SLAC are presented in terms of the y-scaling648

analysis (Fig. 8) the set behaves as expected, and the649

scaling behavior is clearly observed at the kinematics cor-650

responding to the quasi-free peak. While in the absence651

of FSI, the scaling function F (y) is expected to converge652

from below with increasing Q2, the effect of FSI—falling653

with Q2—leads it to converge from above. These new654

data fit this pattern (Fig. 9).655

Taken together this data set will allow us to predict656

the electromagnetic nuclear responses for nuclei between657

A = 12 and 48 by interpolation as a function of A−1/3.658

Of particular interest will be oxygen, as water serves as659

the target and radiator in the large Čerenkov detector of660

T2K [5], and chlorine, as polyvinyl chloride composes the661

detectors of NOvA [28].662
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