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We review the basic theory of the parton pseudodistributions approach and its ap-
plications to lattice extractions of parton distribution functions. The crucial idea of the

approach is the realization that the correlator M(z, p) of the parton fields is a function

M(ν,−z2) of Lorentz invariants ν = −(zp), the Ioffe time, and the invariant interval
z2. This observation allows to extract the Ioffe-time distribution M(ν,−z2) from Eu-

clidean separations z accessible on the lattice. Another basic feature is the use of the ratio

M(ν,−z2) ≡M(ν,−z2)/M(0,−z2), that allows to eliminate artificial ultraviolet diver-
gence generated by the gauge link for space-like intervals. The remaining z2-dependence

of the reduced Ioffe-time distribution M(ν,−z2) corresponds to perturbative evolution,

and can be converted into the scale-dependence of parton distributions f(x, µ2) using
matching relations. The ν-dependence of M(ν,−z2) governs the x-dependence of parton

densities f(x, µ2). The perturbative evolution was successfully observed in exploratory

quenched lattice calculation. The analysis of its precise data provides a framework for
extraction of parton densities using the pseudodistributions approach. It was used in

the recently performed calculations of the nucleon and pion valence quark distributions.

We also discuss matching conditions for the pion distribution amplitude and generalized
parton distributions, the lattice studies of which are now in progress.
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1. Introduction: Why pseudo-PDFs?

Feynman’s parton distribution functions1 (PDFs) f(x) are the basic building blocks

for the description of hard inclusive processes in quantum chromodynamics (QCD).

Generically, they are defined through matrix elements of bilocal operators of the

〈p|φ(0)φ(z)|p〉 ≡M(z, p) type taken on the light cone z2 = 0.

Since PDFs accumulate nonperturbative information about the hadron struc-

ture, they are a natural candidate for a lattice study. However, the intervals, that

are strictly on the light cone, are not accessible on the Euclidean lattices. Still, it is

possible to perform lattice simulations for small space-like z2, and to arrange then

some method of reaching the z2 = 0 limit.

The starting idea is to take the equal-time interval z = {0, 0, 0, z3}. It was put

forward in Refs. [2,3] and emphasized by X. Ji in the paper [4] that strongly stimu-
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lated further development in the lattice studies of the PDFs (see Ref. [5] for a recent

review and references). Other objects for a lattice investigation include the pion dis-

tribution amplitude6 (DA), a function playing a fundamental role in perturbative

QCD studies of hard exclusive processes, and generalized parton distributions.7–9

By Lorentz invariance, the matrix element M(z, p) is a function of the Ioffe

time10 (pz) ≡ −ν and of the interval z2. Writing it as a function of these invariants,

M(z, p) ≡M(ν,−z2), one deals with the Ioffe-time pseudodistribution11M(ν,−z2),

which is a generalization of the light-cone Ioffe-time distribution12 (ITD) I(ν, µ2)

onto space-like intervals z2. By definition, I(ν, µ2) is a Fourier transform of the

light-cone PDF f(x, µ2), with the Ioffe time ν being the variable that is Fourier-

conjugate to the parton momentum fraction variable x.

Analogously, taking the Fourier transform in ν of the pseudo-ITD M(ν,−z2)

gives the pseudo-PDF 11 P(x,−z2). By construction, P(x,−z2) is a Lorentz-

covariant function, just like M(ν,−z2). This means that the “x” variable is also

Lorentz-invariant. It does not depend on a specific frame choice. In particular, there

is no need to take an infinite momentum frame to define it. It may be shown13,14

that, for any contributing Feynman diagram, P(x,−z2) has the same support

−1 ≤ x ≤ 1 as the light-cone PDFs f(x, µ2) do, even though z2 is space-like.

Hence, the pseudo-PDF P(x, z2
3) is the most natural generalization of the light-

cone PDF f(x, µ2) onto space-like intervals. For f(x, µ2), the usual interpretation

of the scale µ is that 1/µ characterizes the distances at which the hadron structure

is probed. In this sense, when one takes z = {0, 0, 0, z3}, the scale z3 in P(x, z2
3)

is literally the distance at which the hadron structure is probed.

Thus, the z3-dependence of the pseudo-ITD M(ν = z3p3, z
2
3) comes in two

ways. First, the z3-dependence may be accompanied by the p3-dependence: it comes

through the product z3p3 = ν. The ν-dependence of M(ν, z2
3) converts into the

x-dependence of P(x, z2
3) . The remaining z2

3-dependence of M(ν, z2
3) specifies how

the x-shape of P(x, z2
3) changes with the change of the probing distance z3.

In fact, the dependence on the probing distance may be interpreted in terms

of the distribution of the parton’s transverse momentum.11 Recall, that ν and z2

are Lorentz invariants. Therefore, the pseudo-ITDM(ν,−z2) is the same universal

function of them, no matter how ν and z2 were obtained from specific choices of

z and p. In particular, taking z on the light front, z = {z+ = 0, z−, z⊥}, and a

longitudinal p = {p+, p−, 0⊥} gives M(ν, z2
⊥), where ν = −p+z−. In this situation,

the ν-dependence of M(ν, z2
⊥) determines the x-distribution of the longitudinal

“plus”-component of the parton momentum, while its z2
⊥-dependence determines

the distribution of its transverse momentum k⊥.

Hence, the two arguments of the pseudo-ITD M(ν,−z2) correspond to two

different physical phenomena. Its dependence on the Ioffe time ν converts into the

x-dependence of the pseudo-PDF P(x,−z2), which characterizes how the parton

momentum increases with the increase of the hadron momentum. On the other

hand, the dependence on z2 characterizes a distribution of that part of the parton
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momentum that does not depend on the hadron momentum, so it may be connected

with a “primordial” parton momentum distribution in the hadron rest frame.11

In Ref. [4], it was proposed to convert the matrix element M(z3, p) into the quasi-

PDF Q(y, p3). This is achieved by taking the Fourier transform ofM(z3p3, z
2
3) with

respect to z3. The resulting function Q(y, p3) characterizes the fraction y of the

third component of the hadron momentum p3 carried by the parton. This fraction

may take any value, from −∞ to ∞, there is no restriction on it.

Since z3 enters both in ν and z2
3 , the y-shape of Q(y, p3) is governed both by the

ν-dependence of the pseudo-ITDM(ν, z2
3) and by its z2

3-dependence. Thus, the two

different physical phenomena reflected in the ν- and z2
3-dependences ofM(ν, z2

3) are

mixed in Q(y, p3). Writing z3 as ν/p3, one can convert the z3-integral ofM(z3p3, z
2
3)

into the ν-integral ofM(ν, ν2/p2
3). For large p3, the second argument tends to zero,

and one essentially deals with the ν-integral of M(ν, 0), which gives the light-cone

PDF f(x). In other words, the y-shape of Q(y, p3) depends on p3, and reaches the

PDF limit f(y) when p3 → ∞, i.e. in the infinite momentum frame. Taking the

large-p3 limit for Q(y, p3) is the main idea15 of the quasi-PDF approacha.

To have a large momentum is always a challenge for a lattice simulation. Thus,

the question is to which extent the efforts to get a large p3 are justified. If the reason

is to get a small value for the second argument of M(ν, ν2/p2
3), then this can be

achieved by simply taking a small z3. And one can take then any value of p3, from

zero to the achievable maximum. For instance, in the lattice study performed in

Ref. [17], there were 7 values of p3 = p(2π/L), with 0 ≤ p ≤ 6. In other words,

for each value of z3, there were 7 values of the Ioffe-time parameter ν, instead of

just one value of ν obtained in a measurement for the largest achievable p3. As we

discussed, it is the ν-dependence of M(ν, z2
3) that determines the x-dependence of

PDFs, and the pseudo-PDF approach allows to get a detailed information about it.

Here we want to mention that another approach, the good lattice cross-sections,

that was proposed and developed in Refs. [18,19], is also based on the factorization

in the coordinate space and the analysis of the Ioffe-time dependence.

In the present paper, we review the basic ideas of the pseudo-PDF approach

formulated in Refs. [11, 20], further developed in Refs. [21–26] and used in lattice

analyses of Refs. [17, 27,28].

In Sec. 2, we discuss the general aspects of the PDF concept. We start by il-

lustrating the parton idea by using the simplest example of the handbag diagram

for a scalar analog of deep inelastic scattering, and continue by outlining modifi-

cations necessary in a theory with spin-1/2 quarks and gauge fields. We describe

the Ioffe-time distributions and the ratio method that is a very essential element of

the pseudo-PDF approach. It allows, in particular, to efficiently get rid of the link-

related ultraviolet divergences that are artifacts of using space-like field correlators.

In Sec. 3, we give a discussion of the perturbative structure of the ITDs at one-

loop level, concentrating both on the link-related ultraviolet divergences and on the

aFor a recent review on quasi-PDFs see Ref. [16]
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infrared aspects connected with the perturbative evolution. A special attention is

given to matching relations that allow to convert the z2
3-dependence of the reduced

ITD into the µ2-dependence of the light-cone PDFs.

The exploratory lattice study17 based on the pseudo-PDF approach is described

in Sec. 4. The high accuracy of its data allows to perform a lattice study of per-

turbative evolution, the phenomenon that no other lattice simulations were able to

detect yet. The analysis of the quenched data forms a basis for future studies of the

perturbative evolution within lattice setups that are closer to the real-world QCD.

The results of a recent calculation27 with dynamical fermions are discussed in

Sec. 5. The PDFs extracted in this study are in much better agreement with phe-

nomenological studies. However, larger statistical errors of the data do not allow to

detect perturbative evolution.

In Sec. 6, we describe the derivation of matching relations for the pion distri-

bution amplitude and generalized parton distributions that are necessary in the

ongoing and future efforts for extraction of these distributions from the lattice.

Sec. 7 contains a summary of the paper.

The derivation of the spectral property |x| ≤ 1 for the pseudo-PDFs is outlined

in the Appendix.

2. Parton distributions

2.1. Handbag diagram and pseudo-PDFs

Historically, parton distributions were introduced to describe deep inelastic scat-

tering (DIS). The usual starting point of DIS analysis is the forward Compton

amplitude T (q, p) which, in the lowest approximation, is given by a handbag di-

agram (see Fig. 1). To skip inessential complications related to spin (they do not

affect the very concept of parton distributions and may be included when needed),

we start with a simple example of a scalar handbag diagram, and write it in the

coordinate representation

T (q, p) =

∫
d4z e−i(qz)D(z) 〈p|φ(0)φ(z)|p〉 , (2.1)

p p

q q
z 0

Fig. 1. General handbag diagram for a virtual forward Compton amplitude in coordinate repre-

sentation.
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where D(z) = −i/4π2z2 is the scalar massless propagator, p is the target momentum

and q is the momentum of the hard probe.

The matrix element 〈p|φ(0)φ(z)|p〉 ≡ M(z, p) accumulates information about

the target. To proceed with the d4z integral, one need to know something about

the dependence of M(z, p) on the coordinate z.

It can be shown13,14 that, for each of contributing Feynman diagrams, M(z, p)

has the following representation (see Appendix A for some details)

M(z, p) =

∫ 1

−1

dx e−ix(pz) P(x,−z2) , (2.2)

where P(x,−z2) is the parton pseudodistribution function or pseudo-PDF, intro-

duced in Ref. [11]. In the simplest case, when P(x,−z2) has no z2-dependence, so

that P(x,−z2) = f(x), the d4z integral becomes trivial, and we get

T0(q, p) =

∫ 1

−1

dx
f(x)

(q + xp)2 + iε
, (2.3)

which is the well-known parton-model expression for the forward Compton ampli-

tude, with f(x) being the parton distribution function (PDF).

Note that Eq. (2.2) introduces the momentum fraction variable x in an absolutely

covariant way. One has no need to assume that z2 = 0 or p2 = 0 or to take an

infinite momentum frame, etc., to define x. The momentum p in Eq. (2.2) is the

actual hadron momentumb, satisfying p2 = M2. Of course, since the representation

(2.2) works in general case, it also works if we take z on the light cone. In particular,

taking z that has the light-cone “minus” component z− only, gives the representation

〈p|φ(0)φ(z−)|p〉 =

∫ 1

−1

dxP(x, 0) e−ixp+z− , (2.4)

which has the standard interpretation that x is the fraction of the light-cone “plus”

component p+ of the target momentum carried by the parton.

It is also well-known that DIS is a light-cone dominated process, in the sense

that powerlike O(z2) deviations of P(x,−z2) from a constant behavior result in

O(1/q2)-suppressed “higher-twist” contributions to T (q, p), that may be neglected

for large q2. Thus, we may formally write P(x,−z2) = P(x, z2 = 0) + “higher

twists”, and identify P(x, z2 = 0) with the lowest-twist PDF f(x).

2.2. Light-cone singularities and factorization

However, the z2 → 0 limit is nontrivial in QCD and other renormalizable theories. In

these cases,M(ν, z2) has ∼ ln z2 terms. These singularities are perfectly integrable

when embedded in the expression (2.1) for T (q, p): they just produce logarithmic

ln
(
−q2

)
contributions that violate a strict dimensional scaling present in T0(q, p).

bIt is easy to check that taking the discontinuity of T0(q, p) to get the structure function W (q, p),
one obtains the Nachtmann’s ξ-scaling expression29,30 that includes target-mass corrections.



6 A. V. Radyushkin

On the other hand, taking z2 = 0 in the pseudo-PDFs produces ultraviolet diver-

gences in the perturbative expressions for matrix elements of φ(0)φ(z) operators.

Introducing some UV cut-off Λ converts ln
(
−1/z2

)
into ln Λ2, and the resulting

PDFs depend on the cut-off scale, f(x) → f(x,Λ2). The usual procedure is to use

the dimensional regularization (DR) for momentum integrals d4k → (µ2)εd4−2εk.

After subtraction of the 1/ε poles, one gets PDFs depending on the DR renormaliza-

tion scale µ. For the minimal MS subtraction, one obtains the standard MS parton

densities f(x)→ f(x, µ2).

It should be emphasized that, if one keeps z2 spacelike, then P(x,−z2) is finite,

and no regularization for ln
(
−z2

)
terms is needed. In this sense, the interval z2

serves as an UV cut-off, and one may treat P(x,−z2) as just another type of a

PDF, that is defined in a peculiar “z2”-scheme rather in the MS scheme. In fact,

the PDFs of this z2-scheme are more physical than the MS ones. One may say that

they literally measure the hadron structure at distances d =
√
−z2.

However, the established standard is to use the MS-scheme PDFs f(x, µ2). In

the expression for T (q, p), written in terms of the momentum invariants q2 = −Q2

and xB = Q2/2(pq), they appear through the factorization formula

T (xB, Q
2) =

∫ 1

−1

dx

|x| t(xB/x,Q
2/µ2) f(x, µ2) + higher twists , (2.5)

in which the scaling-violating lnQ2 terms are split into the “short-distance” part

lnQ2/µ2 present in the coefficient function t(xB/x,Q
2/µ2) and the evolution loga-

rithms lnµ2 present in the scale-dependent PDF f(x, µ2). This formula is obtained

by applying the operator product expansion (OPE) to T (q, p) written as

T (q, p) =

∫
d4z e−i(qz) 〈p|j(0)j(z)|p〉 , (2.6)

i.e., in terms of the probing currents j(0), j(z). Similarly, one can apply the OPE

to the product of fields φ(0)φ(z) defining the pseudo-PDF. In non-gauge theories,

P(x,−z2) =

∫ 1

−1

dw

w
C(w, z2µ2) f(x/w, µ2) +O(z2) . (2.7)

In this expression, the ln
(
−z2

)
terms are split between the coefficient function

C(w, z2µ2) and the PDF f(x/w, µ2). Here we write the factorization relation in the

form following from the nonlocal light-cone OPE31,32 (see also [21]).

2.3. Gauge theories

In QCD, the quarks have spin 1/2, and the handbag diagram for the Compton

amplitude is given by

Tµν(q, p) =

∫
d4z e−i(qz)〈p|ψ̄(0)γν Sc(−z) γµ ψ(z)|p〉 , (2.8)

where Sc(z) = /z/2π2(z2)2 is the propagator for a massless fermion. Writing

γν /z γµ as
[
gνβgµα + gνβgµα − gµνgαβ + iεµναβγ5

]
zβγα we get matrix elements
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〈p|ψ̄(0) γα ψ(z)|p〉 and 〈p|ψ̄(0) γ5γα ψ(z)|p〉 corresponding to unpolarized and po-

larized PDFs, respectively.

z 0zi

p p

Fig. 2. Structure of QCD factorization for DIS in covariant gauges.

Furthrermore, in gauge theories, the handbag contribution in covariant

gauges should be complemented by diagrams corresponding to operators

ψ̄(0) . . . /A(zi) . . . ψ(z) containing twist-0 gluonic field Aµi
(zi) inserted into the

fermion line between the points z and 0 (see Fig. 2). The sum of gluon inser-

tions is equivalent to substituting the free propagator Sc(z1 − z2) by a propagator

Sc(z1, z2;A) of a quark in an external gluonic field A. This propagator satisfies the

Dirac equation

i

[
/∂

∂z1
− ig /A(z1)

]
Sc(z1, z2;A) = −δ4(z1 − z2) . (2.9)

The solution of this equation may be written in the form

Sc(z1, z2;A) = E(z1, z2;A)Sc
FS(z1, z2;A) (2.10)

involving the straight-line exponential

E(z1, z2;A) ≡ P exp

{[
ig

∫ 1

0

dt (zα2 − zα1 )Aα((1− t)z1 + tz2)

]}
. (2.11)

In its turn, the factor Sc
FS satisfies the Dirac equation (2.9) with the general

vector potential Aµ(z) substituted33–35 by the vector potential Aµ(z; z1) in the

Fock-Schwinger (FS) gauge36,37 (z − z1)µA
µ(z, z1) = 0 . It is given by

Aµ(z; z1) = (z − z1)ν

∫ 1

0

ds sGµν(z1 + s(z − z1)) . (2.12)

Here, z denotes the location of the field, while z1 specifies the “fixed point” of the

FS gauge, and in our case refers to an end-point in the Compton amplitude. Since

the field-strength tensor Gµν has twist equal to (at least) 1, the insertion of this

field into the free propagator results in power (Λ2/Q2)l corrections to the Compton

amplitude. Thus, we can write

Sc(0, z;A) = E(0, z;A)Sc(z) + higher twists . (2.13)

As a result, at the leading-twist level, we deal with matrix elements of the

Mα(z, p) ≡ 〈p|ψ̄(0) ΓαE(0, z;A)ψ(z)|p〉 (2.14)
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p p

0z
z1 z2

Fig. 3. Self-energy correction to the quark propagator

type, where Γα = γα or γ5γ
α. The function Mα(z, p) may be decomposed into pα

and zα parts

Mα(z, p) = 2pαM(−(zp),−z2) + zαMz(−(zp),−z2) . (2.15)

Defining the relevant light-cone PDF, one takes z = z− (which means z+ = 0) and

α = +. As a result, the zα-part drops out, and PDF is determined by the M(ν, 0)

amplitude only. On the lattice, taking z = z3, we take α = 0 to eliminate the

zα-contamination14 and define the pseudo-ITD M(ν, z2
3) by

M0(z3, p) = 2p0M(ν, z2
3) . (2.16)

It should be noted that the quark self-energy diagram (see Fig. 3) can-

not be factorized into a tree-level coefficient function and the matrix element

〈p|ψ̄(0) . . . Aα1(z1) . . . Aα1(z2) . . . ψ(z)|p〉. Its entire contribution belongs to the one-

loop part of the coefficient function. This means that the definition (2.14) of

Mα(z, p) should imply that the Aαi(tiz)-fields in the expansion of the exponen-

tial (2.11) are not contracted with each other. In other words, the contributions

corresponding to the link self-energy corrections (see Fig. 4) should be excluded.

0z t1z t2z

Fig. 4. Self-energy correction to the gauge link.

However, when the matrix element (2.14) is calculated on the lattice, such con-

tributions are included automatically: the lattice “does not know” about this restric-

tion. Moreover, the link self-energy diagram produces ultraviolet divergences when

z is off the light cone. These divergences require an additional UV regularization.

Fortunately, these divergences (and also link-vertex UV divergences) are multiplica-

tive38–44 (see also recent Refs. [45–47]). They form a factor Z(−z2/a2), where a is
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a UV cut-off, e.g., the lattice spacing. This factor should be included in the right-

hand side of the OPE (2.7). Thus, to get the PDF f(x, µ2) from the pseudo-PDF

P(x,−z2) one should “renormalize” the latter by dividing it by Z(−z2/a2).

2.4. Ioffe-time distributions

The pseudo-PDF representation (2.2) separates the dependence M(z, p) on its two

z-dependent Lorentz invariants, the Ioffe time (pz) ≡ −ν and the interval z2 (see

Fig. 5). Writing M(z, p) as a function of ν and z2, we get the Ioffe-time pseudodis-

tribution M(ν,−z2). Inverting Eq. (2.2) gives the relation

P(x,−z2) =
1

2π

∫ ∞
−∞

dν e−ixνM(ν,−z2) (2.17)

that tells us that the pseudo-PDF is a Fourier transform of the pseudo-ITD

M(ν,−z2) with respect to ν for fixed z2. When z is on the light cone, z2 = 0,

we deal with the light-cone PDF f(x, µ2) and the light-cone Ioffe-time distribution

I(ν, µ2) =

∫ 1

−1

dx eixν f(x, µ2) (2.18)

introduced originally in Ref. [12]. In terms of the ITDs, the factorization relation

(2.7) takes the form

M(ν,−z2)/Z(z2/a2) =

∫ 1

−1

dwC(w, z2µ2) I(wν, µ2) +O(z2) . (2.19)

Combining (2.19) and (2.18), we obtain a kernel relation

M(ν,−z2)/Z(−z2/a2) =

∫ 1

−1

dxR(xν,−z2µ2) f(x, µ2) +O(z2) (2.20)

that directly connects the renormalized pseudo-ITD with the light-cone PDF

through the kernel

R(xν,−z2µ2) =

∫ 1

−1

dw eiwxν C(w, z2µ2) . (2.21)

p p

0z. .

M(−(pz),−z2)

Fig. 5. Ioffe-time distribution.
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The pseudo-PDF strategy is to start with the standard lattice choice2–4 of taking

an equal-time interval z = {0, 0, 0, z3} and extract the M(ν,−z2) as a function of

ν and z2. As we discussed, it is the ν-dependence of M(ν,−z2) that governs the

x-dependence of PDFs. When z = {0, 0, 0, z3}, we have ν = p3z3 and z2 = −z2
3 .

The basic idea of the pseudo-PDF approach is that it does not matter if ν is given

by −p+z− or by p3z3. In both cases, one deals with the same functional dependence

ofM(ν,−z2) on ν. Using the relations (2.19), (2.20), we can (at least, in principle)

extract light-cone functions f(x, µ2) from the “Euclidean” pseudo-PDF M(ν, z2
3).

It is worth stressing here that the applicability of the basic perturbative relations

(2.19), (2.20) is determined solely by the size of z2
3 . One can take small p3 (even

p3 = 0), and use perturbative QCD as far as z2
3 is sufficiently small. The size of

the momentum p3 changes the magnitude of ν = p3z3, but it does not affect the

applicability of the perturbation expansion.

Another key element of the pseudo-PDF approach is the elimination of the

problematic UV Z-factor by introducing11 the reduced Ioffe-time pseudodistribution

M(ν, z2
3) ≡ M(ν, z2

3)

M(0, z2
3)

. (2.22)

Since Z(z2
3/a

2) does not depend on ν, the Z-factors of the numerator and denom-

inator cancel. The remaining z2
3-dependence of M(ν, z2

3) for small z2
3 is completely

determined by the evolution logarithms, and may be calculated perturbatively using

OPE in the form of Eqs. (2.19), (2.20). Note also that the denominator factor

M(0, z2
3) =

∫ 1

−1

dxP(x, z2
3) (2.23)

is just the lowest moment of the pseudo-PDF. Thus, there was nothing singular here

in taking p3 = 0. Moreover, if the local limit z3 → 0 corresponds to a conserved

current, then M(0, z2
3) does not have the evolution z2

3-dependence, which provides

a further simplification.

3. Perturbative QCD corrections at one loop

To convert z2
3-dependence of the pseudo-PDFs into the µ2-dependence of the

light-cone PDFs, one should know the OPE coefficient function C(w, z2µ2) (see

Eq. (2.7)). An important fact is that the OPE can be established in the operator

form, i.e. without specifying the matrix element in which the operators are embed-

ded. One should just calculate a modification of the original bilocal operator by

gluon corrections.

3.1. Link-related UV divergences

As mentioned already, switching off the light cone comes with a penalty in the

form of ultraviolet divergences generated by the gauge link. It is convenient and

instructive to analyze them in the Feynman gauge.
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3.1.1. Link self-energy

The largest UV-related contribution comes from the self-energy correction to the

gauge link (see Fig. 4). At one loop, it is given by

ΓΣ(z) =(ig)2 CF
1

2

∫ 1

0

dt1

∫ 1

0

dt2 z
µzν Dc

µν [z3(t2 − t1)] , (3.1)

where Dc
µν [z3(t2 − t1)] is the gluon propagator for the line connecting the points

t1z3 and t2z3. For massless gluons, we have Dc
µν(z) = −gµν/4π2z2, and end up with

a divergent expression ∫ 1

0

dt1

∫ 1

0

dt2
(t2 − t1)2

. (3.2)

Though these integrals involve just dimensionless parameters t1, t2, the divergence

has an ultraviolet origin. As suggested by Polyakov,38 it may be regularized for

spacelike z by using the prescription 1/z2
3 → 1/(z2

3 + a2) for the gluon propagator.

This regularization softens the gluon propagator at distances z3 ∼ several a, and

eliminates its singularity at z3 = 0. In this respect, it is similar to the UV regu-

larization produced by a finite lattice spacing aL. In fact, a comparison with the

gluon propagator in the lattice perturbation theory establishes a simple connec-

tion a = aL/π between these two cut-offs.48 After the regularization, we have the

expression

Σ(z3, a) =− g2 CF
z2

3

8π2

∫ 1

0

dt1

∫ 1

0

dt2
z2

3(t2 − t1)2 + a2
(3.3)

that clearly shows that, for a fixed a the correction Σ(z3, a) vanishes at z3 = 0. The

fact that Σ(z3 = 0, a) = 0 means that, at fixed a, Σ gives no corrections to the

vector current, i.e. the number of the valence quarks is not changed.

Calculating the integrals gives48

Σ(z3, a) = −CF
αs
2π

[
2
|z3|
a

tan−1

( |z3|
a

)
− ln

(
1 +

z2
3

a2

)]
. (3.4)

If we keep z3 fixed and take the small-a limit, the result

Σ(z3, a)|a→0 =− CF
αs
2π

[
π|z3|
a
− 2− ln

z2
3

a2
+O(a2/z2

3)

]
(3.5)

(see also Ref. [45]) shows a linear divergence ∼ |z3|/a in the a → 0 limit. It also

shows a logarithmic divergence ln z2
3/a

2. According to the all-order studies39–41 of

the Wilson loops renormalization, the one-loop correction (3.4) exponentiates. As a

result, we get a strong damping factor for large |z3|. In terms of the lattice spacing,

it reads

Zlink(z3, aL) ' e−A|z3|/aL , (3.6)

with A = CFπαs/2 ≈ 2αs. Taking αs = 0.2 for an estimate, we get suppression

by a factor of 10 starting with z3 = 6aL. Note also that the Z-factor is a function
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Fig. 6. Insertions of gluons coming out of the gauge link.

of z3/aL, i.e., it changes when the lattice spacing is changed. Hence, it is a lattice

artifact, not related to actual physical phenomena in the continuum theory. As

discussed already, extracting PDFs, one should divide it out. Still, it is interesting

to check if the actual lattice simulations are in agreement with its perturbative

estimate.

3.1.2. Vertex contribution

The UV divergent contributions are also present in the diagrams involving gluons

that connect the gauge link with the quarks, see Fig. 6. Regularizing the gluon

propagator by 1/z2
3 → 1/(z2

3 + a2), we extract the UV-singular term in the form

OαUV(z, a) =
g2

4π2
CF ψ̄(0)γαψ(0)

∫ 1

0

dβ

∫ 1

0

dt
tz2

3

t2z2
3 + a2/(1− β)

. (3.7)

Taking integrals over t and β gives the expression

OαUV(z, a) =
g2

16π2
CF ψ̄(0)γαψ(0)

[(
1 +

a2

z2
3

)
ln

(
1 +

z2
3

a2

)
− 1

]
(3.8)

that contains the same ln
(
1 + z2

3/a
2
)

logarithmic term as in the self-energy correc-

tion (3.4). In the a → 0 limit, this result agrees with that obtained in Ref. [45].

The ln
(
1 + z2

3/a
2
)

structure may be combined with the UV divergences generated

by the link self-energy diagrams. Again, for a fixed a, the OαUV(z3, a) contribution

vanishes in the z2
3 → 0 limit. Just like in the case of the link self-energy corrections,

the UV divergences coming from vertex diagrams exponentiate in higher orders.

The UV divergent term comes from the configuration when the exchanged gluon

ends coincide. The study performed in Ref. [21] shows that there is also an UV-finite

contribution coming from the regions where the point z1 is close to some position

on the link. The combined contribution of two diagrams shown in Fig. 6 is given by

Oαreg(z3, a = 0) =
αs
2π

CF

∫ 1

0

du

∫ 1

0

dv ψ̄(uz3)γαψ(v̄z3)

×
{
δ(v)

[ ū
u

]
+

+ δ(u)
[ v̄
v

]
+

}
. (3.9)
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We use the notation v̄ = 1− v, ū = 1− u, etc. The plus-prescription is defined by∫ 1

0

du
[ ū
u

]
+
F (u) =

∫ 1

0

du
ū

u
[F (u)− F [0] , (3.10)

assuming that F (0) is finite. Now, it is the plus-prescription structure of Eq. (3.9)

which guarantees that this term gives no corrections to the local current.

3.2. Evolution terms

The contributions considered in the previous section do not have singularities when

the quark virtuality k2 vanishes, i.e. they do not need any IR regularization. In

particular, the logarithm ln
(
1 + z2

3/a
2
)

has a as an UV cut-off, while z2
3 stays on

its IR side. However, vertex diagrams also contain additional contributions that are

infrared divergent in the k2 → 0 limit.

Of course, on the lattice everything will be finite. Just like the finite lattice

spacing provides a UV cut-off, the finite hadron size provides an IR cut-off. Unfor-

tunately, the exact form of the IR regularization imposed by the hadron size is not

known. To get a feeling, let us take an infrared regularization by a mass term. A

typical Schwinger’s α-parameter integral producing an IR singularity then has the

form

LK(z2
3) =

∫ ∞
0

dα

α
e−z

2
3/4α−αm

2

, (3.11)

where m is the mass (see, e.g., Ref. [21] for details). One can see that

LK(z2
3) =2K0(mz3) = − ln

(
m2z2

3

e2γE

4

)
+O(z2

3) , (3.12)

where K0(mz3) is the modified Bessel function. It has a ln z2
3 singularity for small

z3, and exponentially decreases when z3 exceeds 1/m. Since we want m to mimic

the IR cut-off imposed by the hadron size, numerically m should be of an order of

0.3 GeV. Another type of the IR regularization is provided by a sharp cut-off

LG(z2
3) =

∫ Λ2

0

dα

α
e−z

2
3/4α = Γ[0, z2

3Λ2/4] = − ln

(
z2

3Λ2 e
γ
E

4

)
+O(z2

3) (3.13)

applied to Eq. (3.11). The incomplete gamma-function Γ(0, z2
3Λ2/4) has a logarith-

mic singularity for small z2
3 , while for large z2

3 it has a Gaussian e−z
2
3Λ2/4 fall-off.

As we discussed, the UV link-related Z-factor also has a rapid e−A|z|/a decrease

for large |z|. Thus, one needs to very precisely divide it out from the lattice data to

be able to see the fall-off reflecting the finite hadron size.

For both cases, the IR-singular contribution from vertex diagrams is given32 by

Oαlog(z3) = LR(z2
3)
αs
2π

CF

∫ 1

0

du

∫ 1

0

dv

×
{
δ(u)

[ v̄
v

]
+

+ δ(v)
[ ū
u

]
+

}
ψ̄(uz3)γαψ(v̄z3) , (3.14)
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Fig. 7. a) Gluon exchange diagram. b) One of quark self-energy correction diagrams.

where R is either K or G. One may also use the IR dimensional regularization. In

the MS scheme, LMS(z2
3) = − ln

(
µ2z2

3e
2γE/4

)
. However, one should realize that the

lattice cannot provide the dimensional IR regularization, and the data will not show

the ln
(
z2

3

)
behavior beyond a few lattice spacings.

Note that, in contrast to the UV divergent contribution, the LR(z2
3Λ2) functions

are singular in the z2
3 → 0 limit, and the parameter |z3| in the integrals of Eqs. (3.12),

(3.13) works like an ultraviolet rather than an infra-red cut-off.

The integrals producing the IR-singular terms, also contain an IR finite part

OαFin(z) =− αs
π
CF

∫ 1

0

du

∫ 1

0

dv ψ̄(uz)γαψ(v̄z) [δ(u) s+(v) + δ(v) s+(u)] , (3.15)

where s+(u) is the plus-prescription version of s(u) given by

s(u) ≡
∫ 1

u

dt
ln t

t2
=

1− u+ log(u)

u
. (3.16)

3.3. Quark-gluon exchange contribution

There is also an IR-singular contribution given by the diagram 7a containing a gluon

exchange between two quark lines. It is given by

O0
exch(z3) =

αs
2π

CF

∫ 1

0

du

∫ 1−u

0

dv
{
LR(z2

3) − 1
}
ψ̄(uz3)γ0ψ(v̄z3) (3.17)

for R = K,G. For DR in the MS scheme, LR− 1 should be substituted by LMS + 1.

Unlike the vertex part, the exchange contribution (3.17) does not have the plus-

prescription form.

One should also include the quark self-energy diagrams, one of which is shown

in Fig. 7b. As usual, we should take just a half of each, absorbing the other halves

into the soft part. Since the quark momentum is not changed, these terms have the

δ(u)δ(v) structure in the u, v-integral.
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3.4. One-loop correction in the operator form

Combining all the one-loop corrections21 to the O0(z3) operator gives

δO0(z3) = −αs
2π

CF

∫ 1

0

du

∫ 1−u

0

dv ψ̄(uz3)γ0ψ(v̄z3)

×
{(

δ(v)
[ ū
u

]
+

+ δ(u)
[ v̄
v

]
+

+ 1

)
ln

[
z2

3µ
2
IR

e2γE

4

]
+2

(
δ(v)

[
lnu

u

]
+

+ δ(u)

[
ln v

v

]
+

− 1

)
+ Z(z3)δ(u)δ(v)

}
. (3.18)

In this result, we assume the dimensional regularization and the MS scheme

subtraction for the IR singularities, with µIR serving as the scale parameter.

The function Z(z3) accumulates information about corrections associated with the

UV-divergent contributions like (3.4), (3.8). This function in the MS scheme is

known (see Ref. [49]), but we do not need its explicit form in the pseudo-PDF ap-

proach. As we discussed in Sec. 2.4, such terms cancel when one forms the reduced

Ioffe-time pseudodistributions.

3.5. Matching for parton distribution functions

In the PDF case, the one-loop correction to M0(z3, p) is given by the forward

matrix element 〈p|δO0(z3)|p〉. The right-hand-side of Eq. (3.18) brings then the

matrix element

〈p|ψ̄(uz3)Γ0ψ(v̄z3)|p〉 ≡ M0(uν, v̄ν) , (3.19)

where ν = p3z3 is the Ioffe time.10 The structure of Eq. (3.18) implies a scenario in

which the z2
3-dependence at short distances is determined by the “hard” logarithms

ln z2
3 generated from the initially “soft” distribution M0(ν, z2

3) having only a poly-

nomial dependence on z2
3 that is negligible for small z2

3 . For this reason, we skip the

z2
3-dependence in the argument of M0-functions, leaving just their ν-dependence.

The “vertex” terms containing δ(u) or δ(v) are trivially reduced to one-

dimensional integrals in which we change u or v to 1−w. Using translation invariance

for the “box” terms having a u, v-independent coefficient function, we get∫ 1

0

du

∫ 1−u

0

dvM0((1− u− v)ν) =

∫ 1

0

dw (1− w)M0(wν) . (3.20)

We can represent (1 − w) as the sum of the term (1 − w)+ that has the plus-

prescription at w = 1 and the delta-function term 1
2δ(w̄) that we add to Z(z3),

denoting the changed Z-function by Z̃(z3). As a result, we have

M(ν, z2
3) =

[
1− αs

2π
CF Z̃(z3)

]
M0(ν)− αs

2π
CF

∫ 1

0

dwM0(wν)

×
{

1 + w2

1− w ln

(
z2

3µ
2
IR

e2γE+1

4

)
+ 4

ln(1− w)

1− w − 2(1− w)

}
+

. (3.21)
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The combination

B(w) =

[
1 + w2

1− w

]
+

(3.22)

is the non-singlet Altarelli-Parisi (AP) evolution kernel.50

The next step is to introduce the reduced Ioffe-time pseudodistribution (2.22)

of Refs. [11, 17, 20]. When the momentum p is also oriented in the z3 direction,

i.e., p = {E, 0⊥, p3}, the function M(0, z2
3) corresponds to the “rest-frame” p3 = 0

distribution. According to Eq. (3.21), it is given by

M(0, z2
3) =M0(0)

[
1− αs

2π
CF Z̃(z3)

]
. (3.23)

As a result, the Z̃(z3) terms disappear from the O(αs) correction to the ratio

M(ν, z2
3)/M(0, z2

3). Such a cancellation of ultraviolet terms for M(ν, z2
3) will persist

in higher αs orders, reflecting the multiplicative renormalizability of the ultraviolet

divergences45–47 of M(ν, z2
3).

A similar calculation can be performed for the light-cone Ioffe-time distribu-

tion12 I(ν, µ2) obtained by taking z2 = 0 in M(ν,−z2) and regularizing the result-

ing UV singularities by dimensional regularization and the MS subtraction specified

by a factorization scale µ. The result may be symbolically written as

I(ν, µ2) = M0(ν)−αs
2π

CF

∫ 1

0

dwB(w) ln
(
µ2

IR/µ
2
)
M0(wν) . (3.24)

As a result, we get the matching condition21,22,49,51,52

M(ν, z2
3) = I(ν,µ2)− αs

2π
CF

∫ 1

0

dw I(wν, µ2)

{[
1 + w2

1− w

]
+

× ln

(
z2

3µ
2 e

2γE+1

4

)
+ 4

ln(1− w)

1− w − 2(1− w)

}
+

(3.25)

that relates M(ν, z2
3) with the light-cone ITD. Note that this relation works for

small z2
3 only, namely, in the region where the IR sensitive factors LR(z2

3) may be

approximated by ln z2
3 . In this region, M(ν, z2

3) satisfies the DGLAP (for Dokshitzer-

Gribov-Lipatov-Altarelli-Parisi50,53,54) evolution equation

d

d ln z2
3

M(ν, z2
3) = −αs

2π
CF

∫ 1

0

duB(u)M(uν, z2
3) . (3.26)

Eq. (3.25) allows to get I(ν, µ2) using lattice data on M(ν, z2
3). After that,

inverting the Fourier transform (2.18) one should be able to get f(x, µ2). However,

lattice calculations provide M(ν, z2
3) and, hence, I(ν, µ2) in a rather limited range

of ν, which makes taking this Fourier transform rather tricky (see Ref. [55] for a

detailed discussion). An easier way was proposed in our paper [11]. The idea is to

assume some parametrization for f(x, µ2) similar to those used in global fits (see,
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e.g., Ref. [56]), and to fit its parameters using I(ν, µ2) extracted from the lattice

data through Eq. (3.25).

An equivalent realization of this idea (similar to that of Ref. [57]) is to use the

kernel relation (2.20), i.e., to substitute I(ν, µ2) by its definition (2.18) as a Fourier

transform of PDF. This converts (3.25) into

M(ν, z2
3) =

∫ 1

−1

dx
[
eixν − αs

2π
CFR(xν, z2

3µ
2)
]
f(x, µ2) . (3.27)

The kernel R(xν, z2
3µ

2) is given by the Fourier transform (2.21) of the coefficient

function, and may be calculated as a closed-form expression.25,49

The PDF f(x) may be split in its symmetric f+(x) and antisymmetric f−(x)

parts. For positive x, they are related to the quark fq(x) and antiquark fq̄(x) distri-

butions through f+(x) = fq(x)−fq̄(x) and f−(x) = fq(x)+fq̄(x), respectively (see,

e.g., Ref. [17]). The real part of R(y, z2
3µ

2) generates then the real part of M(ν, z2
3)

from f+(x), while the imaginary part of R(y, z2
3µ

2) connects the imaginary part of

M(ν, z2
3) with f−(x). In particular, for the real part we have

ReR(νx, z2
3µ

2) =

{
1− cos(νx)

ν2x2
− 2 sin(νx)

νx
+ 2 sin(νx) Si(νx)

+ 2 cos(νx)

(
Ci(νx)− log(νx)− γE +

3

4

)}
ln

(
z2

3µ
2 e

2γE+1

4

)
+ 2Re

[
iνxeiνx 3F3(1, 1, 1; 2, 2, 2;−iνx)

]
+ cos(νx)− 2

1− cos(νx)

ν2x2
, (3.28)

where Ci(y) and Si(y) are the integral cosine and sine functions, and

3F3(1, 1, 1; 2, 2, 2;−iy) is a hypergeometric function. Thus, assuming some

parametrizations for the f±(x, µ2) distributions, one can fit their parameters and

αs using Eqs. (4.5), (3.28) and the lattice data for M(ν, z2
3).

Note that, despite the terms with νx factors in their denominators, the kernel

R(νx, z2
3µ

2) vanishes for νx = 0. To this end, recall that, according to its definition

(2.21), the kernel R(0, z2
3µ

2) is given by the w-integral of the coefficient function

C(w, z2µ2) that has the plus-prescription form in our case.

4. Exploratory quenched lattice study

4.1. General features

An exploratory lattice study of the reduced pseudo-ITD M(ν, z2
3) for the valence

uv(x)−dv(x) parton distribution in the nucleon has been reported in Ref. [17]. The

calculations were performed in the quenched approximation on 323×64 lattices, for

the lattice spacing a = 0.093 fm at the pion mass of 601(1) MeV and the nucleon

mass of 1411(4)MeV. Seven lattice momenta p (2π/L), with p = 0, . . . 6 were used.

The maximal momentum reached is 2.5 GeV. This simplified setup has allowed to

get very precise data in a very short time, and its results are a very instructive

illustration of applications in the theory of the pseudo-PDFs.
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4.2. Rest-frame amplitude

The basic idea of the pseudo-PDF approach is to get information about the re-

duced pseudo-ITD. To this end, one needs to measure the ratio R(z3, p3) =

M(z3, p3)/M(z3, p3 = 0). As we discussed, the rest-frame amplitude M(z3, 0) is

basically given by the link UV-factor Zlink(z3/aL), that exponentially decreases for

large z3 (see Eq. (3.6)). Thus, if M(z3, p3) and M(z3, p3 = 0) are obtained from

independent measurements, then the errors in the main amplitude M(z3, p3) are

magnified by the 1/M(z3, p3 = 0) factor which is very large for large z3. For this

reason, in Ref. [17], the calculations were performed directly for the ratio R(z3, p3)

itself, rather than for the numerator and denominator independently.
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Fig. 8. Real part of the rest-frame amplitude M(z3, p3 = 0) =M(0, z23).

However, one can also calculate the rest-frame amplitude separately, and analyze

its z3-behavior. The amplitude M(z3, p3) has a real and imaginary parts. Its real

part is an even function of ν = p3z3, while the imaginary part is odd in ν. Hence,

the imaginary part should vanish for p3 = 0. Indeed, the results for the imaginary

part of M(z3, p3 = 0) obtained in Ref. [17] are compatible with zero. The real part

was found to be a symmetric function of z3, as expected. The results for z3 ≥ 0 are

displayed in Fig. 8. The curve shown there is the exponentiated version

Zpert(z3/aL) = exp

{
−CF

αs
2π

[
2
π|z3|
aL

tan−1

(
π|z3|
aL

)
− 2 ln

(
1 +

π2z2
3

a2
L

)]}
(4.1)

of the UV factors coming from the one-loop link self-energy (3.4) and vertex (3.8)

corrections, in which we substituted the Polyakov regularization parameter a by the

lattice spacing aL using the correspondence a = aL/π found in Ref. [48]. The value

of αs obtained from the fit is 0.19. Thus, the “nonperturbative” renormalization

factor Z(z3/a) in this particular lattice simulation was found to be very accurately

reproduced by the perturbative formula. This fact, in our opinion, deserves a further
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study. Still, whatever its form, the UV Z-factor completely cancels out in the ratio

M(ν, z2
3)/M(0, z2

3) defining the reduced Ioffe-time pseudodistribution.

4.3. Reduced Ioffe-time distributions

On the left panel of Fig. 9, we plot the results for the real part of the ratio

M(Pz3, z
2
3)/M(0, z2

3) taken at six values of the momentum P and plotted as a

function of z3 . One can see that the curves decrease much slower with z3 than

M(0, z2
3) of Fig. 8. The curves look similar to each other, all of them having a

broad Gaussian-like shape. However, the width decreases with P .
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Fig. 9. Left: Real part of the reduced distribution M(Pz3, z23) plotted as a function of z3. Here,

P = 2πp/L. Right: The same data plotted as a function of ν = Pz3.

On the right panel of Fig. 9 , we plot the same data, but change the axis to

ν = Pz3. Now the data practically fall on the same curve. The situation is similar for

the imaginary part. An evident interpretation of this outcome is that the numerator

M(ν, z2
3) and the denominator M(0, z2

3) of the ratio defining the reduced pseudo-

ITD M(ν, z2
3) have similar dependence on z2

3 .

Still, one can also notice some apparently random scatter of the points corre-

sponding to the same value of ν. In fact, there is a regularity in this scatter. On

the left panel of Fig. 10, we show the data corresponding to “large” z3-values: from

7aL to 14aL. As one can see, there is some scatter for the points with the largest

values of ν in the region ν & 10, where the finite-volume effects become important.

Otherwise, practically all the points lie on the curve

R(ν) =

∫ 1

0

dx cos(νx) fv(x) (4.2)

generated by the function

fv(x) =
315

32

√
x(1− x)3 . (4.3)
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Fig. 10. Real part of M(ν, z23) for z3 ranging from 7aL to 14aL (left) and from al to 6aL (right).

Its shape was obtained by taking normalized xa(1 − x)b-type functions and fixing

the parameters a, b by fitting the data.

Recall that the real part of the light-cone ITD I(ν) corresponds to the cosine

Fourier transform of the valence distribution qv(x) = uv(x)− dv(x)

IR(ν) ≡ Re I(ν) =

∫ 1

0

dx cos(νx) qv(x) . (4.4)

On the right panel of Fig. 10, we show the points in the region of “small” z3,

ranging in the interval aL ≤ z3 ≤ 6aL. In this case, all the points lie higher than

the curve for R(ν). Since M(ν, z2
3), according to Eq. (3.25), contains the evolution

logarithm ln z2
3 in the region of small z2

3 , one may conjecture that the observed

higher values of R for smaller-z3 points may be a consequence of the evolution.

In Fig. 11 we show a typical pattern of the z3-dependence of the lattice points.

We took there the “magic” Ioffe-time value ν = 3π/4 that may be obtained from

five different combinations of z3 and P values used in Ref. [17]. The shape of the

eye-ball fit line is given by the incomplete gamma-function Γ(0, z2
3/30a2

L). This func-

tion conforms to our expectation that the z3-dependence of the IR-sensitive factors

LR(z3) in (3.14), (3.17) should have a perturbative logarithmic ln
(
1/z2

3

)
behaviour

for small z3, and rapidly vanish for z3 larger than the hadron size Rhadr. We can

estimate that Rhadr in this lattice simulation is of an order of 6aL ≈ 0.55 fm. Look-

ing at Fig. 11, we may also say that perturbative evolution “stops” for z3 & 5aL. In

this sense, the overall curve based on Eq. (4.3) corresponds to a “low normalization

point”, i.e., to the region, where the perturbative evolution is absent.

4.4. Building MS ITD

Thus, we see that the data of Fig. 11 show a logarithmic evolution behavior in

the small z3 region. Still, the z3-behavior starts to visibly deviate from a pure

logarithmic ln z2
3 pattern for z3 & 5a. Thus, z3 ≤ 4a is the “logarithmic region”

where one may use Eq. (3.25) to construct the light-cone MS ITD. To this end, it
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Fig. 11. Dependence on z3 for ν = 3π/4 ≈ 2.3562.

is convenient to invert it and write

I(ν,µ2) = M(ν, z2
3) +

αs
2π

CF

∫ 1

0

dwM(wν, z2
3)

×
{[

1 + w2

1− w

]
+

ln

(
z2

3µ
2 e

2γE+1

4

)
+ 4

ln(1− w)

1− w − 2(1− w)

}
+

. (4.5)

Let us start with the real part of this relation. At the leading order in αs, we

have IR(ν, µ2) = Re M(ν, z2
3). In its turn, Re M(ν, z2

3) is given by R(ν) of Eq. (4.2)

plus scatter, which we intend to describe by the ln z2
3 part of the O(αs) correction.

This means that we should approximate ReM(wν, z2
3) by R(wν) in the O(αs) term.

Using further the definition (4.2) of R(ν) in terms of fv(x) given by (4.3) we get

IR(ν,µ2) = ReM(ν, z2
3) +

αs
2π

CF

∫ 1

0

dx fv(x) ReR(xν, z2
3) , (4.6)

where ReR(xν, z2
3) is the kernel specified by Eq. (3.28).

The next step is to check if the actual z2
3-dependence of the data on M(ν, z2

3)

plus the ln z2
3-dependence of the one-loop correction produce together the result that

has no (or little) z2
3-dependence. In the worst case scenario, this will not happen

for any value of αs, the only free parameter that we have. This will mean that our

data are simply inconsistent with the DGLAP evolution equation.

Fortunately, as it was found in the original paper [17], the z2
3-dependence of the

data matches ln z2
3-dependence of the one-loop correction if one takes αs/π = 0.1.

Using this value in Eq. (4.6) and the data on Re M(ν, z2
3), one can generate the

“data points” for IR(ν, µ2). This was done in Ref. [22] for µ = 1/aL that corresponds

to µ = 2.15 GeV. The results are shown in the left panel of Fig. 12.

One can see that all the points for IR(ν, µ2) are close to some universal curve

with a rather small scatter. The curve itself was obtained by fitting the points by the

cosine transform of a normalized Nxa(1−x)b distribution, which gave a = 0.35 and

b = 3. The magnitude of the scatter illustrates the error of the fit for the ITD in the

ν ≤ 4 region. For comparison, we show the ITD obtained from the global fit PDFs
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Fig. 12. Left: Function IR(ν, µ2) for µ = 1/aL calculated using the data with z3 from aL to 4aL.
The upper curve corresponds to the ITD of the CJ15 global fit PDF. Right: Curve for uv(x)−dv(x)

at µ = 2.15 GeV built from the data shown on the left compared to CJ15 and MMHT global fits.

corresponding to the CJ15 global fit.56 One can see that our ITD is systematically

below the curve based on the global fit PDFs.

The “mathematical” reason for the discrepancy may be understood from

the right panel of Fig. 12, where we compare the normalized Nx0.35(1− x)3

≡ qv(x, µ = 2.15 GeV) distribution to CJ15 [56] and MMHT 2014 [58] global fit

PDFs, taken at the scale µ = 2.15 GeV. Unlike the ∼ x0.35 function, these PDFs

are singular for small x, which leads to the enhancement of ITDs for large and

moderate values of ν.

The singular small-x behavior of the global fit PDFs reflects the Regge dynam-

ics, in particular, the parameters of the ρ-trajectory. Since the ρ-meson may be

treated as a resonance in the two-pion system, a possible “physical” reason for the

discrepancy lies in the simplified features of the lattice simulation used in Ref. [17]:

the quenched approximation and very large pion mass.

4.5. Imaginary part

Imaginary part of the pseudo-ITD may be considered in a similar way. It corresponds

to the sine Fourier transform

ImM(ν) =

∫ 1

0

dx sin(νx) [q(x) + q̄(x)] (4.7)

of the function given by the sum q(x) + q̄(x) of quark and antiquark distributions.

This function differs from the valence combination qv(x) = q(x)− q̄(x) by 2q̄(x) =

2[ū(x) − d̄(x)]. In the left panel of Fig. 13, we show the data for large z3 values

z3 ≥ 7a. Just like in the case of the real part (see Fig. 10), the points with ν . 10

are close to a universal curve. Representing q(x) + q̄(x) = qv(x) + 2q̄(x) and taking

f(x) of Eq. (4.3) as qv(x), the difference is fitted to be given by

q̄(x) ≈ 0.1 [20x (1− x)3] . (4.8)

In the middle panel of Fig. 13, we show data with z3 ≤ 4a. All these points are

below the curve obtained by fitting the z3 ≥ 7a data. This is in agreement with the
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Fig. 13. Left: Imaginary part of M(ν, z23) for z3 ranging from 7aL to 13aL. Middle: The same for

z3 from aL to 4aL. In both cases, the curve corresponds to q(x)+ q̄(x) = fv(x)+2q̄(x), with fv(x)
given by Eq. (4.3) and q̄(x) given by Eq. (4.8). Right: Function II(ν, µ2) for µ = 1/aL calculated

using the data with z3. The curve is described in the text.

fact that, in the region ν . 6, the perturbative evolution decreases the imaginary

part of the pseudo-ITD when z3 decreases. The construction of the MS function

Im I(ν, µ2) ≡ II(ν, µ2) proceeds in the same way as for the real part.

The results are shown in the right panel of Fig. 13. Again, all the points are

rather close to a universal curve with a rather small scatter. The curve shown

corresponds to the sine Fourier transform of the sum of the valence distribution

qv(x, µ = 1/aL) obtained from the study of the real part, and the antiquark

contribution 2q̄(x, µ = 1/aL). The latter was found from the fit to be given by

q̄(x, µ = 1/aL = 2.15 GeV) = 0.07[20x(1− x)3].

Note that the result for q̄(x) is a positive function of x, which means that

ū(x) > d̄(x) in the lattice simulation of Ref. [17]. For the quenched approximation,

this is a natural outcome: in the absence of quark loops, the ratio ū/d̄ reflects the

number of the u- and d-quarks in the proton.

5. Calculation with dynamical fermions

A calculation with dynamical fermions was reported in Ref. [23]. The analysis was

performed using three lattice ensembles for a pion mass of about 400 MeV. Two

lattice spacings have been used. For the lattice spacings a = 0.127 fm, the calcula-

tions have been performed on 243 × 64 and 323 × 96 lattices. For a smaller lattice

spacing of 0.94 fm, a 323 × 64 lattice was used. All three ensembles have produced

similar results, perfectly compatible between themselves.

The dynamical calculations are more time-consuming and noisy compared to

the quenched calculations, so the results have bigger statistical errors than those of

Ref. [17]. Still, the structure of the pseudo-ITDs in both calculations is very similar,

and their analysis follows the same steps.

5.1. Rest-frame amplitude

As discussed earlier in Sections 2.4, 3.1, 4.2, the rest-frame amplitude M(0, z2
3)

within the pseudo-PDF approach plays the role of the UV-renormalization Z-factor.

In Fig. 14, we show the results for two explored lattice spacings of 0.94 fm and 0.127
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fm. In the latter case, we show the points for a bigger 322 × 96 lattice. The results

obtained on a smaller 243×64 lattice practically coincide with them. Just like in the

quenched calculation, these points are well described by the perturbative formula

(4.1) (shown by a curve in Fig. 14), but now with the value of 0.26 for the αs.

Re M(0, z2
3)
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Fig. 14. Real part of the rest-frame amplitude M(0, z23) for lattice spacings 0.94 fm (higher

points) and 0.127 fm.

Note that the points for the two different lattice spacings are plotted as functions

of the ratio z3/aL rather than versus the physical distance z3. Such a choice is

suggested by the perturbative calculation that shows that the Z-factor should be a

function of z/aL. Indeed, one can see that the two sets of points in Fig. 14 are very

close to each other. The points corresponding to the 0.94 fm lattice spacing are just

slightly above the curve in Fig. 14 describing the 0.127 fm points. In fact, the 0.94

fm points are also well described by the perturbative formula (4.1), if one uses a

smaller value αs = 0.24.

The fact that the Z-factor was found to be given by a function of z3/aL (modulo

a natural change of αs to a smaller value in the case of a smaller lattice spacing) is

a clear demonstration that it is an artifact of the lattice calculation rather than a

function describing physical effects.

5.2. Reduced Ioffe-time distributions

The data on the reduced pseudo-ITD are shown in Fig. 15 for the lattice spacing

0.094 fm (left) and for 0.127 fm on the large 323 × 96 lattice (right). The curves in

both cases correspond to e−0.05ν2

, and were drawn to demonstrate that the results

in both cases are rather similar. The data on M(ν, z2
3) have been used to obtain the

light-cone ITD I(ν, µ2) at the scale µ = 2 GeV using a technique similar to that

described in Sec. 4.3. The function I(ν, µ2) is plotted on the left panel of Fig. 16.

The light-cone PDF qv(x) = uv(x)−dv(x) extracted from this I(ν, µ2) is shown

on the right panel. The central line for the result of this calculation with dynamical

fermions is in a much better agreement with phenomenological curves. Still, the
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Fig. 15. Real part of M(ν, z23) for lattice spacing 0.094 fm (left) and 0.127 fm (right).

error band is very wide, which calls for a simulation having a better statistics.

5.3. Moments

The basic matching relation (3.25) has a w-convolution structure in its O(αs) part.

However, it may be converted into a product form if one considers the xn moments

bn(z2
3) ≡

∫ 1

0

dxxnP(x, z2
3) = in

∂nM(ν, z2
3)

∂νn

∣∣∣∣
ν=0

(5.1)

of the renormalized pseudo-PDF P(x, z2
3) ≡ P(x, z2

3)/M(0, z2
3). This gives

bn(z2
3) = Kn(z2

3µ
2)an(µ2) +O(z2

3Λ2
QCD, α

2
s) , (5.2)

a connection between bn(z2
3) and the xn moments

an(µ2) =

∫ 1

0

dxxnf(x, µ2) (5.3)

⌫

Re I(⌫, µ2)

qv(x, µ2)

x

Fig. 16. Real part of the light-cone ITD I(ν, µ2) (left) and the valence PDF qv(x, µ2) (right) for

µ = 2 GeV extracted from the data for lattice spacing 0.094 fm.
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of the light-cone PDF f(x, µ2). The kernel Kn(z2
3µ

2) is given by23

Kn(z2µ2, αs) = 1− αs
2π
CF

[
γn ln

(
z2µ2 e

2γE+1

4

)
+ ln

]
, (5.4)

where the anomalous dimensions

γn =

∫ 1

0

duB(u)un =
1

(n+ 1)(n+ 2)
− 1

2
− 2

n+1∑
k=2

1

k
(5.5)

are the moments of the Altarelli-Parisi kernel B(u), and the coefficients

ln = 2

( n∑
k=1

1

k

)2

+

n∑
k=1

1

k2
+

1

2
− 1

(n+ 1)(n+ 2)

 (5.6)

are the moments of the remaining terms in the second line of Eq. (3.25). Thus, one

can now obtain the MS moments directly from the reduced ITD M(ν, z2) by using

an(µ2) = (−i)n 1

Kn(z2
3µ

2, αs)

∂nM(ν, z2)

∂νn

∣∣∣∣
ν=0

+O(z2
3Λ2

QCD, α
2
s) . (5.7)

The first moment a1 ≡ 〈x〉 is obtained from the slope of the imaginary part of

M(ν, z2), while a2 ≡ 〈x2〉 from the ν2-fit of the real part. The results for 〈x〉 and

〈x2〉 obtained from all three ensembles are presented in Ref. [27]. In Fig. 17, we

show the results for 〈x2〉 from the 0.094 fm ensemble.

Fig. 17. The 〈x2〉moment of the pseudo-PDF obtained from the 0.094 fm ensemble and compared

to phenomenologically determined PDF moments from the NLO global fit CJ15nlo [56], and the

NNLO global fits MSTW2008nnlo68cl nf4 [59] and NNPDF31 nnlo pch as 0118 mc 164 [60], all
evolved to 2 GeV.

6. Matching in nonforward kinematics

The matching relations (3.25) for PDFs were derived from the operator expression

(3.18) for the one-loop correction by inserting it into a forward matrix element

〈p| . . . |p〉. The same expression (3.18) may be used to deal with nonforward matrix

elements.25 In the simplest case, we have the 〈0| . . . |p〉matrix element corresponding

to the pion distribution amplitude. A more complicated case is the matrix element

〈p2| . . . |p1〉 corresponding to a non-singlet generalized parton distribution (GPD).
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6.1. Matching relation for the pion distribution amplitude

Within a framework of covariant quantum field theory, the pion distribution am-

plitude was introduced in our 1977 paper (see Ref. [6]). The starting point of the

definition is the matrix element

Mα(z, p) = 〈0|ψ̄(0) γα γ5Ê(0, z;A)ψ(z)|p〉 , (6.1)

with z taken on the light cone. Here, |p〉 is a pion state with momentum p. In Ref.

[61], a similar object was introduced within the light-front quantization formalism

(see Ref. [62] for comparison of the two definitions).

For lattice applications, we take z = z3 and the α = 0 component to eliminate the

zα contamination from the decomposition of Mα(z, p) over Lorentz structures and

extract the pαM(ν,−z2) part. The reduced Ioffe-time distribution is built through

M(ν, z2
3) =M(ν, z2

3)/M(0, z2
3).

As shown in Ref. [13], for all contributing Feynman diagrams we have

M(ν, z2
3) =

∫ 1

0

dx eixν F(x, z2
3) . (6.2)

The function F(x, z2
3) is the pion pseudodistribution amplitude (pseudo-DA). Simi-

larly to pseudo-PDFs, we get a covariantly defined variable x, having in this case the

0 ≤ x ≤ 1 support. To exploit the symmetry properties of F(x, z2
3) with respect to

the x→ 1−x interchange, it is convenient to use the (−z/2, z/2) endpoints instead

of (0, z). The relation between the two cases is provided by translation invariance,

M̃(ν, z2
3) ≡ 〈0|ψ̄(−z3/2) . . . ψ(z3/2)|p〉 = e−iν/2M(ν, z2

3) . (6.3)

Using explicit form (3.18) of the one-loop correction, (3.18) and parametrizing

〈0|ψ̄(uz3) . . . ψ(v̄z3)|p〉 = eiuνM0[(1− u− v)ν] , (6.4)

one may derive the matching condition for the pion DA25

M̃(ν, z2
3) = Ĩ(ν, µ2)− αs

2π
CF

∫ 1

0

dw Ĩ(wν, µ2)

×
{

ln

[
z2

3µ
2 e

2γE+1

4

]([
2w

1− w

]
+

cos(w̄ν/2) +
sin(w̄ν/2)

ν/2
− 1

2
δ(w̄)

)

+ 4

[
ln(1− w)

1− w

]
+

cos(w̄ν/2)− 2
sin(w̄ν/2)

ν/2
+ δ(w̄)

}
. (6.5)

We use here the “tilded” light-cone ITD Ĩ(ν, µ2) corresponding to the (−z/2, z/2)

endpoints. It is related to the light-cone pion DA Φ(x, µ2) by

Ĩ(ν, µ2) =

∫ 1

0

dx ei(x−1/2)ν Φ(x, µ2) . (6.6)

Thus, if Φ(x, µ2) is even (odd) with respect to the x → 1 − x interchange, then

Ĩ(ν, µ2) is even (odd) function of ν.
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To extract Φ(x, µ2), we recommend, just like in the PDF case, to assume some

parametrization for it, say, N(xx̄)a times some polynomial of x, and then to fit the

parameters of the model by Ĩ(ν, µ2) extracted from the lattice data. Another way is

to use a kernel relation, analogous to Eq. (4.5), which expresses M̃(ν, z2
3) in terms of

Φ(x, µ2). It is straightforward to calculate the analog of the R(xν, z2
3µ

2) in a closed

form. The further procedure is to fit αs and the parameters of the model for the

light-cone DA Φ(x, µ2) using the lattice data for the reduced pseudo-DA M̃(ν, z2
3).

6.2. Definitions and kinematics of GPDs

In the case of GPDs, we should consider a nonforward matrix element 〈p2| . . . |p1〉
involving hadronic states with two different momenta. The simplest case is the pion.

It has just one light-cone GPDs H(x, ξ, t;µ2) that may be defined8 by

〈p2|ψ̄(−z/2)γαÊ(−z/2, z/2;A)ψ(z/2)|p1〉

= 2Pα
∫ 1

−1

dx e−ix(Pz)H(x, ξ, t;µ2) , (6.7)

(see also Refs. [7,9]), where the coordinate z has only the z− light-cone component

and the choice α = + is made to eliminate the zα part. As usual, µ is the factor-

ization scale. Note that this definition involves the (−z/2, z/2) endpoints, which

simplifies the analysis of the x→ −x symmetry properties of H(x, ξ, t;µ2).

The momentum P = (p1+p2)/2 here is the average of the hadron momenta. The

skewness variable ξ is related to the plus-component of their difference p1− p2 ≡ r.
Namely, ξ = r+/P+. One more variable is given by the invariant momentum transfer

t = (p1 − p2)2. In principle, the right-hand side of Eq. (6.7) may have also the rα

term. However, when we take α = +, such a term is redundant, since r+ = ξP+.

A similar definition holds for the spin non-flip GPD H(x, ξ, t; z2) of the nucleon.

One should just substitute 2P+ by ū(p2)γ+u(p1).

For a general case, the skewness ξ may be defined as

ξ =
(p1z)− (p2z)

(p1z) + (p2z)
. (6.8)

Thus, we deal with two Ioffe-time invariants ν1 ≡ −(p1z) and ν2 ≡ −(p2z). For

lattice applications, we choose z = z3. Decomposing p1 = {E1,∆1,⊥, P1} and

p2 = {E2,∆2,⊥, P2}, we have ν1 = P1z3 and ν2 = P2z3. The skewness variable

is given by

ξ =
ν1 − ν2

ν1 + ν2
=
P1 − P2

P1 + P2
. (6.9)

Using the ξ-definition (6.9), we may write P1 = (1 + ξ)P and P2 = (1− ξ)P , where

P ≡ P3.

Again, we choose α = 0 to eliminate the zα part from the parametrization of

〈p2|ψ̄(−z/2)γαÊ(−z/2, z/2;A)ψ(z/2)|p1〉 for z = z3. Note that the ∆α
⊥ contribu-

tions will be also absent in the parametrization. Hence, we can define the double
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Ioffe-time pseudodistribution M̃(ν1, ν2, t; z
2
3)

〈p2|ψ̄(−z3/2)γ0 . . . ψ(z3/2)|p1〉 = 2P0M̃(ν1, ν2, t; z
2
3) . (6.10)

We use here the “tilde” notation indicating that M̃(ν1, ν2, t; z
2
3) parametrizes the

operator with the (−z3/2, z3/2) endpoints. Denoting ν = (ν1 + ν2)/2, we define the

generalized Ioffe-time pseudodistribution (pseudo-GITD) by

M̃(ν1, ν2, t; z
2
3) = M̃(ν, ξ, t; z2

3) . (6.11)

It is related to the pseudo-GPD by

M̃(ν, ξ, t; z2
3) = eiξν

∫ 1

−1

dx eixν H
(
x, ξ, t; z2

3

)
. (6.12)

Using the operator expression (3.18) for the one-loop contribution gives the

matching relation for GPDs

M̃(ν, ξ, t, z2
3) = Ĩ(ν, ξ, t, µ2)− αs

2π
CF

∫ 1

0

dw Ĩ(wν, ξ, t, µ2)

×
{

ln

[
z2

3µ
2 e

2γE+1

4

]([
2w

1− w

]
+

cos(w̄ξν) +
sin(w̄ξν)

ξν
− 1

2
δ(w̄)

)

+ 4

[
ln(1− w)

1− w

]
+

cos(w̄ξν)− 2
sin(w̄ξν)

ξν
+ δ(w̄)

}
. (6.13)

Its structure is similar to the matching relation (6.5) for the pion DA. Eq. (6.13)

relates the reduced pseudo-GITD

M̃(ν, ξ, t, z2
3) ≡ M̃(ν, ξ, t, z2

3)

M̃(0, 0, 0, z2
3)

. (6.14)

with the light-cone GITD

Ĩ(ν, ξ, t, µ2) =

∫ 1

−1

dx eixνH(x, ξ, t;µ2) . (6.15)

We propose again to extract H(x, ξ, t;µ2) by taking some parametrization for

it, and then to fit its parameters by using the lattice data on M̃(ν, ξ, t, z2
3). Building

the model, one should take into account the polynomiality property7–9 of GPDs,

i.e., the requirement that, in the non-singlet case, the xN moment of H(x, ξ, t;µ2)

should be a polynomial of the Nth degree in ξ. An efficient way to satisfy this

requirement is to use the double distribution Ansatz.63

Another (but equivalent) strategy is to convert (6.13) into a kernel relation. It is

obtained by writing the light-cone GITD Ĩ(ν, ξ, t, µ2) in terms of H(x, ξ, t;µ2) using

Eq. (6.15). The kernel relation allows then to fit the parameters of H(x, ξ, t;µ2) from

the lattice data on M̃(ν, ξ, t, z2
3).



30 A. V. Radyushkin

6.3. Lattice implementation

Lattice measurements involve a discrete set of values both for coordinates z3 = nza

and for longitudinal momenta P1 = 2πN1/L, P2 = 2πN2/L, where L = na is the

lattice size in the z3 direction. Hence, possible values of the Ioffe-time parameters

are given by discrete sets ν1 = 2πnzN1/n and ν2 = 2πnzN2/n. As a result, possible

values for skewness are given by rational numbers

ξ =
P1 − P2

P1 + P2
=
N1 −N2

N1 +N2
. (6.16)

Changing N1 and N2 from 0 to 6, one ends up with 13 possible values for ξ. They

range from 0 to 1 and represent rather well the whole 0 ≤ ξ ≤ 1 segment. A

complication is that, varying the skewness ξ, one also changes the value of the

momentum transfer t. For given ξ, the momentum transfer has its minimal value

t0 that is achieved for purely longitudinal initial and final momenta,

t0 =− 8ξ2M2

1− ξ2 +M2/P 2 +
√

(1− ξ2 +M2/P 2)2 + 4ξ2M2/P 2
. (6.17)

To relax the correlation between the values of t and ξ, one may add a transverse

component ∆⊥ to the momentum transfer. In particular, taking p1 = {E1,∆⊥, P1}
and p2 = {E2, 0⊥, P2}, gives

t = 2M2 + 2P1P2 −∆2
⊥ − 2

√
M2 + P 2

1 + ∆2
⊥

√
M2 + P 2

2 . (6.18)

A possible further strategy is to choose first some particular values of P1 and P2.

This fixes the value of ξ and ν. The next step is to take several different values

of ∆⊥ to change t. That will give the t-dependence for fixed ξ and ν. After this,

changing z3, we will change ν leaving ξ and t unchanged. Finally, using the matching

conditions to convert the ν-dependence into the x-dependence, we will end up with

H(x, ξ, t;µ2) for a fixed ξ as a function of x and t.

7. Summary

In this paper, we reviewed the basic ideas of the pseudo-PPDF approach to extrac-

tion of parton densities from lattice calculations, and also discussed the results of

practical implementations of these ideas.

The main object of this approach, the Ioffe-time pseudodistributionM(ν,−z2),

is just the matrix element M(z, p) of the correlator of parton fields, written in terms

of two Lorentz invariants, the Ioffe time ν = −(pz) and z2. We have emphasized

that it is exactly this matrix element that enters into the handbag contribution for

the forward Compton amplitude in the DIS analysis. And it is this matrix element

that is the starting object for a lattice extraction of PDFs both in the quasi-PDF

and pseudo-PDF approaches.

The crucial idea of the pseudo-PDF approach is the realization that it does

not matter how the product (pz) is composed. One can build it using a light-front
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separation z = {z+ = 0, z−, z⊥} or a Euclidean separation z = {0, 0, 0, z3}. In both

cases, the function M(ν,−z2) is the same. This observation allows to calculate

M(ν,−z2) on the lattice.

A distinct feature of the pseudo-PDF approach is to study M(ν,−z2) “as is”,

without converting it into an auxiliary object, such as a quasi-PDF. Since the OPE

provides a direct relation (2.20) between the renormalizedM(ν,−z2) and the light-

cone PDF f(x, µ2), no such intermediaries are necessary.

The “renormalization” ofM(ν,−z2) is needed because it contains artificial ultra-

violet divergences generated by the gauge link for space-like intervals. In the present

paper, we discussed these divergences in some detail. We argued that they may be

eliminated by just dividingM(ν,−z2) with the rest-frame functionM(0,−z2). This

procedure is very simple and transparent. It allows to avoid the use of more com-

plicated tricks such as the RI/MOM scheme method (see Refs. [5, 16] for its recent

reviews and references).

The remaining z2-dependence of M(ν,−z2)/M(0,−z2) corresponds to pertur-

bative evolution, and can be converted into the scale-dependence of the light-cone

PDFs f(x, µ2) using matching relations. We gave such relations for nonsinglet PDFs,

for the pion DA, and for nonsinglet GPDs. All of them have been obtained from

one and the same operator expression (3.18) for the one-loop corrections.

Matching conditions rely on perturbation theory, so they are valid for small z2
3

only. Furthermore, the applicability of the OPE is determined solely by the size of

z2
3 . The size of the momentum p3 changes the magnitude of ν = p3z3, but it does not

affect the applicability of the perturbative QCD expansion. We have emphasized

that one can take small p3 (even p3 = 0), and use perturbative QCD as far as z2
3 is

sufficiently small.

The perturbative evolution was successfully observed in the exploratory

quenched lattice calculation.17 The analysis of its very precise data provides a

methodological framework for extraction of parton densities using the pseudodistri-

bution approach. This framework has been used in recent calculations27,28 of the

nucleon and pion valence quark distributions. It is also used in the ongoing calcu-

lations of the pion distribution amplitude and generalized parton distributions.
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Appendix A. Spectral properties of pseudo-PDFs

Pseudo-PDFs correspond to the generic matrix element (see Fig. 18)

〈p|φ(0)φ(z)|p〉 =
1

π2

∫
d4k e−ikz χ(k, p) , (A.1)

where the momentum space function χ(k, p) is an analog of the Bethe-Salpeter

amplitude.64 The complications related to spin do not affect the spectral properties,

so we use simplified scalar notations.

χ(k, p)

k k

p p

0z. .

Fig. 18. Structure of generic matrix element.

The function χ(k, p) depends on the momenta k and p. The analysis of Feynman

diagrams in the Schwinger α-representation (see, e.g., Ref. [65]) tells that, a general

scalar handbag diagram di of the Fig. 18 type may be written as

iχdi(k, p) = il
P (c.c.)

(4πi)2L

∫ ∞
0

l∏
j=1

dαj [D(α)]−2

× exp

{
ik2 A(α)

D(α)
+ i

(p− k)2Bs(α) + (p+ k)2Bu(α)

D(α)

}

× exp

ip2C(α)

D(α)
− i
∑
j

αj(m
2
j − iε)

 , (A.2)

where P (c.c.) is the relevant product of coupling constants, L is the number of loops

of the diagram, l is the number of its lines, and the argument (α) of the A,B,C,D

functions should be understood as ({αdi}). Using this representation, we get

iχ(k, p) =

∫ ∞
0

dλ

∫ 1

−1

dx eiλ[k2−2x(kp)+iε] F (x, λ; p2) (A.3)

where the function F (x, λ; p2) is given by the sum over all contributing diagrams,

F (x, λ; p2) =
∑
di

∫ ∞
0

dλdiδ(λ− λdi)
∫ 1

−1

dxdiδ(x− xdi) Fdi(xdi , λdi ; p
2) , (A.4)
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with the functions Fdi(xdi , λdi ;M
2) specific for each diagram, and

λdi =
Adi(α) +Bs di(α) +Bu di(α)

Ddi(α)
, (A.5)

xdi =
Bs di(α)−Bu di(α)

A di(α) +Bs di(α) +Bu di(α)
. (A.6)

Eq. (A.4) expresses an evident fact that the function χ(k, p) depends on k

through the Lorentz invariants (kp) and k2. A nontrivial property is that A(α),

Bs(α), Bu(α), C(α) and D(α) are non-negative functions, namely, sums of products

of non-negative αj-parameters of a diagram. This immediately gives 0 ≤ λ ≤ ∞.

The limits for x in general case are obviously −1 ≤ x ≤ 1. The negative x values

appear when Bu(α) 6= 0, which happens for some nonplanar diagrams. Integrating

over λ in Eq. (A.4) gives a Nakanishi-type representation66 for this amplitude.

Note that no restrictions are imposed on k and p in Eq. (A.4). In particular,

p is the actual external momentum with p2 = M2. Transforming Eq. (A.4) to the

coordinate representation and changing λ = 1/σ gives

〈p|φ(0)φ(z)|p〉 =

∫ ∞
0

dσ

∫ 1

−1

dxΦ(x, σ;M2) e−ix(pz)−iσ(z2−iε)/4 (A.7)

where

Φ(x, σ;M2) = exp
[
−ix2M2/σ

]
F (x, 1/σ;M2) (A.8)

is the Virtuality Distribution Function67,68 (VDF) and Eq. (A.7) is the VDF rep-

resentation. It basically reflects the fact that the matrix element 〈p|φ(0)φ(z)|p〉
depends on z through (pz) and z2.

The main non-trivial feature of the representations (A.4), (A.7) is in their specific

limits of integration over x and λ (or σ). These are dictated by the properties of the

contributing Feynman diagrams, in particular, by positivity of the functions A,B,D

determining x and λ. It should be emphasized that these functions are determined

purely by denominators of propagators, and are not affected by their numerators

present in non-scalar theories.

Thus, the VDF representation (A.7) is valid for any diagram and reflects very

general features of quantum field theory. On these grounds, we assume that it holds

nonperturbatively. Integrating over σ, we get the pseudo-PDF representation

〈p|φ(0)φ(z)|p〉 =

∫ 1

−1

dxP(x,−z2) e−ix(pz) . (A.9)

Eq. (A.9) gives a covariant definition of x as a variable that is Fourier-conjugate

to the Ioffe time (pz). To define x, we do not need to assume that p2 = 0 or that

z2 = 0. We also do not need to base the definition of x on the ideas of the light-front

quantization, the analysis in the infinite momentum frame, Sudakov variables, etc.
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27. B. Joó, J. Karpie, K. Orginos, A. Radyushkin, D. Richards and S. Zafeiropoulos,

arXiv:1908.09771
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