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Hongxia Dai

(ABSTRACT)

Many experiments have found that neutrinos have three different flavors, and they can trans-

form from each other. Each flavor is a mixture of three nonzero mass states. In neutrino

oscillation experiments, the uncertainty of the extracted oscillation parameters is dependent

on the neutrino-nucleus cross section. In recent years various experiments provided precise

neutrino and anti-neutrino cross section measurements and they have shown the inability of

current Monte Carlo simulations to reproduce the data. A more accurate nuclear structure

model of the target employed in neutrino detector is urgently needed to improve the pre-

cision of long baseline neutrino experiments. Electron scattering has been one of the most

powerful methods of obtaining information about cross sections in the past. In the upcoming

deep underground neutrino experiment (DUNE), Liquid Argon Time Projection Chambers

(LArTPCs) will be used as the detector technology and argon will be used as the nuclear

target. There are very few data available on argon and there is not an accurate nuclear

model that describes them accurately, at ∼5% level. We have performed an electron-argon

scattering experiment at Jefferson Lab (E12-14-012) to provide accurate data that will help

build a reliable nuclear model for describing neutrino-argon scattering.

The JLab E12-14-012 experiment has successfully taken data in Hall A at the Thomas Jef-

ferson National Accelerator Facility between February and March of 2017. We collected data

for the inclusive (e,e′) and exclusive (e,e′p) processes for a variety of targets (argon, titanium,

aluminum, carbon) at a wide range of kinematic settings. This thesis will present the results

of the inclusive double differential cross sections for carbon, titanium, aluminum and argon

at beam energy E = 2.222 GeV and scattering angle θ = 15.541◦ with total uncertainties



smaller than 5%. The kinematic settings covered a broad range of energy transfers, including

deep inelastic scattering (DIS), delta production, and quasielastic scattering.
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(GENERAL AUDIENCE ABSTRACT)

In the upcoming deep underground neutrino experiment (DUNE), Liquid Argon Time Pro-

jection Chambers (LArTPCs) will be used as the detector technology, and argon will be

used as the nuclear target. In order to reduce the systematic uncertainties on the extracted

oscillation parameters, a more precise description of the argon nuclear structure is needed.

Electron scattering has been one of the most powerful methods of studying the nuclear

structure of a target. Therefore we performed an electron scattering experiment E12-14-

012 in Hall A at the Thomas Jefferson National Accelerator Facility (Jefferson Lab). In

the E12-14-012 experiment, we collected data for the inclusive (e,e′) and exclusive (e,e′p)

processes for a variety of targets (argon, titanium, aluminum, carbon) at a wide range of

kinematics. This thesis presents the measurements of the double differential cross sections

for carbon, titanium, aluminum and argon at beam energy E = 2.222 GeV and scattering

angle θ = 15.541◦.
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Chapter 1

Introduction

In this chapter, we briefly review the basic theory on neutrino oscillations and the electron

and neutrino scattering theory. In part one we will review the two-flavor and three-flavor

neutrino oscillations, in part two we will describe the neutrino-nucleus cross section theory

and we will present a summary of the results from the neutrino oscillation experiments

performed in the past few decades. In part three we will describe and characterize the

electron scattering processes.

1.1 Neutrino Oscillations

Neutrinos are one of the elementary particles in nature. In the standard model of particle

physics(SM), neutrinos are described as neutrally-charged and extremely light particles that

come in three different flavors, νe, νµ, and ντ , corresponding to three types of charged leptons,

electron, muon, and tau, respectively. For a long time, neutrinos have been assumed to be

massless and travel at the speed of light [1, 2]. Previous experimental results aiming at

searching the mass of neutrinos, including β-decay experiments, as well as cosmological

observation, set up the upper limit of neutrino mass to be smaller than 2 eV [6]. However,

neutrino oscillation, which mixes neutrino mass eigenstates and flavor eigenstates, has been

observed in a series of experiments, which is a sign that neutrinos have finite masses.

1



2 Chapter 1. Introduction

1.1.1 Two flavor oscillations

A 2-neutrino oscillation model is a useful approximation of the more generic 3-neutrino

oscillation, where only one mass splitting and one mixing angle are involved. The weak

(flavor) eigenstates can be denoted by |α⟩ and |β⟩. The two mass eigenstates, indicated by

|1⟩ and |2⟩, can be viewed as the mixture of weak eigenstates. Generically, the relationship

between the two eigenstates can be written by the linear equation below:

 |να⟩

|νβ⟩

 =

 cos θ sin θ

− sin θ cos θ


 |ν1⟩

|ν2⟩

 = U

 |ν1⟩

|ν2⟩

 , (1.1)

where U is the mixing matrix and θ is the mixing angle.

Consider the mass eigenstates |νk⟩(k = 1, 2) with mass mk, momentum p and energy Ek =√
p2 +m2

k. In the Schrödinger picture, we have

|νk(t)⟩ = e−iEkt|νk(0)⟩. (1.2)

The oscillation probability P (να → νβ) can be therefore calculated from the square of the

quantum mechanical amplitude

P (να → νβ) = |⟨να(0)|νβ(t)⟩|2

= | − sin θ cos θ(e−iE1t − e−iE2t)|2

= sin2(2θ) sin2

(
E2 − E1

2
t

) (1.3)

Since the mass of the neutrino is tiny compared to the kinetic energy, we at this moment
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use the relativistic approximation, Ek ≈ p+
m2

k

2p
. Thus, Eq. (1.12) becomes

P (να → νβ) = sin2(2θ) sin2

(
∆m2

4p
t

)
, (1.4)

where ∆m2 = |m2
1 −m2

2|.

Since the neutrinos travel approximately at the speed of light, we could continue the ap-

proximation by using p ≈ E and the travel distance L ≈ t, where we have already let

c = 1:

P (να → νβ) = sin2(2θ) sin2

(
∆m2 L

4E

)
. (1.5)

Since in the above discussion we have used natural units, to put the formula into practical

use we shall convert it by substitute ℏc with 197 eV·nm, so that the equation becomes

P (να → νβ) = sin2(2θ) sin2

(
1.27∆m2 L

E

)
. (1.6)

where L is in meters, E is in MeV , and ∆m2 is in eV 2.

1.1.2 Three flavor oscillations

In the more generic scenario, we need a 3-neutrino oscillation model. The underlying theory

describing the 3-neutrino oscillation model was first proposed by Pontecorvo in 1957 [3] and

later developed by Maki, Nakagawa, and Sakata in a more formal way in 1962 [4]. In this

model, |να⟩ and |νk⟩ where α ∈ {e, µ, τ} and i ∈ {1, 2, 3}, namely the flavor and mass

eigenstates, respectively, are related by
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|να⟩ =
∑
k

Uαk|νk⟩ (1.7)

where the mixing matrix U, known as the ”PMNS matrix”, can be generally expressed as

the form: 
c12c13 c13s12 e−iδs13

−c23s12 − eiδc12s13s23 c12c23 − eiδs12s13s23 c13s23

s12s23 − eiδc12c23s13 −eiδc23s12s13 − c12s23 c13c23

 (1.8)

Here δ is the CP-violating phase, and cij and sij are abbreviations of cos θij and sin θij

functions, where θij (i, j = 1, 2, 3) are mixing angles. Using Eq. (1.2) we can write Eq.

(1.7) as

|να(t)⟩ =
∑
k

Uαke
−iEkt|νk(0)⟩ (1.9)

In order to determine the oscillation probability P (νβ → να), we can first write Eq. (1.7) as

|νk(0)⟩ =
∑
β

U∗
βk|νβ(0)⟩, (1.10)

and using Eq. (1.10) and Eq. (1.11), we derive:

|να(t)⟩ =
∑
k,β

Uαke
−iEktU∗

βk|νβ(0)⟩

= e−ipt
∑
k,β

Uαke
−i

m2
k

2p
tU∗

βk|νβ(0)⟩
(1.11)

where the relativistic approximation Ek ≈ p+
m2

k

2p
is used.
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Then the oscillation probability can be cast as follows:

P (νβ → να) = |⟨νβ(0)|να(t)⟩|2

= |
∑
i

Uαke
−i

m2
k

2p
tU∗

βk|2

= Re
∑
k,j

U∗
αkUβkUαkU

∗
βke

−i
m2

k−m2
j

2p
t

= δαβ −Re
∑
k,j

U∗
αkUβkUαkU

∗
βk

(
1− e−i

∆m2
kj

2p
t

)

= δαβ − 4
∑
k>j

U∗
αkUβkUαkU

∗
βk sin2

(
∆m2

kj

4p
t

)
,

(1.12)

where the travel distance L is approximately equal to the time period t in natural unit:

P (νβ → να) = δαβ − 4
∑
k>j

U∗
αkUβkUαkU

∗
βk sin2

(
∆m2

kjL

4p

)
. (1.13)

1.2 Neutrino oscillation experiments

The neutrino oscillation formula (Eq. (1.13)) can be used to extract the oscillation param-

eters. Long and short baseline neutrino oscillation experiments typically measure the oscil-

lation probability by comparing the neutrino event rates between a near and a far detector.

There are two types of oscillation searches, ”appearance” and ”disappearance”. An ”appear-

ance” experiment looks, for example, for the appearance of νe or ντ in a pure νµ beam, while

a ”disappearance” experiment searches for a νµ flux suppression between the near and the

far detectors. For a να → νβ oscillation, the event rates at near and far detectors can be
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written as the following [81]:

Nα
ND(preco) =

∑
i

ϕα(Etrue)× σi
α(ptrue)× ϵα(ptrue)×Ri(ptrue;preco) (1.14)

Nα→β
FD (preco) =

∑
i

ϕα(Etrue)× Pαβ(Etrue)× σi
β(ptrue)× ϵβ(ptrue)×Ri(ptrue;preco). (1.15)

Here Nα
ND(preco)(Nα

FD(preco)) represents the event rate at the near (far) detector as a function

of the reconstructed variable preco ≡ (Ereco, p⃗reco), ϕα is the flux of α neutrino at the near

detector, Pαβ(Etrue) is the oscillation probability, σi
α is the neutrino cross section for flavor

α at interaction i, ϵα is the detector efficiency for a neutrino of flavor α interacting in the

detector, and Ri(ptrue;preco) is the probability that an event with ptrue is reconstructed with

a different value of its momentum (preco) due to nuclear or detector effects.

The oscillation probability P (να → νβ) can be calculated by simply taking the ratio of

Eq. (1.15) and Eq. (1.14), knowing the distance L between the far and near detectors.

However, since neutrinos are neutrally charged and extremely light, we can not measure the

neutrino energy E directly, instead, we reconstruct the neutrino energy using the information

of the particles created by the interactions of the neutrinos and the detector target. More

details of the neutrino energy reconstruction will be described in Sec. (1.2.2). One important

remark is that event rate here means the convolution of neutrino flux, cross sections, detector

effects and all of those are strongly dependent upon the neutrino energy. Once we have the

ratio of events as function of the reconstructed neutrino energy, we can extract the oscillation

parameters θ and ∆m2. Cross section uncertainties are a great source of uncertainty in the

oscillation measurements (see Fig. 1.1) because they will change substantially how well the

neutrino energy is reconstructed, nuclear effects can modify the number and energy of the

particles reconstructed in final state. Therefore the uncertainties of the extracted oscillation

parameters can be effectively reduced if we can build a more accurate neutrino-nucleus cross
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Figure 1.1: Contributions to the uncertainties in the ∆m2
32measurement in the NoνA [16]

long baseline neutrino experiment.

section model and therefore reconstruct the neutrino energy more precisely.

The upcoming neutrino oscillation experiment DUNE (Deep Underground Neutrino Exper-

iment) will use a LArTPC (Liquid Argon Time Projection Chamber) with a mass of 40

kton [11], and argon as the neutrino target. Argon is a non-isospin symmetric nucleus (num-

bers of protons and neutrons are not the same) and currently there is not a reliable cross

section model for argon, thus we performed an electron scattering experiment at Jefferson

Lab, the E12-14-012 experiment. The E12-14-012 data will provide the benchmark to de-

velop and test new nuclear models. Electron and neutrino scattering are very similar. The

vector part of the current is the same but neutrino scattering also has a component from the

axial part of the current. Performing an electron scattering experiment will allow to mea-

sure the vector part of the current, while the axial can be either computed theoretically or

measured using neutrino scattering experiments like MicroBooNE. We will describe electron

and neutrino scattering in more details in the following.
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1.2.1 Neutrino-nucleus cross section

In charge-current neutrino-nucleus interaction, the interaction process can be written as

νℓ(k) + A(p) → ℓ−(k′) +X(p′) , (1.16)

where a neutrino νℓ scatters off a nuclear target A, and in the final state, there is an outgoing

lepton ℓ and a hadronic state X. The four-momenta can be defined as

k = (Eν ,k), k′ = (Eℓ,k′), p = (Ep,p), p′ = (Ep′ ,p′). (1.17)

The double differential cross section of the process can then be written in the form [30, 40,

41, 44]

d2σ

dΩℓdEℓ

=
G2

F V
2
ud

16π2

|kℓ|
|kν |

LλµW
λµ , (1.18)

where GF is the Fermi constant, and |Vud| is the coupling of the quarks u and d in the

Cabibbo-Kobayashi-Maskawa (CKM) matrix V . Lλµ and W λµ are respectively the leptonic

tensor and hadronic tensor. The leptonic tensor can be defined as

Lλµ = 8(kλℓ k
µ
ν + kλµk

ν
ℓ − gλµkℓ · kν − iϵλµαβkℓβkνα), (1.19)

where all masses of leptons are neglected. gλν is the metric tensor and ϵλναβ is the fully

antisymmetric Levi-Civita tensor. The hadronic tensor is defined by

W λν =
∑
X

1

2Ep

⟨0(p)|Jλ|X(p′)⟩⟨X(p′)|Jν |0(p)⟩δ((p+ q)2 −m′2
N), (1.20)
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where m′
N is the mass of the final state and q is the four-momentum transferred, q = p′ − p.

In the most general case, Wλν can be written as a function of five different structure func-

tions [30]:

W λµ = −gλµW1 +
pλpµ

m2
N

W2 − iϵλµϱσ
pϱqσ
m2

N

W3 (1.21)

+
qλqµ

m2
N

W4 +
pλqµ + qλpµ

m2
N

W5 .

From Eq. (1.19) and Eq. (1.21), we obtain [44]

LλµWλµ = 16
∑
i

Wi

(
Ai

m2
N

)
, (1.22)

where the Ai’s are:

A1 = m2
N(k · k′),

A2 = (k · p)(k′ · p)− A1

2
,

A3 = (k · p)(k′ · q)− (k · q)(k′ · p),

A4 = (k · q)(k′ · q)− q2

2

A1

m2
N

,

A5 = (k · p)(k′ · q) + (k′ · p)(k · q)− (q · p) A1

m2
N

,

(1.23)
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in the quasi-elastic channel, the structure functions Wi’s are given by :

W1 = 2[F 2
A(1 + τ) + τ(F1 + F2)

2],

W2 = 2[F 2
A + F 2

1 + τF 2
2 ],

W3 = 2[FA(F1 + F2)],

W4 = [F 2
2 (1 + τ)− 2F2(F1 + F2)]/2,

W5 = W2/2,

(1.24)

with τ = −q2

4m2
N

, where F1 and F2 are vector form factors, and FA is the axial-vector form

factor. Ref. [44] contains a more detail and complete derivation of the above equations.

The expressions for the structure functions for the resonance production and deep inelastic

scattering channels can be found in Ref. [30].

1.2.2 Neutrino Energy Reconstruction

In neutrino oscillation experiments, in order to extract the oscillation parameters, the neu-

trino energy needs to be reconstructed event by event since the neutrino beam is not mono-

chromatic. Neutrinos are produced by 3-body decay of charged pions and kaons, that are

respectively produced by interactions of the proton beam with the neutrino target. A

pulsing magnetic field (horn) focus positively(negatively) charged pions and defocus neg-

atively(positively) charged pions in case of the neutrino(antineutrino) beam. As a result the

energy spectrum of a neutrino beam is quite broad. The neutrino energy can be determined

by measuring the kinematics of the outgoing particles.

Consider the simplest case, the charged current quasielastic scattering (CCQE) of a neutrino
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off a nuclear target

νℓ + A→ ℓ− +X , (1.25)

where a neutrino with four momentum k = (Eν ,k) scatters off a nuclear target A, and in the

final state, there is an outgoing lepton with four momentum k′ = (Eℓ,k′) and an hadronic

state X.

By applying the energy and momentum conservations, the kinematic energy reconstruction

for charged current quasielastic (CCQE) is given by [81]

Eν =
m2

p −m2
ℓ − E2

n + 2EℓEn − 2kn · pn + |p2
n|

2(En − Eℓ + |kℓ| cos θℓ − |pn| cos θn)
, (1.26)

where |kℓ| and |θℓ| can be measured by detectors and pn and En are the unknown momentum

and energy of the interacting neutrons.

The spectral function P (Pm, Em) describes the probability of finding a nucleon with initial

momentum Pm and energy Em in the nucleus. In order to obtain accurate incoming neutrino

and antineutrino energies, measuring the spectral function of the target nucleus and get the

energy and momentum distributions of protons and neutrons, is significantly important.

The existing simulation codes use the following approximation:

|pn| = 0, En = mn − ϵ, (1.27)

or the Fermi Gas (FG) model. In the FG model, each nucleon is regarded as isolated and

does not interact with other nucleons. The initial momentum of all nucleons is uniformly

distributed and less than the Fermi momentum KF . The removal energy is considered

constant. Both KF and the removal energy depend on the target nucleus.
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Figure 1.2: Reconstructed neutrino energy distributions using the FG model and SF model.
The plot on the top shows the results at Eµ = 600 MeV and θµ = 60◦, on the bottom is at
Eµ = 1 GeV and θµ = 35◦ [5].

In the Spectral Function (SF) model, the nucleon-nucleon (N-N) interaction is included

therefore the momentum distribution is not a step function like in the FG model, the removal

energy is correlated to the initial momentum of nucleons and hence not a constant.

In Fig. 1.2, the neutrino energy is reconstructed from Eq. (1.26) using 2 × 104 (|pn|, En)

values sampled from the probability distributions associated with the SF model and FG



1.2. Neutrino oscillation experiments 13

Figure 1.3: 1σ confidence regions of (θ13, δCP ) using data from simulation. The results are
shown when the migration matrices accounting for 90%, 80%, and 70% of the missing energy,
while the green area shows the case for all of the missing energy. The true values of θ13 and
δCP are shown as the black dot in the center of the green area [30].

model of oxygen. In the top plot of Fig. 1.2, Eµ = 600 MeV and θµ = 60◦, the average

reconstructed neutrino energy using the SF model is shifted to higher energy by ∼ 20 MeV,

while in the plot on bottom of Fig. 1.2 with Eµ = 1 GeV, the shift is bigger, ∼70 MeV or

10% [5].

Figure 1.3 shows for a DUNE-like experiment, that if the reconstructed neutrino energy is

underestimated by ∼ 20%, there would be a significant bias in the extracted δCP phase.

With a 30% energy underestimation, the extracted δCP would exclude the true value at a

confidence level between 2 and 3σ [30].
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Figure 1.4: Mass hierarchies: normal ordering (NO) and inverted ordering (IO) [7].

1.2.3 Past Experimental Oscillation Results

Table 1.1 shows the global fit results of the oscillation parameters. This analysis used var-

ious data sets, including solar and long-baseline reactor neutrinos, long-baseline accelerator

neutrinos, short-baseline reactor neutrinos, and atmospheric neutrinos [8].

In Table (1.1), the δm2 and ∆m2 are defined as

δm2 = m2
2 −m2

1 > 0,∆m2 = m2
3 −

m2
1 +m2

2

2
, (1.28)

since oscillation experiments can only determine the squared difference of the neutrino

masses, so there are two possible mass hierarchies, if ∆m2 > 0, we call it normal order-

ing (NO), otherwise inverted ordering (IO). OI and IO are shown in Fig. 1.4.
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Table 1.1: Best fit values of the 3ν oscillation parameters obtained from a global analysis from
Ref. [8]. The latter column shows the formal “1σ accuracy” for each parameter, defined as 1/6 of
the 3σ range divided by the best-fit value (in percent).

Parameter Ordering Best fit 1σ range 2σ range 3σ range “1σ” (%)
δm2/10−5 eV2 NO 7.34 7.20 – 7.51 7.05 – 7.69 6.92 – 7.91 2.2

IO 7.34 7.20 – 7.51 7.05 – 7.69 6.92 – 7.91 2.2
sin2 θ12 NO 3.04 2.91 – 3.18 2.78 – 3.32 2.65 – 3.46 4.4

IO 3.03 2.90 – 3.17 2.77 – 3.31 2.64 – 3.45 4.4
sin2 θ13/10

−2 NO 2.14 2.07 – 2.23 1.98 – 2.31 1.90 – 2.39 3.8
IO 2.18 2.11 – 2.26 2.02 – 2.35 1.95 – 2.43 3.7

|∆m2|/10−3 eV2 NO 2.455 2.423 – 2.490 2.390 – 2.523 2.355 – 2.557 1.4
IO 2.441 2.406 – 2.474 2.372 – 2.507 2.338 – 2.540 1.4

sin2 θ23/10
−1 NO 5.51 4.81 – 5.70 4.48 – 5.88 4.30 – 6.02 5.2

IO 5.57 5.33 – 5.74 4.86 – 5.89 4.44 – 6.03 4.8
δ/π NO 1.32 1.14 – 1.55 0.98 – 1.79 0.83 – 1.99 14.6

IO 1.52 1.37 – 1.66 1.22 – 1.79 1.07 – 1.92 9.3

1.2.4 DUNE - Deep Underground Neutrino Experiment

The DUNE [11] experiment is the next big US long baseline neutrino experiment. DUNE will

focus on neutrino science, nucleon decay, and supernova physics. Over 1,200 collaborators

from over 30 countries are involved in this experiment. It is hosted by the Fermi National

Accelerator Laboratory (Fermilab) and it is currently under construction. It is expected to

start taking data in 2026.

DUNE will use a two neutrino detectors setup. The near detector will be installed at the

Fermilab, while a much larger far detector will be located 4,850 feet underground at the

Sanford Laboratory, which is 1,300 km far from Fermilab (see Fig. 1.5). The near detector

will provide measurements of the neutrino flux, neutrino energy, and the neutrino cross

sections on a variety of targets. The far detector will use a Liquid Argon Time Projection

Chamber (LArTPC), which can (1) provide high precision identification of neutrino flavors,

(2) enable to find CP violation, and (3) advance proton-decay lifetime limits [10, 11].
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Figure 1.5: Schematic of the Deep Underground Neutrino Experiment [10].

The Long-Baseline Neutrino Facility will provide the neutrino beamline for DUNE, and the

beamline can generate a muon neutrino/antineutrino beam with wide-band and high-purity,

the proton energy will spread from 60 to 120 GeV, corresponding to a neutrino energy

between 1 and 8 GeV.

DUNE will be able to perform many high precision measurements. For example, by mea-

suring the νµ → νe and ν̄µ → ν̄e oscillation probabilities, DUNE can provide precision

measurement of the third mixing angle θ13, measurement of the charge-parity (CP) violation

phase δCP , and determination of the sign of ∆m2
31. In addition, the mixing angle θ23 and

the value of the mass difference |∆m2
32| will be determined in νµ → νe,µ oscillations [10, 11].

The CP violation phase δCP will be measured through the ”appearance” searches, and we

will look for oscillations of νµ → νe and ν̄µ → ν̄e. We will not measure the νµ → ντ or

ν̄µ → ν̄τ because it’s difficult to detect ντ ’s. Observation of an asymmetry between the

oscillation probabilities P (νµ → νe) and P (ν̄µ → ν̄e) will imply CP violation. Recall that

the oscillation probability depends on Eν and the baseline L. For the DUNE with a fixed

baseline of L = 1, 300 km, the dependences of the oscillation probability on Eν are shown

on the right in Fig. 1.6 and 1.7, different colors are for different values of δCP [10]. The
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Figure 1.6: The top left plot shows the neutrino oscillation probability P (νµ → νe) as a
function of L and Eν with δCP = 0 and the mass hierarchy in normal ordering. The top
right plot shows P (νν → νe) as a function of Eν at a fixed baseline L = 1, 300 km, for δCP =
0, −π/2, and π/2. The bottom plots show the same probabilities but for antineutrinos ν̄µ →
ν̄e [10].

neutrino energy range for DUNE is between 1 and 8 GeV, by measuring the shape of the

oscillation probabilities in that energy range and comparing it to the plots on the right of

Fig. 1.6 and 1.7, it is possible to determine the value of δCP .
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Figure 1.7: The top left plot shows the neutrino oscillation probability P (νµ → νe) as a
function of L and Eν with δCP = 0 and the mass hierarchy in inverted ordering, the top
right plot shows P (νµ → νe) as a function of Eν at a fixed baseline L = 1, 300 km, for δCP =
0, −π/2, and π/2. The bottom plots show the same probabilities but for antineutrinos ν̄µ →
ν̄e [10].

1.3 Electron scattering

Electron scattering has been one of the most powerful methods of studying the nuclear

structure of a nucleus. The high energy electron beam can be thought of a clean probe of

the target nucleus. The electron scattering process can be described by the exchange of

virtual photons. The virtual photon with energy ω and 3-momentum q can interact with

charge density and electromagnetic currents of the target nucleus, by measuring the cross
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section of electron scattering at different kinematics, one can get more detailed information

on the nuclear structure.

The main goal of the E12-14-012 experiment is to measure the exclusive Ar(e,e′p) and

Ti(e,e′p) cross sections and furthermore extract the proton and neutron spectral functions

of argon. However, we took data on both inclusive (e,e′) and exclusive (e,e′p) processes,

these two processes will be described in detail in this section. The inclusive cross section

is also of great importance because it is the integral of the spectral function, so it contains

contributions from all possible reactions, it gives less specific information than the exclu-

sive scattering but it samples the spectral function over a broader range of momentum and

energy.

1.3.1 Inclusive cross section (e,e′)

In an inclusive electron scattering experiment, after the electron beam hit the target, a

spectrometer is set at a fixed angle to detect the scattered electron of a specific momentum.

This measurement doesn’t select a particular reaction channel, instead, it includes all of the

processes that can produce an electron being detected by the spectrometer, so this is called

an ”inclusive” measurement.

Figure 1.8 shows the (e,e′) cross section as a function of the energy transfer ω for a fixed value

of Q2 = q2 − ω2 [12]. The first peak is called elastic peak, at this peak, the energy transfer

ω = Q2

2mA
(where mA is the nuclear mass) is low, and the virtual photon interacts with the

entire nucleus. When the ω gets a bit higher, the target nucleus is excited to higher energy

bound states, that is why we can see a few sharp peaks after the elastic peak. The broad

bump after the sharp peaks corresponds to the collective mode of excitation of the nucleus,

which is called the ”Giant Resonances”. The quasielastic peak is a broad bump and centered
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Figure 1.8: General (e,e′) energy spectrum
.

near ω = Q2

2m
(m is the mass of the nucleon), which corresponds to the virtual photon being

absorbed by a single nucleon. Then comes the ∆ and N∗ resonances, in this region, the

quarks inside the nucleon absorb the virtual photons, and the nucleon gets excited. If the

energy transfer ω gets even higher, we get to the region called ”Deep Inelastic Scattering”,

where the electron scattering off the constituent quarks leads to the breakup of the nucleon.

For an inclusive process

e(ke) + A(p) → e′(ke′) +X(p′) , (1.29)

where an electron scatters off a nuclear target A, and only the scattered electron gets de-

tected, the four-momenta are defined as

ke = (Ee,ke), ke′ = (Ee′ ,ke′), p = (Ep,p), p′ = (Ep′ ,p′). (1.30)

With the one-photon exchange approximation, the differential cross section can be written

as

d2σ

dΩe′dEe′
=
α2

Q4

Ee′

Ee

LλµW
λµ , (1.31)
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where dΩe′ is the differential solid angle into where the electron scatters, Q2 = −q2 and

q = ke − ke′ ≡ (ω,q) is the four momentum transfer.

The tensor Lλµ can be written in the form

Lλµ = 2[kλe k
µ
e + kµe′k

λ
e′ − gλµ(keke′)], (1.32)

where the electron mass is neglected and gλµ = diag(1,−1,−1,−1).

The tensor W λµ is defined by

W λµ =
∑
X

⟨0|Jλ|X⟩⟨X|Jµ|0⟩δ(4)(p+ q − p′). (1.33)

In the most general case, W λµ can be written as a function of two structure functions:

W λµ = W1

(
−gλµ + qλqµ

q2

)
+
W2

m2
A

(
pλ − (pq)

q2
qλ
)(

pµ − (pq)

q2
qµ
)
, (1.34)

where mA is the target mass.

With Eq. (1.32) and Eq. (1.32), Eq. (1.31) becomes

d2σ

dΩe′dEe′
=

(
dσ

dΩe′

)
M

[
W2(|q|, ω) + 2W1(|q|, ω) tan2 θe

2

]
, (1.35)

where
(

dσ
dΩe′

)
M

is the Mott cross section

(
dσ

dΩe′

)
M
=

α2 cos2( θe
2
)

4E2
e sin4( θe

2
)
. (1.36)

The virtual photon exchanged in electron scattering has both longitudinal and transverse
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polarizations. Thus we can also rewrite the cross section in terms of the longitudinal and

transverse structure functions, RL and RT :

d2σ

dΩe′dEe′
=

(
dσ

dΩe′

)
M

[(
Q2

|q|2

)2

RL(|q|, ω) (1.37)

+

(
1

2

Q2

|q|2 + tan2 θ

2

)
RT (|q|, ω)

]
.

1.3.2 Exclusive cross section (e,e′p)

In an exclusive (e,e′p) electron scattering experiment, we detect both the scattered electron

and the knocked out proton using two different spectrometers, simultaneously.

Figure 1.9 shows a diagram of the (e,e′p) reaction, where ki = (Ei,ki) and kf = (Ef ,kf ) are

the initial and final 4 momenta of the beam electron, pp = (Ep,pp) is the 4 momentum of

the scattered proton, ki, kf and pp can be measured from experiments. Since electrons are

light and their mass can be neglected, Ei ≈ |ki| and Ef ≈ |kf |. Ep can be calculated from

Ep =
√
M2

p + p2
p, where Mp is the rest mass of proton. The 4-momentum transfer is given

by q = ki − kf = (ω,q).

The invariant cross section is given by [12]

dσ =
1

(2π)3
Ef

Ei

α2

Q4
ηµνWµνdEfdΩed

3pp, (1.38)

where dΩe is the solid angle that covers the momentum of the electron in the laboratory, ηµν

and Wµν are the electron and nuclear response tensors, respectively. With
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Figure 1.9: A diagram of the (e,e′p) reaction
.

d3pp = EpppdEpdΩp (1.39)

where dΩp describes the solid angle covers the proton momentum in the laboratory, and we

can write the six fold differential cross section as below:

d6σ

dEfdΩedEpdΩp

=
Eppp
(2π)3

Ef

Ei

α2

Q4
ηµνWµν . (1.40)

For an ultra-relativistic electron, the speed of which is close to that of light, we can treat it

as a massless particle and write the electron response tensor ηµν as

ηµν = 2(kiµkfν + kfµkiν − kikfgµν) (1.41)

or the alternative form
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ηµν = KµKν − qµqν −Q2gµν (1.42)

where Kµ = kiµ + kfµ, and qµ = kiµ − kfµ.

The nuclear response tensor is the bilinear products of the nuclear current operator matrix

elements:

Wµν = ⟨JµJ†
ν⟩. (1.43)

where ⟨..⟩ denotes averaging over initial states and summed over final states.

By applying the nuclear current conservation constraint, as well as continuity requirement,

which is written as:

qµW
µν = W µνqν = 0

Jz =
ω

q⃗
ρ

(1.44)

After some tedious math derivation, we obtain the form of the contraction between the

electron and nuclear tensors:

ηµνWµν = 4EiEf cos2 θe
2
[VLRL + VTRT + VLTRLT cosϕ+ VTTRTT cos 2ϕ]. (1.45)
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The kinematic factors are expressed as

VL =
Q4

q⃗4

VT =
Q2

2q⃗2
+ tan2(

θe
2
)

VLT =
Q2

q⃗2
+

[
Q2

q⃗2
+ tan2(

θe
2
)

] 1
2

VTT =
Q2

2q⃗2
,

(1.46)

the response functions can be written in terms of nuclear current tensor

RL = ⟨W00⟩ = ⟨ρρ†⟩

RT = ⟨Wxx +Wyy⟩ = ⟨J∥J†
∥ + J⊥J

†
⊥⟩

RLT cosϕ = −⟨W0x +Wx0⟩ = −⟨ρJ†
∥ + J∥ρ

†⟩

RTT cos 2ϕ = ⟨Wxx −Wyy⟩ = ⟨J∥J†
∥ − J⊥J

†
⊥⟩,

(1.47)

where ρ is the charge component of the nuclear current.

J∥ and J⊥ are the transverse components of the nuclear current, and RL, RT , RTL, and RTT

are the response functions of kinematic variables which can obtained from the (e,e′p) reaction.

J∥ and J⊥ are respectively inside the scattering plane and orthogonal to the scattering plane,

while both are also orthogonal to q.

RL arises from the charge and longitudinal component of the nuclear current, RT is the

incoherent sum of the contributions from the two transverse components of the nuclear

current. RTL is the interference of the transverse component with the longitudinal component

of the nuclear current in the scattering plane, while RTT is the interference between the two

transverse components of the nuclear current.
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Figure 1.10: A diagram of the PWIA in (e,e′p) reaction [13].

In the special case of parallel kinematics, (pp ∥ q), the orientation of the reaction plane (the

azimuthal angle ϕ) becomes undefined, and only RT and RL contribute to the cross section

expression.

1.3.3 PWIA - Plane Wave Impulse Approximation

In the Plane Wave Impulse Approximation(PWIA) [37], the virtual photon is totally ab-

sorbed by the proton, and the outcome proton doesn’t interact with the residual nucleus.

Fig. 1.10 shows the diagram of this process.

We are interested in two quantities, namely the missing momentum pmiss, and the missing

energy Emiss. The missing energy is defined by

Emiss = ω − Tp − TB, (1.48)

where Tp and TB are respectively the kinetic energies of the scattered proton and the recoil
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nucleus. By definition Tp and TB can be written as

Tp =
√

pp2 +m2
p −mp (1.49)

TB =
√

pB2 +M2
B −MB. (1.50)

With the momentum conservation law, the missing momentum is given by

pmiss = pp − q = −pB. (1.51)

The energy conservation law also applies here,

Ei +MA = Ef + EP + EB (1.52)

ω = Ep + EB −MA = (mp + Tp) + (MB + TB)−MA (1.53)

By plugging Eq. (1.53) into Eq. (1.48), one can get

Emiss = mp −MA +MB, (1.54)

From Eq. (1.51) we can see that the missing momentum is the initial momentum of the proton

inside the nucleus, and Eq. (1.54) implies that the missing energy describes the difference

between the initial and final state in terms of nuclear binding energy.

Going forward, we can rewrite the MB as



28 Chapter 1. Introduction

MB =
√
E2

B − p2
B

=
√
E2

B − p2
miss

=
√

(ω +MA − Ep)2 − p2
miss

(1.55)

Then the missing energy is defined as:

Emiss = mp −MA +
√
(ω +MA − Ep)2 − p2

miss. (1.56)

In non-relativistic PWIA, we can factorize the cross section [37]:

dσ

dEfdΩedEpdΩp

=
Eppp
(2π)3

σepS(Emiss,pmiss), (1.57)

where σep is the off-shell cross section [86] and S is the spectral function, which is the

probability of finding a proton having momentum pmiss and binding energy Emiss in the

nucleus.

1.3.4 DWIA - Distorted Wave Impulse Approximation

In PWIA, the Final State Interaction (FSI) between the outgoing nucleon and the residual

nucleus, while known as non-negligible, is actually not taken into account. To include FSI,

we use the Distorted Wave Impulse Approximation (DWIA).

Figure 1.11 shows the diagram of the DWIA.

We can write the (e,e′p) cross section by replacing the spectral function by a distorted one,

denoted as SD,



1.3. Electron scattering 29

Figure 1.11: A diagram of the DWIA in (e,e′p) reaction [13].

dσ

dEfdΩedEpdΩp

=
Eppp
(2π)3

σepS
D(Emiss,pmiss,pp). (1.58)

Besides the Emiss and pmiss, SD also depends on the proton momentum pp, since the FSI

are different for the knocked out nucleons depending on their momenta.

The typical effects of FSI depends slightly on the kinematic, in general they will result in (1)

a slight shift of the PWIA momentum distribution towards smaller values (∼2-5 MeV), (2)

a reduction of the PWIA double differential cross section between 30% and 80% depending

on the shells and the target nuclei in a fairly systematic way and (3) broadening the missing

energy spectrum [14].
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Experimental Setup

The E12-14-012 [18] experiment performed a high precision measurement of the inclusive

(e,e′) and exclusive (e,e′p) double differential cross sections for multiple nuclear targets.

The data taking took place in Hall A of the Thomas Jefferson National Accelerator Facility

(Jefferson Lab) between February and March of 2017. In this chapter, we will give an

overview of the apparatus in Hall A, together with the details of the data taking.

2.1 Jefferson Lab Hall A - Overview

Figure 2.1 shows the basic configuration of Jefferson Lab Hall A. The electron beam is

delivered from the Continuous Electron Beam Accelerator Facility (CEBAF) to the hall.

The beam intensity is measured using two beam current monitors (BCMs), where the beam

current is determined. After that the beam passes through a quadrupole magnet that increase

the beam size to a 2×2 mm square before hitting a cryogenic target system.There are also two

beam position monitors (BPMs) installed along the beamline to give accurate information

on the position and direction of the beam. After the beam hits the target, the outcome

particles are detected by two high resolution spectrometers (HRSs). The two HRSs are

almost identical to each other, and they can be rotated around the central point that coincides

with the center of the cryogenic target.

In the E12-14-012 experiment, the left and right arm spectrometers were used to detect,

30
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Figure 2.1: A picture of Hall A [15].

respectively, electrons and protons.

2.2 Hall A Beamline

2.2.1 Beam Energy Measurements

The absolute beam energy is measured with two different methods, the ARC method and

the eP method. These two measurements agree well with each other and they both have an

accuracy (∆E/E) of 2× 10−4.

In the ARC method [17], the beamline is bent by the magnetic field as it passes through

the ARC section. As shown in Fig. 2.2, the ARC section consists of eight dipoles that are

carefully arranged so that the beam can pass through all of them. The nominal bending
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Figure 2.2: The CEBAF ARC section [24].

angle is θ = π − ϕ = 37.5◦. The electron beam momentum is determined by measuring the

actual bending angle θ and the integral of the magnetic field of the eight dipoles:

p = k

∫
B⃗ · d⃗l
θ

, (2.1)

where p is in GeV/c,
∫
B⃗ · d⃗l is in T ·m, θ is in rads, and k = 0.299792GeV · rad ·T−1 ·m−1/c.

The bending angle is measured by a set of wire scanners and the field integral is determined

using a 9th identical dipole as the reference magnet.

The eP method determines the beam energy based on the 1H(e, e′p) elastic-scattering reac-

tion [17]. In this method, there is a eP device located 17 m upstream of the target. Fig. 2.3

shows the schematic diagram of the eP system. The incident electron is scattered by a CH2

target, after which the scattered electron and recoil proton are detected by two identical

detector arms, each of which consists of an electron and a proton detector package. The

two arms are placed symmetrically with respect to the beamline. The proton detector is at

a fixed angle while the electron detector can be set to a range of angles corresponding to a

beam energy range of 0.5 to 6.0 GeV. By measuring the scattered electron angle θe and the
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Figure 2.3: Schematic layout of the eP energy measurement system [17].

recoil proton angle θp, we can determine the beam energy by:

E =Mp
cos(θe) + sin(θe)/ tan(θp)− 1

1− cos(θp)
+O(m2

e/E
2), (2.2)

where Mp is the mass of the proton and me is that of the electron.

2.2.2 Beam Current Monitors

Along the beamline, the beam current monitor (BCM) is installed 25 m upstream of the

target location. It provides a stable, low-noise and non-interfering measurements of the

beam current [17]. The BCM consists of a parametric current transformer (Unser monitor),

two RF cavities, associated electronics, and a data-acquisition system represented in Fig. 2.4)

The two RF cavities are stainless steel cylindrical high frequency waveguides, when the

frequency is tuned to match the that of the beamline, they can provide output signal that

is proportional to the beam current.
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Figure 2.4: Schematic diagram of the Hall A beam current monitor system.

The Unser monitor is used to provide an absolute reference for the calibration of the RF

cavities [28]. To calibrate the Unser monitor, we pass a known current through a wire inside

the beam pipe, so that the gain and offset can be determined. The gain of the Unser is stable

while the offset drifts significantly on a time scale of several minutes, thus we will not use

the Unser monitor to continuously monitor the beam current when taking data. However,

the two RF cavities are very stable, after being calibrated using the Unser monitor, they can

be used to determine the beam current and integrated charge.

The output signal of the RF cavities is split into two copies, one is sent to an AC voltmeter to

provide an average beam current measurement every one second, the other copy is converted

into an analog DC voltage level by passing through an RMS-to-DC converter.

There is a linear relationship between the output signal of the RF cavities and the converted

analog DC voltage level, and that relationship holds when the beam current is from 10 µA

and 200 µA, so to include low current in this range, each RF cavity output signal is split

into three copies before being sent to the RMS-to-DC converter, two of them are amplified
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Figure 2.5: Diagram of a BPM. Left view is along the beam axis [24].

by 3 times and 10 times. Thus the BCM can produce six signals in total which are further

counted by scalers in both HRSs.

2.2.3 Beam Position Monitors

The beam position monitors (BPMs) are used to provide the information of the position

and direction of the beam at the target. The two BPMs, BPMA and BPMB, are located at

7.524 m and 1.286 m upstream of the target [17, 19, 20]. Each BPM contains a cavity with

a 4-wires antenna oriented parallel to the electron beam pipe, the 4 wires are rotated ±45◦

from the horizontal and vertical directions (see Fig. 2.5). When the electron beam passes

through the cavity, there are induced signals in the wires and the amplitude of the signals

are related to the distance between the electron beam and the wires. By comparing the

signals in two opposite wires, the x and y position of the beam can be obtained. Knowing

the beam positions at two BPMs, one can easily calculate the direction of the beam. In

order to obtain the absolute position of the beam, The BPMs need to be calibrated using

two pre-surveyed wire scanners called ”super-harps” placed near the BPMs.
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Figure 2.6: Design of the gas cell, units are in cm [27].

2.3 Target System

In the E12-14-012 experiment, five different targets were used, they were respectively argon,

carbon, titanium, aluminum, and carbon optical targets.

The argon target is a closed gas cell, it is the same design as the target cell used in the

MARATHON experiment E12-10-103 [26]. It is a cylindrical cell made of aluminum. Fig. 2.6

shows the configuration of the cell. The length and the diameter if the cell are 25 cm and

12.7 mm, respectively. The density of the argon gas without beam on target is 58.2 kg/m3.

Fig. 2.7 is a photo of the argon target installed on the standard Hall A cryogenic target

system. The target density will decrease when there is a beam passing through it because

the beam can deposit heat to the gas and cause it to expand locally. We will call that the

”boiling effect”. A detailed description of the method we used in determining the relation

between the beam current and the target density can be found in Ref. [27]. At a beam
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Figure 2.7: A photo of the argon target installed on the standard Hall A cryogenic target
ladder, at the bottom is the optical target, the Dummy target is right above the optical
target.

current of 20 µA, the ”boiling effect” is 27.5±0.3% for the argon target, which means the

target density decreases by 27.5% when the beam was on the target.

The dummy target contained two separate aluminum blocks. They were placed at the same

positions corresponding to the argon target entrance and exit windows. The thickness of the

two blocks was 0.889 cm, which corresponded to the total thickness of the argon target in

radiation length. We use the dummy target to estimate the background events induced by

electron interactions in the entrance and exit window of the argon target cell.

The optical target is a series of nine carbon foils, which is used for measuring and calibrating

the spectrometer optics. The thickness of each carbon foil was 0.3495 g/cm2. The dummy

target and optical target can also been seen in Fig. 2.7.

The titanium target is simple foil target, with a thickness of 0.729 g/cm2. The reason

why we have titanium target is that in neutrino oscillation experiments, neutrinos interact

with both protons and neutrons, the spectral function of protons can be extracted from the

(e,e′p) experiment, while it’s hard to measure (e,e′n) process. Since the shell structure of

the protons in titanium is nearly the same as that of neutrons in argon (see Fig. 2.8), the
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Figure 2.8: Shell model structures of argon and titanium.

spectral function of protons in titanium could be used to estimate the spectral function of

neutrons in argon.

The carbon target is a foil target, with a thickness of 0.167 g/cm2. The measured carbon

cross section is used to compare with previous results and to verify the validity of our analysis

methods.

All the targets are mounted on the Hall A target ladder (Fig. 2.9). To select a specific target,

one can move the ladder using a remote automatic system vertically up and down until the

beam and the target center are aligned.

2.4 High Resolution Spectrometers (HRSs)

In the E12-14-012 experiment, the scattered electrons and the knocked out protons are

detected using the left and right arm high resolution spectrometers in Hall A. The two spec-

trometers are nearly identical, and have a good resolution in the measurement of particle

momentum, position and angles. The momentum (dp/p) resolution can reach 2× 10−4 and
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Figure 2.9: Picture of the Hall A target ladder system.

the horizontal angular resolution is better than 2 mrad at a designed maximum central mo-

mentum of 4 GeV/c. The main characteristics of the spectrometers are listed in Tab. 2.1 [17].

Table 2.1: Main characteristics of the Hall A HRSs [17].

Configuration QQDnQ Vertical bend
Bending angle 45◦

Optical length 23.4 m
Momentum range 0.3 - 4.0 GeV/c

Momentum acceptance -4.5% < δp/p <+4.5%
Momentum resolution 2×10−4

Angular acceptance (Horizontal) ±30 mrad
Angular acceptance (Vertical) ±60 mrad

Angular resolution (Horizontal) 0.5 mrad
Angular resolution (Vertical) 1.0 mrad

Solid angle at δp/p = 0, y0 = 0 6 msr
Transverse length acceptance ±5 cm
Transverse position resolution 1 mm

Each HRS consists of a QQDQ magnet configuration, which contains three superconducting

quadrupoles and one non-superconducting dipole. Figure 2.10 shows the layout of this
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Figure 2.10: Schematic layout of the spectrometer magnet configuration (QQDQ) [17].

configuration. The quadrupoles are used to focus the particles to the focal plane, the dipole

can (1) bend the charged particles up for 45◦, (2) select charged particles of a specific

momentum and (3) provide a focusing effect at its entrance and exit.

2.5 Detector Package

Figure 2.11 shows the side view of the detector packages for the two high resolution spec-

trometers (HRSs). Both arms uses the vertical drift chambers for the tracking information

and a pair of scintillators (S0 and S2m) to form the triggers to activate the data-acquisition

electronics. The electron arm detector package also uses a gas Cerenkov detector and a lead

glass calorimeter for particle identification.

2.5.1 Vertical Drift Chambers

Each spectrometer contains a pair of vertical drift chambers(VDCs) [22], which can provide

the tracking information (position and angle). The two VDCs are identical and parallel to
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Figure 2.11: Sideview of the detector stacks, on the top(bottom) is the left(right) arm.

each other. The lower VDC is placed near the spectrometer focal plane, and the upper VDC

is 335 mm above the lower one (see the plot on top in Fig. 2.12).

In each VDC, there are two wire planes, and each wire plane contains 368 signal wires,

spaced 4.24 mm apart. The two wire planes are in a standard UV configuration, where the
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Figure 2.12: Schematic diagram of the Hall A spectrometers VDCs [17].

U and V wires are orthogonal to each other (see the plot at bottom in Fig. 2.12).

There are two gold-plated Mylar planes above and under each wire plane, by applying a high

voltage of -4 kV to the Mylar planes and keeping the wire plane to the ground, we can create

an electric field that can cause electrons to accelerate towards the near wires. The chambers

are filled with gas mixture of argon (62%) and ethane (38%) [17].

Figure 2.13 shows a typical track through the VDC resulting in a five-cell event. When a

charged particle passes through the chamber, the gas gets ionized and the electrons generated

from the ionization are accelerated by the electric field and drift to the closest wires. The

drift time can be measured using a time-to-drift digital converter (TDC) and it is related to

the distance from the wire to the trajectory. Normally five or six distances are collected for

one particle. Knowing the drift distances of all wires that have been hit, the cross-over point

can be easily determined by a linear fit of drift distances versus wire positions. The particle

trajectory is reconstructed by using the location information provided by all the four wire

planes. The position and angular resolution of the trajectory in the focal plane can reach
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Figure 2.13: A typical VDC track example resulting in a five-cell event [22].

around 100 µm and 0.5 mrad, respectively.

2.5.2 Scintillators

Each spectrometer contains two scintillator planes S0 and S2m. They are placed parallel

to each other and perpendicular to the central ray (Fig. 2.11). The distance between S0

and S2m is about 1.6 m. S0 and S2m can provide the time-of-flight information with good

resolution (0.3 ns) and are used to form the triggers for events. We will discuss different

triggers we have in our experiment in Sec. (2.6).

The S0 is a single scintillator paddle viewed by two photomultiplier tubes (PMTs), the active

area of S0 is about 0.25 m along the non-dispersive direction and 1.7 m along the dispersive

direction. The S2m consists of 16 overlapping paddles made of thin plastic scintillators
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Figure 2.14: Schematic of the S2m scintillator plane, only 6 out of 16 paddles are shown
here.

to minimize hadron absorption. There is a 5 mm overlap between adjacent paddles. A

photomultiplier tube (PMT) is attached at both ends of each paddle (see Fig. 2.14). S2m

is 43.2 cm long and 14 cm wide. When a charged particle passes into a paddle, the atoms

of the scintillator material get excited, then they go back to their normal state quickly by

producing a multitude of photons which can be collected by the PMTs at the paddle ends.

2.5.3 Gas Čerenkov

The Gas Čerenkov (GC) [25] counter is mounted between the S0 and S2m scintillator planes.

It is filed with CO2 at atmospheric pressure. The operation principle of the Gas Čerenkov

is based on the fact that when a charged particle travels faster than the speed of light in a

medium, it can emit photons (Čerenkov light) [23]. The momentum threshold for a particle

to produce the Čerenkov light is
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pthreshold =
mc√
n2 − 1

, (2.3)

the angle between the emitted Čerenkov light and the travel path of the charged particle is

given by

cos θ = 1

βn
, (2.4)

where n is the index of refraction of the medium (n = 1.00041 for the CO2 in GC), and

β = v/c is the speed of the particle. The momentum threshold for producing Čerenkov light

is 0.017 GeV/c for electrons and 4.8 GeV/c for pions, and given the momentum range of the

HRS is from 0.3 to 4.0 GeV/c, only electrons can cause signals. Thus the Gas Čerenkov has

excellent potential to distinguish between electrons and pions.

Inside the Čerenkov box, as shown in Fig. 2.15, there are ten spherical mirrors [21], which

can reflect and focus the Čerenkov light to the associated ten PMTs, the signals from the

PMTs can be used for forming the trigger during data taking and particle identification cuts

in the analysis.

2.5.4 Lead Glass Calorimeter

The calorimeter is mounted behind the S2m scintillator plane in each HRS to provide the

energy information of the particles passing through it. Each calorimeter is composed of

two layers of lead glass blocks and associated PMTs. When a high energy electron passes

through a dense material, i.e. lead glass, it loses energy by emitting photons through the

Bremsstrahlung radiation. The emitted photon is converted to an electron and a positron

through pair production. This process repeats and develops a shower of photons along the
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Figure 2.15: A diagram showing the spherical mirrors and PMTs inside the Gas
Čerenkov [29].

traveling path in the material, the photons can be detected by the PMTs. Electrons deposit

all of their energy in the calorimeter, while pions cannot develop a shower like electron due

to their long nuclear interaction length. The calorimeter, together with the Gas Čerenkov,

can be used to provide the information for electron/pion separation (particle identification).

The configuration of the calorimeters in the left and right arm HRS are slightly different (see

Fig. 2.16). In the left HRS, both layers are composed of 34 lead glass blocks, the dimension

of each block is 15 cm × 15 cm × 30 cm. The blocks in both layers are oriented perpendicular

to the particle tracks. In the right HRS, the first layer is composed of 48 lead glass blocks,

oriented perpendicular to the particle tracks, the dimension of each block is 10 cm × 10 cm

× 35 cm. The second layer consists of 80 lead glass blocks, each block is 15 cm × 15 cm ×

35 cm and oriented parallel to the particle tracks.
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Figure 2.16: Schematic layout of the calorimeters in both the LHRS and the RHRS [17].

2.6 Trigger Design

In the E12-14-012 experiment, the scattered electrons and knocked out protons are detected

by the left and right arm HRSs, respectively. The triggers are created from the signals of

different detectors, including the S0 and S2m in both HRSs and Gas Čerenkov and calorime-

ter in the left arm HRS. We have 6 triggers in total, the design of trigger system is shown

in Fig. 2.17 and Eq. (2.5) .

T3 is define as the left arm trigger, it is formed by the logical AND of S0, S2m and either

a hit in the Gas Čerenkov or the calorimeter. To measure the trigger efficiency of T3, T5 is

formed by a hit in either S0 or S2m and a hit in either the Gas Čerenkov or the calorimeter.

T4 is the right arm trigger, it is created by the coincidence signal of the S0 and S2m. T6 is

designed to evaluate the trigger efficiency of T4. T1 is the coincidence signal of T3 and T4,

which is the production trigger in this experiment. T2 is the efficiency trigger for T1.
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Figure 2.17: Layout of the trigger design for the E12-14-012 experiment.

T3 = (L_S0 & L_S2m) & (L_GC || L_PR),

T5 = (L_S0 || L_S2m) & (L_GC || L_PR),

T4 = R_S0 & R_S2m,

T6 = R_S0 || R_S2m,

T1 = ((L_S0 & L_S2m) & (L_GC || L_PR)) & (R_S0 & R_S2m),

T2 = ((L_S0 || L_S2m) & (L_GC || L_PR)) & (R_S0 || R_S2m).

(2.5)
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2.7 E12-14-012 Data Taking Summary

In the E12-14-012 experiment, a beam of energy 2.222 GeV was used. There are 5 kinematic

settings for (e,e′p) measurement in total. We took data on argon, titanium and aluminum

targets at all five kinematic settings. Optics and carbon data were also taken at some of

the kinematic settings. The inclusive (e,e′) double differential cross section was measured on

carbon, aluminum, argon and titanium targets.

Table 2.2 shows a summary of the data taking summary and Tables 2.3 and 2.4 contains

detailed information about the kinematic settings.

Table 2.2: Data taking summary

Kin1 Kin3
Target Type Hours Events(k) Target Type Hours Events(k)

Ar 29.6 43,955 Ar 13.5 73,176
Ti 12.5 12,755 Ti 8.6 28,423

Dummy 0.75 955 Dummy 0.6 2,948
Kin2 Kin4

Target Type Hours Events(k) Target Type Hours Events(k)
hline Ar 32.1 62,981 Ar 30.9 158,682

Ti 18.7 21,486 Ti 23.8 113,130
Dummy 4.3 5,075 Dummy 7.1 38,591
Optics 1.15 1,245 Optics 0.9 4,883

C 2.0 2,318 C 3.6 21,922
Kin5 Inclusive

Target Type Hours Events(k) Target Type Minutes Events(k)
Ar 12.6 45,338 Ar 57 2,928
Ti 1.5 61 Ti 50 2,993

Dummy 5.9 16,286 Dummy 56 3,235
Optics 2.9 160 C 115 3,957
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Table 2.3: Kinematic settings for (e,e′p) measurements, the central kinematic variables in-
clude beam energy (Ee), central momenta (Ee′ , Pp), central angles (θe, θp), momentum
transfer (|q⃗|) and central missing momentum (pm).

(e,e′p) Ee(MeV ) Ee′(MeV) θe(◦) Pp(MeV /c) θp(◦) |q⃗|(MeV/c) pm(MeV/c)
kin 1 2,222 1,777 21.5 915 -50.0 857.5 57.7
kin 3 2,222 1,799 17.5 915 -47.0 740.9 174.1
kin 4 2,222 1,799 15.5 915 -44.5 658.5 229.7
kin 5 2,222 1,716 15.5 1,030 -39.0 730.3 299.7
kin 2 2,222 1,716 20.0 1,030 -44.0 846.1 183.9

Table 2.4: Kinematic settings for (e,e′) measurements, the central kinematic variables include
beam energy (Ee),central momentum (Ee′), central angle (θe).

Ee(MeV ) 2,222
θe(

◦) 15.54
Ee′(MeV ) 1,317 1,401 1,490 1,585 1,686 1,794 1,909 2,030 2,160
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3.1 Introduction

The interpretation of the data collected by experimental studies of neutrino oscillations

demands a fully quantitative description of neutrino interactions with the atomic nuclei

comprising the detector [30]. Current and future neutrino experiments, such as the short-

(SBN) [31] and the long-baseline (DUNE) [32] neutrino programs, will use detectors based

on the liquid-argon time-projection chambers (LArTPCs) technology. In order to achieve
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the precision goals of these programs, the treatment of nuclear effects, which has been

recognized as a major source of systematic uncertainty in ongoing experiments [33], has

to be addressed. Realistic models of both neutrino- and antineutrino-argon interactions

will be even more critical to future experiments, such as DUNE, aimed at pinning down

charge-parity (CP) symmetry violation in the leptonic sector, because its determination

with few percent precision requires accurate measurements of both neutrino and antineutrino

oscillations. Failing to achieve this goal in a timely manner will deeply affect the sensitivity

of DUNE to measure the CP violating phase (δCP ), as discussed in [34].

Since the description of nuclear effects in a non isospin-symmetric nucleus, such as argon,

must take into account the differences in the shell-model states occupied by protons and

neutrons, and the information on neutrons cannot be directly extracted, one has to resort to

studies of titanium nucleus. Owing to the fact that the neutron spectrum of 40
18Ar is mirrored

by the proton spectrum of Ti, the Ti data will give access to the neutron spectral function

of argon. Given the scarcity of electron-argon scattering experiments—the only available

data on argon being the inclusive spectrum measured at Frascati National Laboratory using

the electron-positron collider ADONE and a jet target [35]—we performed a dedicated ex-

periment at Jefferson Lab (JLab), aimed at measuring inclusive and exclusive cross-sections

on both argon and titanium targets, and extracting the proton [via Ar(e, e′p)] and neutron

[via Ti(e, e′p))] spectral functions of the argon nucleus in the kinematical region in which

shell-model dynamics is dominant [18].

Electron-scattering experiments have provided a wealth of information on the nuclear re-

sponse to electromagnetic interactions over a broad kinematic regime. Static form factors

and charge distributions have been extracted from elastic scattering data, while measure-

ments of inelastic cross sections have allowed for systematic studies of the dynamic response

functions, which shed light on the role played by different reaction mechanisms. Finally, with
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the advent of continuous beam accelerators, a number of exclusive processes have been ana-

lyzed to unprecedented precision. The availability of the body of electron-nucleus scattering

data has been essential to the development of theoretical models. Most notably, experi-

mental studies of the (e, e′p) process—in which the scattered electron and the knocked-out

proton are detected in coincidence—have provided detailed information on proton spectral

functions [36, 37, 38, 39], the knowledge of which is needed to obtain the nuclear cross

sections within the factorization scheme underlying the impulse approximation (IA). The

description based on the IA and the spectral function formalism [40] has been successful in

describing inclusive electron-scattering data in a variety of kinematic regimes [41, 42, 43],

and has recently been be extended to the analysis of neutrino scattering [44, 45, 46, 47].

However, due to the scarcity of available inclusive cross sections for argon and titanium,

theoretical models of nuclear effects in electroweak interactions [48, 49, 50, 51, 52, 53, 54]

cannot be currently validated in the kinematical region relevant for neutrino experiments.

The experiment E12-14-012 planned to perform a combined analysis of Ar and Ti inclusive

and exclusive reactions collected high statistics data in JLab Hall A during February-March

2017. Here, we report the first results of the experiment, including the Ti(e, e′)X cross

section at beam energy E = 2.222 GeV and electron scattering angle θ = 15.541 deg and the

corresponding electron-carbon cross section. Note that this is the first double differential

Ti(e, e′)X cross section measured at the kinematics relevant for neutrino experiments, the

previous studies on titanium target include [55, 56, 57]. The measurement of the C(e, e′)X

cross section allowed a comparison with previous experiments, as well as a careful study of

systematic uncertainties. In the (e, e′) process e+A→ e′+X, an electron of four-momentum

k ≡ (E,k) scatters off a nuclear target A. The energy and emission angle of the scattered

electron of four-momentum k′ ≡ (E ′,k′) are measured, while the hadronic final state is

left undetected. The squared four-momentum transfer in the process is q2 = −Q2, with
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q = k − k′ ≡ (ω,q).

3.2 Experimental Setup

The electron beam was provided by the Continuous Electron Beam Accelerator Facility (CE-

BAF) at JLab, with currents in excess of 10 µA. The beam current was monitored using two

Beam Current Monitors (BCMs), which are resonant radio-frequency cavities. The position

of the beam was monitored by two similar cavity types, Beam Position Monitors (BPMs).

Beam size was measured with harp scanners, which also allowed the cavity monitor calibra-

tion. Beam position determination is important for vertex reconstruction and momentum

calculation of the scattered electron. The beam was rastered, with a 2 mm × 2 mm raster

system, in both vertical and horizontal directions, to reduce the beam current density and

hence eliminate the possibility of melting the solid foil targets and minimize the local heat-

ing of the cryogenic hydrogen target. Both the carbon and titanium targets were foils of

natural isotope composition, with a thickness of 0.167±0.001 g/cm2 and 0.729±0.001 g/cm2,

respectively.

The scattered particles were momentum analyzed by two nearly identical spectrometers—

the Left and a Right High-Resolution Spectrometers (HRSs)—equipped with detectors for

tracking, timing and particle ID. The HRSs consist of 4 magnets (3 superconducting and 1

resistive) in a QQDQ configuration, where the Q indicates a quadrupole magnet and the D

indicates a dipole magnet. This arrangement provided a large acceptance for both the angle

and momentum, with a relative momentum resolution of ∼10−4, and pointing accuracy and

angular resolution of ∼10−4 m and ∼10 mrad, respectively. The detector package, slightly

updated with respect to the one in Ref. [17], consisting of vertical drift chambers (VDCs),

threshold Čerenkov counters, scintillator detectors and a lead-glass calorimeters, provides
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data-acquisition triggering, tracking, and particle identification.

The scattered electrons were detected in the Left HRS positioned at θ = 15.541 deg. The

data acquisition was triggered, with an efficiency of 99.9%, when an electron fired the two

scintillator detectors planes (with a logical and) simultaneously with a signal in the gas

Čerenkov detector. The electrons were identified by a gas threshold Čerenkov detector,

mounted between two scintillator detector planes, with 99.9% efficiency and negligible pion

contamination. The track trajectories were reconstructed in the detector stack using the

VDCs with efficiencies of ∼ 95% for C and ∼ 92% for Ti, and then transported to the

target utilizing a fitted reconstruction matrix obtained from a special optics calibration run.

We required only one VDC track reconstructed in the final state for simplicity and purity

purposes. The number of VDC reconstructed tracks in the case of the Ti target is slightly

higher than for the C target, the difference in respective VDC efficiencies was as expected.

3.3 Data Analysis

The cross section is extracted first computing the yield defined in both data and simulation

as:

Yieldi = (N i
S × DAQpre-scale)/(Ne × LT × ϵ). (3.1)

Here, i is the ith bin in E ′, N i
S represents the number of scattered electrons, Ne is the total

number of electrons on the target, LT is the live-time, ϵ is the total efficiency and DAQpre-scale

is a factor that determines what fraction of the events gets recorded. The cross section in

each bin i is computed as the product of the Monte Carlo (MC) cross section [58] times

the ratio of the data to simulation yields. The MC cross section is a fit to existing data,

including preliminary Hall C [59] data and includes radiative corrections computed using

the peaking approximation [60] and Coulomb corrections implemented with an effective
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Figure 3.1: (color online). Comparison between the scaling function F (y) obtained from
the E12-14-012 data on C, represented by diamonds, and those obtained from the data of
O’Connell et al. [65], Sealock et al. [66], and Day et al. [67]. The inset shows the momentum
transfer dependence of F (y) at fixed y = −0.2 GeV. The data sets are labeled by the value
of Q2 corresponding to the top of the quasielastic peak.

momentum approximation [61].

3.4 Experimental Results and Discussion

Over nearly five decades, a number of measurements of the electron-carbon cross section have

been performed at different electron-scattering facilities around the world. A compilation

of the available inclusive data can be found in Ref. [62]. In order to put our results in

perspective, in Fig. 3.1 we compare the y-scaling function [63], F (y), obtained from the
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cross section measured by the E12-14-012 experiment to those obtained from the data of

Refs. [65, 66, 67], spanning a kinematical range corresponding to 0.20 ≲ Q2 ≲ 1.8 GeV2.

The occurrence of scaling in the variable, i.e. the observation that F (y) becomes independent

of the momentum transfer |q| in the limit of large |q|, indicates that quasielastic scattering

is the dominant reaction mechanism and final state interactions (FSI) between the knocked

out nucleon and the residual nucleus are negligible. The scaling variable y, whose definition

is given in Ref. [63], can be loosely identified with the component of the initial nucleon

momentum parallel to the momentum transfer.

The main panel of Fig. 3.1 clearly shows that the data exhibit a remarkable scaling behavior

at y ≈ 0, corresponding to ω ≈ Q2/2M , where M is the nucleon mass, while sizable scaling

violations, to be mainly ascribed to FSI, are observed at large negative values of y. The mo-

mentum transfer dependence of F (y) at y = −0.2 GeV, illustrated in the inset, demonstrates

that in the kinematical setup of our experiment, corresponding to |q| ≈ 600 MeV, the effects

of FSI are still significant. Overall, Fig. 3.1 shows that our results are fully consistent with

those of previous experiments.

Table 3.1: Contributions to the uncertainties associated with the measured C(e, e′) cross
sections. Numbers represents upper limit or range for the uncertainties that vary between
kinematical regions.

1. Total statistical uncertainty� 1.2%
2. Total systematic uncertainty� 2.0–2.9%

a. Beam charge & Beam Energy 0.3%
b. Beam offset x&y 0.1%–0.4%
c. Target thickness 0.1%–0.4%
d. HRS offset x&y�+ Optics 1.3%–2.0%
e. Acceptance cut(θ,ϕ,dp/p) 1.0%–1.4%
f. Calorimeter & Čerenkov cuts 0.01%–0.02%
g. Cross Section Model 0.1%–0.2%
h. Radiative +Coulomb Corr.� 1.0–1.3%
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Figure 3.2: (color online). Double differential cross section for the C(e, e′) process measured
at beam energy of 2.222 GeV and scattering angle of 15.541 deg. The inner and outer
uncertainty bars correspond to statistical and total uncertainties, respectively. The solid
line represents the theoretical results obtained within the formalism described in Refs. [40,
42, 43, 72].

Figure 3.2 shows the measured C(e, e′) cross section as a function of the energy of the scat-

tered electron, ranging from ∼1.2 GeV to ∼2.2 GeV with error bars up to ∼2.5%, correspond-

ing to the statistical (1.2%) and systematic (2.2%) uncertainties summed in quadrature. It

can be seen that the kinematical coverage includes both the quasielastic and delta-production

peaks, and extends to the region in which the contribution of deep-inelastic scattering be-

comes appreciable. The statistical uncertainty includes beam charge (0.03%), detector and

trigger efficiencies (0.1%), DAQ live-time (0.02%), VDC, and VDC track reconstruction ef-

ficiencies (0.1%) and uncertainties due to the charge-symmetric background prediction [68]

(0.01%). A detailed list of the systematic uncertainties is given in Table 5.2. All uncer-

tainties are considered as fully uncorrelated. This new high precision C(e, e′) data not only
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allowed us to carefully test our analysis framework and study systematics but also pro-

vides a vital information for the neutrino experiments that use carbon targets such as the

long-baseline neutrino experiment T2K [69], NOvA [70] and neutrino interaction experiment

MINERvA [71].

The solid line of Fig. 3.2 represents theoretical results obtained within the scheme described

in Refs. [40, 42, 43, 72], based on the factorization ansatz dictated by the IA and the spectral

function formalism. Note that this approach does not involve any adjustable parameters, and

allows for a consistent inclusion of single-nucleon interactions—both elastic and inelastic—

and meson-exchange current (MEC) contributions. The effects of FSI on the quasielastic

cross section has been taken into account following the procedure developed in Ref. [72]. A

detailed account of the calculation of the electron-carbon cross section will be provided in a

forthcoming paper [73].

Figure 3.3 presents the inclusive electron-titanium cross section, measured at the same kine-

matics as for carbon and with an error up to ∼2.75%, sum in quadrature of statistical (1.65%)

and systematic (2.2%) uncertainties. In the absence of any previous electron-scattering stud-

ies carried out using a titanium target, we determined the Ti(e, e′) cross sections using:

(
d2σBorn

dΩdE ′

)i

Ti
=

(
d2σBorn

dΩdE ′

)i

C
× Yieldi

Ti

Yieldi
C

(3.2)

where Yieldi
C/Ti denotes the luminosity normalized yield respectively for C and Ti. By

normalizing the yield ratio to published radiatively unfolded carbon cross sections dσBorn
C , we

are implicitly unfolding bremsstrahlung from the quoted Ti cross sections. In this approach,

most of the systematic uncertainties are fully correlated between C and Ti, due to the fact

that the data was collected in the same kinematical setup and analyzed using the same cuts

of the carbon data. Uncertainties due to radiative corrections, target thickness and density
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Figure 3.3: (color online). Double differential cross section for the Ti(e, e′) process measured
at beam energy of 2.222 GeV and fixed scattering angle of 15.541 deg. The inner and
outer uncertainty bars correspond to statistical and total uncertainties, respectively. The
maximum uncertainties in the full kinematical range are provided.

were evaluated independently for Ti, and added in quadrature to the uncertainties from

C. Note that this is the first electron-titanium scattering data collected at the kinematics

relevant for neutrino experiments. Therefore, the model of Refs. [40, 42, 43, 72], requiring

as an input the target spectral function, could not be used to obtain theoretical results

comparable to the data of Fig. 3.3.

Figure 3.4 shows the ratio

(d2σ/dΩdE ′)/[Zσep + (A− Z)σen] , (3.3)

for carbon and titanium,. Here σep and σen denote the elastic electron-proton and electron-

neutron cross sections stripped of the energy-conserving delta function. The difference be-
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Figure 3.4: (color online). Ratios defined by Eq.(5.6), computed using the measured carbon
and titanium cross sections.

tween the results obtained using the measured carbon and titanium cross sections reflect

different nuclear effects, that can be conveniently parametrized in terms of a nuclear Fermi

momentum exploiting the concept of scaling of second kind, or superscaling [74]. The su-

perscaling analysis of our data, illustrated in Fig. 5.10, suggests that the Fermi momentum

in titanium is ∼240 MeV, to be compared to 220 MeV in carbon [75].

3.5 Summary and Conclusions

In this Letter, we have reported the first results of JLab experiment E12-14-012, consisting of

the Ti(e, e′) and C(e, e′) cross sections at beam energy E = 2.222 GeV and scattering angle

θ =15.541 deg. The quality of the CEBAF electron beam and the excellent performances

of the high resolution spectrometer and detector packages available in Hall A allowed for a
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Figure 3.5: (color online). Comparison between the scaling function of 2nd kind, f(ψ),
obtained from the E12-14-012 data on C and Ti, represented by diamonds and circles, resp-
sctively. The Fermi momentum of carbon has been fixed to the value obtained by Moniz et
al. [75]. The data analysis for Ti sets the Ti Fermi momentum at ∼240 MeV.

quick and smooth data taking, and an accurate determination of the cross sections over the

broad range of energy transfer in which quasielastic scattering—induced by both one- and

two-nucleon currents—and resonance production are the main contributions to the inclusive

cross sections.

Our titanium measurement, providing first electron-titanium scattering data at the kinemat-

ics relevant for neutrino experiments, will be of great value for the development of realistic

models of the electroweak response of neutron-rich nuclei, which will be indispensable for

the analysis of the next generation of neutrino oscillation studies employing argon detectors
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such as DUNE. Our carbon measurements provide a high precision data that can be utilized

in the neutrino experiments that use carbon targets such as T2K, NOvA and MINERvA.

Comparison between the results of theoretical calculations and carbon data confirms that the

approach based on the spectral function formalism, supplemented by the inclusion of MEC

and FSI contributions, provides a consistent framework, capable of providing a parameter

free description of electron-nucleus scattering in the kinematical regime in which the IA is

expected to be applicable.
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4.1 Introduction

Precise determination of charge-parity (CP) symmetry violation in the lepton sector—

necessary to shed light on the matter-antimatter asymmetry in the Universe—is among the

highest priorities of particle physics. Over the next two decades, this issue will be a primary

science goal of the Deep Underground Neutrino Experiment (DUNE) [76], together with

a search for proton decay, measurement of the electron-neutrino flux from a core-collapse
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supernova—should one occur in our galaxy during the lifetime of DUNE—and search for

physics beyond the standard model.

In the next few years, the Short-Baseline Neutrino (SBN) program [31] at Fermilab will

provide definitive answer to the question of existence of sterile neutrinos, which could be

the source of electron-like events recently reported with statistical significance 4.8σ by the

MiniBooNE collaboration [77].

Both DUNE and SBN program (will) employ liquid-argon time-projection chambers as their

detectors, the advantages of which are low threshold momenta for particle detection and high

spatial resolution, allowing (among others) for precise neutrino-energy reconstruction and

distinguishing photons from electrons. As a consequence, the success of both programs in

studying neutrino oscillations with unprecedented precision will greatly rely on the precision

with which we understand the complexity of nuclear effects in argon and the precision with

which we are able to estimate its response to electroweak probes.

It is important to realize that, although the near detector facilities of DUNE will play

a fundamental role in the reduction of systematic uncertainties, yet alone they will not be

sufficient to determine the cross sections with the precision necessary to achieve the objectives

of DUNE [32]. At beam energies in the few-GeV region, the observed event kinematics

cannot be readily translated to the true value of neutrino energy, owing to detector effects,

and the procedure of energy reconstruction heavily relies on the nuclear model used in

Monte Carlo (MC) simulations [78]. Even for functionally identical near and far detectors,

the spectrum reconstructed in the near detector is very different from the one in the far

detector. This is a consequence of not only neutrino oscillations, but also of differences in

particle containment and angular acceptance, and of the strong angular dependence of the

flux, which makes important the difference between the solid angle probed by near and far

detectors, even in absence of the oscillations. As CP-violation sensitivity of DUNE critically
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depends on systematic uncertainties, even their modest reduction has a meaningful impact

on the running time necessary to achieve the physics objectives.

In the ongoing oscillation experiments [79, 80], the uncertainties related to nuclear effects in

neutrino-nucleus interactions have become one of the major sources of systematics [30, 81],

despite extensive use of near-detector data to constrain the nuclear models employed in

MC simulations. As different probe’s energies and reaction mechanisms are intertwined in

neutrino-scattering data, it is difficult to identify, diagnose, and remedy potential shortcom-

ings of nuclear models. On the other hand, electron-scattering measurements with targets

and kinematics of interest to neutrino experiments give an excellent opportunity to vali-

date and improve the description of nuclear effects [82]. Considering that there is a large

body of electron-scattering data available for carbon (and limited availability of data for

oxygen) the situation for argon is woefully inadequate, with only one dataset currently avail-

able: the inclusive electron-scattering spectrum measured at Frascati National Laboratory

(LNF) using the electron-positron collider ADONE and a jet target at incident electron

energy E = 700 MeV and scattering angle θ = 32 deg [35]. Argon can be expected to

be more challenging to describe than oxygen and carbon, as a significantly heavier nucleus

that is additionally isospin asymmetric. This asymmetry is of fundamental importance for

the CP-violation measurement in DUNE, to be based on analysis of the difference between

the neutrino and antineutrino event distributions. Availability of a new precise dataset for

electron scattering off argon is therefore vital, in order to provide a testbed and stimu-

late further development of theoretical models of nuclear response to electroweak interac-

tions [42, 43, 47, 48, 49, 50, 51, 52, 53, 54] in the kinematic region of interest to neutrino

experiments.

To address this issue, we performed a dedicated experiment at Jefferson Lab (JLab) to

study electron scattering from argon and titanium nuclei [18]. The experiment, E12-14-012,
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collected high statistics data in JLab Hall A during February-March 2017. We have recently

reported Ti(e, e′)X and C(e, e′)X cross section results [83]. Here, we present the first argon

results of the experiment, Ar(e, e′)X cross section at beam energy E = 2.222 GeV and

electron scattering angle θ = 15.541 deg, and its comparison with our previously reported

cross sections for the titanium and carbon nuclei in the same kinematics [83].

In the analyzed (e, e′) process, e + A → e′ + X, an electron of four-momentum k ≡ (E,k)

scatters off a nuclear target A. The energy and scattering angle of the outgoing electron of

four-momentum k′ ≡ (E ′,k′) are measured while the hadronic final state remains undetected.

The squared four-momentum transfer in the process is q2 = −Q2, with q = k − k′ ≡ (ω,q).

4.2 Experimental Setup

A continuous-wave electron beam of energy E = 2.222 GeV was supplied by the Continuous

Electron Beam Accelerator Facility (CEBAF) at JLab. The current and position of the beam,

the latter being critical for vertex reconstruction and momentum calculation of scattered

electrons, were monitored by resonant radio-frequency cavities (Beam Current Monitors or

BCMs) and cavities with four antennae (Beam Position Monitors or BPMs), respectively.

Harp scanners, which moved a thin wire through the beam, were used to measure its size. To

eliminate the possibility of overheating the target by the deposited beam energy, the beam

was rastered with a 2 mm × 2 mm raster system, to increase the effective spot size and

reduce the energy density.

The gaseous argon target, with a thickness of 1.455±0.005 g/cm2, was contained in a 25 cm

long cell with thin aluminum entry and exit windows of respectively 0.25 mm and 0.28 mm

thickness. In order to account for the background contribution from electrons scattered

from the wall of the argon target cell measurements were also performed on a dummy tar-
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get, aluminum foils mounted on separate frames located at positions corresponding to the

entry and exit windows of the cell. The thickness of the entry and exit aluminum foils was

0.8886±0.002 g/cm2 and 0.8893±0.002 g/cm2, respectively and matched the radiation length

of the argon target.

The scattered electrons were detected in the Left High-Resolution Spectrometer (LHRS)

positioned at θ = 15.541 deg. The LHRS was equipped with superconductive magnets and a

detector package for tracking, timing and particle identification [17, 84]. The scattered elec-

trons first passed through three superconducting quadrupole magnets (Q) and one dipole

magnet (D) arranged in QQDQ configuration. This arrangement provided a large accep-

tance in both angle and momentum, and good resolution in momentum (∼10−4), position

(∼10−3 m) and in angle (∼1.0 mrad). The electrons then entered the detector package

consisting of vertical drift chambers (VDCs), threshold Čerenkov counter, scintillator de-

tectors and a lead-glass calorimeter. The data-acquisition (DAQ) electronics was triggered

when an electron passes through two scintillator detectors planes (with a logical and) and

simultaneously produces a signal in the gas CO2 Čerenkov counter, mounted between the

two scintillator planes. Electron/pion separation is achieved with the combined amplitude

response of the gas Čerenkov and Pb-Glass shower counters. The tracking information (posi-

tion and direction) was reconstructed in the VDCs utilizing a reconstruction matrix obtained

from special optics-calibration runs.

4.3 Data Analysis

The electron yield (Y ) for ith bin in scattered electron energy (E ′) is obtained as

Y i = (N i
S ×DAQpre-scale)/(Ne × LT × ϵ). (4.1)
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Figure 4.1: (color online). Double differential cross section for the Ar(e, e′) process, extracted
with two different methods, at beam energy of 2.222 GeV and scattering angle of 15.541 deg.
The inner and outer bars correspond to the statistical and total uncertainty, respectively.
The dotted curve represents the quasielastic calculations obtained within the relativistic
Green’s function (RGF) formalism described in Ref. [85].

Here, N i
S is the number of scattered electrons recorded, Ne is the total number of electrons

incident on the target, LT is the live-time fraction, ϵ is the total detection efficiency. The

hardware trigger is configured to accept only every n =  DAQpre-scale raw triggers. The

∼10µA beam rastered over 2×2 mm2 deposits enough energy into the target that its density

change must be taken into consideration when extracting the cross section. This is done

through a target-boiling effect study in which the beam current is ramped in steps from zero

current to ∼20 µA and the scattering yield determined [27]. From this a correction to the
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zero current density can be made and applied to all the runs. The yield is also corrected

for the background (∼0.2%) remaining after the dummy cell is subtracted. Once the yield

is determined, the cross section can be extracted either by the acceptance-correction method

or by the yield-ratio method.

In the acceptance-correction method, for each bin in ∆E∆Ω, the cross section is obtained

as

d2σ/dΩdE ′ = Y (E ′, θ)/[(∆E∆Ω)A(E ′, θ)L]. (4.2)

Where, Y (E ′, θ) and A(E ′, θ) are yield and acceptance for a given bin, respectively, and L

is the integrated luminosity obtained using a MC and validated with the solid Al target

(dummy cell) and C foils (the optics target). In the yield-ratio method, the cross section for

each bin is computed as the product of the MC cross section [58] times the ratio of the data

to simulation yields

d2σ/dΩdE ′ = (d2σ/dΩdE ′)MC × [Y (E ′, θ)/YMC(E
′, θ)]. (4.3)

The MC cross section is a fit to the existing data including preliminary Hall C data [59]. The

MC includes the radiative corrections computed using the peaking approximation [60] and

Coulomb corrections implemented with an effective momentum approximation [61], further

accounted for the change in radiation length of the target due to the target-boiling effect.

4.4 Experimental Results and Sacling Analysis

Figure 4.1 shows the measured Ar(e, e′) double differential cross section as a function of

the energy of the scattered electron, E ′, extracted with the yield-ratio and the acceptance-

correction method. Both methods yield the cross-section results in very good agreement,
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with marginal differences observed only in the region of E ′ above the quasielastic peak (i.e.

ω below the peak), where the event statistics are limited and the systematic uncertainties

of the acceptance method are larger. The primary difference between the two methods

is the fact that the yield-ratio method relies more on the predictions of the cross section

model in the MC but the agreement of the two methods strengthens our confidence in both

procedures. The measured cross section covers a broad range of scattered electron energy

ranging from ∼1.3 GeV to ∼2.2 GeV. The kinematical coverage includes both the quasielastic

and delta-production peaks, and further extends to the deep-inelastic scattering region. The

total uncertainties remain below ∼4.0% corresponding to the statistical (1.7%–2.9%) and

the systematic (1.8%–3.0%) uncertainties summed in quadrature. A detailed list of the

uncertainties is given in Table 5.2.

Table 4.1: Uncertainties associated with the presented Ar(e, e′) cross section. Numbers rep-
resent upper limits or the range for the uncertainties that vary between different kinematical
regions.

1. Total statistical uncertainty 1.7%–2.9%
2. Total systematic uncertainty 1.8%–3.0%

a. Beam charge & beam energy 0.3%
b. Beam offset x&y 0.4%–1.0%
c. Target thickness and boiling effect 0.7%
d. HRS offset x&y + optics 0.6%–1.2%
e. Acceptance cut (θ,ϕ,dp/p) 0.6%–2.4%
f. Calorimeter & Čerenkov cuts 0.01%–0.03%
g. Cross section model 1.3%
h. Radiative & Coulomb corrections 1.0%

The dotted curve of Fig. 4.1 represents the theoretical results obtained from the relativistic

Green’s function (RGF) approach described in Ref. [85]. In the RGF formalism, following

assumptions based on the impulse approximation, the components of the nuclear response
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Figure 4.2: (color online). Comparison of Ar(e, e′) cross section of Fig. 4.1, and Ti(e, e′) and
C(e, e′) cross sections of Ref. [83], all in the same kinematics, presented in terms of the ratio
defined by Eq.(5.6).

are written in terms of the single-particle optical-model Green’s function. Final-state in-

teractions are accounted for, consistently with the approach used in the exclusive (e, e′p)

reaction, by the same complex optical potential but the formalism translates the flux lost

towards inelastic channels, represented by the imaginary part of the optical potential, into

the strength observed in inclusive reactions. It is apparent that this procedure leads to a

remarkably good description of both shape and normalization of the data in the the quasielas-

tic region. However, it does not include two-body currents and delta-excitation mechanisms

which are clearly visible in the region of lower E ′ values (i.e. larger energy transfers).
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In Fig. 4.2, we compare the argon data to the titanium and carbon data of Ref [83], taken

in the same kinematical setup, corresponding to incident electron energy 2.222 GeV and

scattering angle of 15.541 deg. The comparison is performed in terms of the ratio defined as

(d2σ/dΩdE ′)/[Zσep + (A− Z)σen] , (4.4)

where A and Z are the nuclear mass number and charge, respectively, while σep and σen

denote the elastic electron-proton and electron-neutron cross sections stripped of the energy-

conserving delta function [86]. The results of Fig. 4.2, showing that the ratios of Eq.(5.6)

corresponding to argon and titanium are nearly identical to one another, appear to sup-

port the strategy underlying our experiment, aimed at exploiting titanium data to extract

complementary information on nuclear effects in argon. On the other hand, the differences

between the results for argon and carbon indicate significant differences in the ground-state

properties of these nuclei, which are relevant in the context of MC simulations for DUNE.

To further elucidate the differences between the argon, titanium, and carbon cross sections,

in Fig. 5.10, we show the corresponding scaling functions of the second kind, f(ψ), displayed

as a function of the dimensionless scaling variable ψ. The definitions of both f(ψ) and ψ

involve a momentum scale, which can be loosely interpreted as the nuclear Fermi momentum,

kF [74], providing a simple parametrization of nuclear effects. The results of Fig. 5.10

show that setting the carbon Fermi momentum to 220 MeV—the value resulting from the

analysis of Moniz et al. [75]—scaling of titanium and argon data is observed for kF = 240

and 245 MeV, respectively. Hence, the scaling analysis confirms the picture emerging from

Fig. 4.2. For comparison, we also show the scaling function f(ψ) obtained using the Ar(e, e′)

cross section at 700 MeV and 32 deg, measured at the LNF electron-positron storage ring

ADONE using a jet target [35]. It turns out that scaling of the LNF data is only observed

at ψ ≈ 0 and prefers a much larger value of the Fermi momentum, kF=375 MeV, than the
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Figure 4.3: (color online). Comparison between the scaling function of the second kind,
f(ψ), obtained from E12-14-012 data on Ar, Ti, and C. The kF of C is fixed to the value
obtained by Moniz et al. [75] while the data analysis of Ti and Ar sets kF at 240 MeV and
245 MeV, respectively. The circles are the Ar data from LNF [35], which turn out to prefer
an inconsistently higher value of kF .

one resulting from the analysis of the JLab data. This inconsistency may well be the result

of the normalization issue that the authors of Ref. [35] found in their 16O cross section as

compared to the previously measured cross section at Bates Linear Accelerator Center [65]

which was considered as a reference dataset by the authors of Ref. [35]. A normalization

factor of 1.19 is then applied to the 16O cross section to reproduce the Bates spectrum, as

quoted in Ref. [35]. Note that the Bates data for oxygen was a result of subtracting cross
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sections obtained for BeO and Be targets while the LNF oxygen target was a relatively pure

jet target. The same normalization factor, 1.19, was then applied to the reported argon cross

section leaving room for further disparity. A similar inconsistency is observed also with the

analysis of the scaling of the first kind [63]—shown in Fig. 4.4, where the y-scaling function,

F (y), obtained from the argon, titanium, and carbon cross section measured by the E12-14-

012 experiment, and the argon cross section measured at LNF are compared. Additionally,

the RGF calculations of Ref. [85] encounter the same normalization issue with the LNF argon

data while they successfully describe the LNF data on 16O [85] and the E12-14-012 argon

data in the quasielastic region (Fig. 4.1).
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Figure 4.4: (color online). Comparison between the scaling function F (y) obtained from the
E12-14-012 data on argon, titanium and carbon, and the argon data obtained at LNF [35].
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4.5 Summary

In this Letter, we have reported the first argon results of JLab experiment E12-14-012,

as Ar(e, e′) cross sections at incident electron energy E = 2.222 GeV and scattering angle

θ =15.541 deg. The cross section covers a broad range of energy transfer in which quasielastic

scattering and resonance production are the dominant mechanisms of interaction. We pre-

sented a comparison of Ar(e, e′) cross section with previously reported Ti(e, e′) and C(e, e′)

cross sections of our experiment. The new precise measurement on argon nucleus will be of

great value for the development of realistic models of the electroweak response of neutron-

rich nuclei, vital for the success of the current and next generation of neutrino oscillation

studies employing liquid-argon based detectors.
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5.1 Introduction

Electron scattering experiments have been shown to be the best tool for precise investigations

of the structure of atomic nuclei [87]. The electromagnetic interaction of electrons with the

target is weak compared with the strength of interactions that bind nucleons together, and

can be treated as an exchange of a single photon. Allowing the nuclear response to be probed

77
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at energy transfers varied independently from momentum transfers, electron beams can be

used to investigate physics corresponding to various excitation energies with different spacial

resolutions, exposing to different interaction mechanisms.

The existing body of electron-scattering data clearly shows that many important features

of nuclear structure can be described assuming that nucleons forming the nucleus behave as

independent particles bound in a mean field [88], but this picture is not complete without

accounting for correlations between nucleons [89].

While analysis of electron scattering from nuclei is interesting in its own right, accurate

description of nuclear effects in interactions of a few-GeV probes is now coming into sharp

focus due to its relevance for neutrino physics. As neutrino oscillation parameters are ex-

tracted from collected event spectra, and neutrino energies have to be reconstructed from

the observed kinematics of the products of their interactions with nuclear targets, nuclear

effects play fundamental role in neutrino-oscillation analysis [82].

In neutrino experiments, nuclear models implemented in Monte Carlo (MC) simulations are

employed to predict event rate in a near detector, perform its extrapolation to a far detec-

tor, estimate the energy carried by undetected particles, and obtain background estimates.

While description of nuclear effects is already one of the largest sources of systematic uncer-

tainties in ongoing oscillation studies [90], its importance will increase further in the next

generation of oscillation experiments. In particular, to achieve their sensitivity goals, the

Deep Underground Neutrino Experiment (DUNE) and Hyper-Kamiokande have to reduce

uncertainties coming from nuclear cross sections to a few-percent level [32, 91].

As weak interactions of neutrinos probe nucleus in a very similar way as electromagnetic

interactions of electrons, precise electron scattering data give unique opportunity to validate

nuclear models employed in neutrino physics. A theory model unable to reproduce electron
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measurements cannot be expected to provide accurate predictions for neutrino cross sections.

At the kinematics where the impulse approximation is valid—the process of scattering off a

nuclear target can be described as involving predominantly a single nucleon, with (A − 1)

nucleons acting as a spectator system—nuclear effects can be separated from the description

of the elementary cross sections, differing between neutrinos and electrons, and the knowl-

edge gained in electron scattering directly translates to neutrino interactions. In particular,

measurements of the (e, e′p) cross sections—in which knocked out protons are detected in

coincidence with electrons—can be used to extract the information on the momentum and

energy distributions (the spectral function) of protons in the nucleus, and on final-state in-

teractions (FSI) of the struck protons propagating through the (excited) residual nucleus,

which are intrinsic properties of the target and do not depend on the interaction mechanism.

In the simplest case of a symmetric nuclear target, with the proton number Z equal to

the neutron number N , nuclear effects are expected to be largely the same in neutrino and

electron interactions, up to small Coulomb corrections. For an asymmetric nucleus, one needs

to additionally analyze electron scattering on its mirror nucleus, with Z and N swapped, to

obtain a good approximation of information on the neutron structure, impossible to collect

directly. In the case of DUNE, in addition to argon (Z = 18, N = 22)—employed as the

target material—it is necessary to collect electron scattering data also for titanium (Z = 22).

While the exclusive (e, e′p) cross sections give direct insight into the nuclear structure, they

do not provide a complete picture of all interaction dynamics.

When the energy transferred by the interacting electron to the nucleon increases, the inter-

action mechanism changes from quasielastic (QE) scattering, in which the struck nucleon

is removed from the nucleus, to nucleon resonance production, dominated by the excitation

of the ∆ resonance, and finally to deep-inelastic scattering on individual quarks forming

nucleons. The inclusive (e, e′) measurements, which yield the spectra of electrons scattered
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at fixed angle, provide information on all interaction mechanisms, regardless of the compo-

sition of hadrons in the final state. As a consequence, a great deal can be learned from the

inclusive (e, e′) cross sections, particularly in the context of DUNE, in which ∼2/3 of events

are expected to involve pions [32].

The features of the peaks observed in the inclusive spectrum—their width, position, shape,

and height—provide information on the momentum and energy distributions of the nucleons

in the nuclear ground state, as well as on the final-state interactions (FSI) between the struck-

nucleons and the spectator system. The width of the QE peak, which in the nonrelativistic

regime depends on both the momentum carried by the struck nucleon and the momentum

transfer, q, in the relativistic regime becomes largely independent of q, and can be simply

parametrized in terms of a Fermi momentum, kF [75]. However, a kinematic-dependent

broadening ascribed to FSI is also observed. The position of the QE peak is determined

by the combined effects of nuclear binding and FSI, while its pronounced asymmetry is a

consequence of multi-nucleon knockout processes, induced by short-range correlations be-

tween nucleons in the initial state and by two-body interaction mechanisms, such as those

involving meson-exchange currents. The height of the QE peak depends on the number of

nucleons probed by the interaction and the momentum and energy distributions of nucleons

in the ground state.

The identification of nuclear effects shaping the peak corresponding to QE scattering largely

applies to other interaction mechanisms as well. However, their contributions give rise to

broader structures in the cross section, as they involve production of hadrons of finite life-

times.

To provide a reliable foundation for the oscillation analysis of precise long-baseline neutrino

experiment, a nuclear model employed in Monte Carlo simulations must be able to reproduce

the features of the cross sections for electron scattering corresponding to the kinematics and
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target of relevance. In the context of DUNE, beam energies between 2 and 4 GeV play the

most important role, and argon is the target material.

Previously [83, 92], we have reported the inclusive cross sections for electron scattering off

argon, titanium, and carbon, extracted for beam energy 2.222 GeV and scattering angle

15.54◦. Here we present a new result for aluminum, and a complete scaling analysis of all

the targets that we have analyzed. We also discuss in more details the procedures used to

measure the inclusive cross sections, together with their uncertainty estimates. In Sec. 5.2 we

describe the setup of the performed experiment. The methods of extracting the cross sections

are presented in Sec. 5.3. The estimates of their uncertainties are covered in Sec. 5.4. In

Sec. 5.5 we report and discuss the measured aluminum cross section, while Sec. 5.6 is devoted

to the scaling analysis of our data. Finally, in Sec. 5.7 we summarize our findings and draw

the conclusions.

5.2 Experimental Setup

Performed at Jefferson Lab, E12-14-012 took both exclusive electron scattering data (e, e′p)

in which the proton knocked out from the nuclear target is detected in coincidence with

the scattered electron, and inclusive (e, e′) data in which all final states contribute, for

different targets: C, Ti, Ar and Al. The experiment E12-14-012 used an electron beam of

energy 2.222 GeV provided by the Continuous Electron Beam Accelerator Facility (CEBAF),

and took data in Spring 2017. The average beam current was 10 µA. Scattered electrons

were measured using a high resolution spectrometer (HRS), equipped with two vertical drift

chambers (VDCs) providing tracking information [22], two scintillator planes for timing mea-

surements and triggering, double-layered lead-glass calorimeter, and a gas Čerenkov counter

used for particle identification [17]. The HRS was positioned with a central scattering an-
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gle of θ = 15.54◦. The data analysis for inclusive electron scattering is relatively simple,

as it implies modest data acquisition (DAQ) rates and very small pion backgrounds. The

beam current and position, the latter being critical for the electron-vertex reconstruction

and momentum calculation, were monitored by resonant radio-frequency cavities (beam cur-

rent monitors, or BCMs [17]) and cavities with four antennae (beam position monitors, or

BPMs [17]), respectively. The beam size was measured using harp scanners, which moved a

thin wire through the beam. The beam was spread over a 2×2 mm2 area to avoid overheating

the target.

The experiment employed a set of solid targets—aluminum, carbon (single foil and a multi-

foil composed of 9 foils), and titanium—as well as a closed cell of gaseous argon [27]. The

aluminum target consisted of two identical foils of the 7075 alloy, the thickness of which was

0.889± 0.002 g/cm2. Details of the elementary composition of the Al-7075 alloy used in the

E12-14-012 experiment are given in Table 5.1. The aluminum foils were positioned to match

the entrance and exit windows of the argon target, separated by a distance of 25 cm. Their

thickness was fixed to be the same as the radiation length of the argon target. The analysis

presented here uses the data from one of the foils only, located upstream of the spectrometers

at z = −12.5 cm. The data were taken in nine separate runs, modifying at each step the

momentum of the spectrometer in order to cover the final electron energy E ′ from 1.285 to

2.135 GeV.

The VDCs’ tracking information allowed the determination of the momentum and recon-

struction of the direction (in-plane and out-of-plane angles) of the scattered electron, and

reconstructing the interaction vertex at the target. The transformation between focal plane

and target quantities was computed using an optical matrix, the accuracy of which was ver-

ified using the multi-foil target data. Possible variations of the magnetic field in the HRS

magnets that could affect the optics are included in the analysis as systematic uncertainties.
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Table 5.1: Composition of the Al-7075 alloy. For each element, we provide the number
of protons Z and the average number of neutrons N calculated according to the isotopic
abundances [93].

weight (%) Z N
Al 89.72 13 14.00
Zn 5.8 30 35.45
Mg 2.4 12 12.32
Cu 1.5 29 34.62
Fe 0.19 26 29.91
Cr 0.19 24 28.06
Si 0.07 14 14.11

Mn 0.03 25 30.00
Ti 0.03 22 25.92
V 0.01 23 28.00
Zr 0.01 40 51.32

other 0.05
average 14.26± 0.01 15.58± 0.01

We set up two types of hardware triggers:

T3 = (S0&&S2)&&(LC||GC),

T5 = (S0||S2)&&(LC||GC).

The T3 (T5) trigger type requires that the signal from the scintillator plane S0 and S2 (S0

or S2) is detected in coincidence with the signal from the lead calorimeter (LC) or the gas

Čerenkov counter (GC).

Electrons were selected in the HRS requiring, in addition, one reconstructed track. Further,

they had to deposit 30% of their energy in the lead calorimeter (Ecal/p > 0.3). To select

events in the central acceptance region of the spectrometer, the electron’s track was required

to be within ±4 mrad of the in-plane angle and ±6 mrad of the out-of-plane angle with

respect to the center ray of the spectrometer and have a dp/p of ±0.04. The spectrometers
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were calibrated using sieve slit measurements and the position of the spectrometers and

angles were surveyed before the start of the data taking. The survey precision for the angle

and position measurements is respectively 0.01 mrad and 0.01 mm.

The efficiencies of the elements in the detector stack were studied by comparing rates in

various combinations of secondary triggers. The scintillator efficiency, (S0&&S2), was studied

using the ratio of the events rates selected using T3 and T5 trigger types, requiring one

reconstructed track, and applying the acceptance and calorimeter cuts. It was found to

be 99%. The efficiency of the calorimeters was close to 100% for all runs, the efficiency

of the Čerenkov detector was found to range from 99.9% for the highest E ′ runs down to

97.5% for the lowest E ′ run. The Čerenkov efficiency was evaluated by selecting a pure

sample of electrons in the calorimeter and varying the Čerenkov cut by ±10%. The live-

time of the electronics, computed using the rates from scalers, which were independent of

triggered events, was above 98% for all runs. The acceptance cuts efficiencies (∼98%) and

the dp cut efficiency (∼99%) were computed using the MC simulation [58]. The overall

efficiency (between 88 and 95% across all the kinematical regions) includes cuts on the

calorimeters, both the lead and the Čerenkov counter, track reconstruction efficiency, livetime

and acceptance.
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5.3 Data Analysis

5.3.1 Yield-Ratio Method

The yield-ratio method of determining the cross section involves both the experimental data

and simulated MC data. In this method, the yield Y is calculated for both sets of data as

Y i = (N i
S × PS)/(LT × ϵ), (5.1)

where i refers to the ith bin of the E ′ distribution, N i
S is the total number of scattered

electrons, PS is a pre-scale factor in the DAQ, ϵ is the total efficiency of the detector, and

LT is the livetime of the electronics. The ratio of the yields for the actual and MC data

is taken as a means of eliminating any impact of the acceptance on each bin, and then the

measured cross section is determined by multiplying this ratio by the cross section calculated

within the Monte Carlo model:

d2σdata

dΩdE ′ =
d2σMC

dΩdE ′ ×
Ydata

YMC
. (5.2)

5.3.2 Acceptance Method

The cross section was also extracted via another method, the acceptance method, and both

the yield ratio and acceptance methods were examined for agreement. In the case of the

argon target, for which an accurate model of the nuclear response is not yet available, it is

important to validate the MC simulation and results obtained using the yield ratio method

using an alternative method less dependent on the input MC cross section model. The

acceptance method will be described in the following of this section.



86
Chapter 5. Measurement of the cross sections for inclusive electron

scattering in the E12-14-012 experiment at JLab

For each (∆E,∆Ω) bin, the number of detected electrons can be determined using

N i
S = L× d2σ

dΩdE ′ ×∆E ′∆Ω× ϵ× Ai(E ′, θ, ϕ) (5.3)

where L is the integrated luminosity (number of beam electrons × number of targets / area),

ϵ is the total detection efficiency, and θ and ϕ represent the in-plane and out-of-plane angles,

respectively. The acceptance Ai(E ′, θ, ϕ) is the probability that a particle passes through

the spectrometer into the ith bin.

The electron yield corrected for the overall efficiency (product of individual efficiencies as

described above) can be cast as

Y i =
N i

S

ϵ

= L× d2σdata

dΩdE ′ ×∆E ′∆Ω× Ai(E ′, θ, ϕ),

(5.4)

and the cross section can be measured using

d2σdata

dΩdE ′ =
Y i

∆E ′∆Ω× Ai(E ′, θ, ϕ)× L
. (5.5)

The single-arm Monte Carlo simulation was used to generate events uniformly distributed in

(θ, ϕ, E ′). For a specific phase-space slice in (∆θ,∆ϕ,∆E ′), we computed the ratio between

the total number of events that reach the spectrometer and the number of generated events.

The ratio of these two numbers represents the probability that a particle successfully passes

through the magnets and the aperture to arrive at the detector package.

For an extended target, an acceptance matrix Ai(E ′, θ, ϕ) was generated at various points

along the target length. Each different target slice was associated with a different Ai(E ′, θ, ϕ).

The number and size of the slices were optimized based on the statistics of the data. In
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principle, an infinite number of matrices could be used in order to make events perfectly

weighted, but this method would be inefficient and subject to large statistical fluctuations,

if the number of events in each region was limited.

In this analysis, we used a single matrix for events along the entire target length to correct

the data, and evaluated the residual variation along the beam direction z. For these studies

we took advantage of the optical target data, collected in Spring 2017.

The optical target was a series of nine carbon foils, placed along the beam direction at

z = 0 cm, ±2 cm, ±5 cm, ±7.5 cm, ±10 cm, respectively. The z distribution of the

events reconstructed from the optical target is shown in Fig. 5.1, with the shaded regions

representing the z-position cuts employed to identify the events coming from individual

carbon foils. Because it would be difficult to select pure events from each foil, due to its

finite thickness, we used the Monte Carlo simulation and the carbon cross-section model to

generate single-foil carbon data for different z positions of the target.

Using the single-foil carbon data, we generated 9 acceptance matrices corresponding to the

mean z position of each foil composing the multi-foil carbon target. We applied a weight

of 1/A(E ′, θ, ϕ) to every event, and made a comparison between the events originating from

individual foils. The obtained distribution of MC event yields from different foils, normalized

to the one from the foil at z = 0 cm, is shown in Fig. 5.2. The results for the 9 regions,

represented by the red dots lying inside the green shaded band, are in excellent agreement,

with variations between them remaining below 0.5%.

When the same procedure is applied to the reconstructed data events, the obtained event

yields—represented by the blue lozenges in Fig. 5.2—exhibit a dependence on the target z

position. This behavior is expected due to the variation of the cross section as a function

of the electron scattering angle, as foils at different positions have different acceptances,
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Figure 5.1: (color online). Distribution along the beam direction of reconstructed events for
the multi-foil carbon target. The shaded regions represent the data selected to identify the
events coming from individual carbon foils.
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Figure 5.2: (color online). Event yields from carbon foils at different positions along the
beam direction, normalized to the yield for the central foil, for the uncorrected data and
the Monte Carlo simulation. The dependence of the cross section on the scattering angle,
correctly taken into account in the Monte Carlo simulation, introduces a linear trend in the
data that needs to be corrected for. All uncertainties are purely statistical.
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Figure 5.3: (color online). Event yields in the corrected data for the multi-foil carbon target
surviving the z-position selection, normalized to the yield for the central foil. The outcomes
of two correction procedures are compared. The error bars are symmetric and represent the
total uncertainties, being the statistical and systematic uncertainties added in quadrature.
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depending on the mean value of the scattering angle. The observed z dependence of the

event yields is in a good agreement with a linear function (χ2/NDF = 0.35) and a correction

is applied to the data. Note that this behavior is absent in the MC event yields (the red

dots in Fig. 5.2), because the MC simulation takes into account differences in the acceptance

for individual foils. In the data analysis, we relied on the reconstructed target z position to

identify events coming from each of the 9 carbon foils, applying the selections represented by

the shaded regions in Fig. 5.1. The selected events were then corrected using the acceptance

matrix computed at z = 0 cm. In order to determine the sensitivity to this approximation,

we repeated the same study using 9 different matrices (one for each carbon foil) and found

a negligible variation, as shown in Fig 5.3. The obtained event yields are subject to the

systematic uncertainties due to the z-position selection applied to identify events coming

from individual foils.

As a final remark, we note that to acquire the inclusive data, we varied the momentum

settings of the left-arm spectrometer in the MC to determine its effect on the acceptance

matrix, and found that it is negligible.

5.4 Uncertainty Analysis

The total systematic uncertainty in this analysis was estimated by adding in quadrature

the contributions listed in Table 5.2. Each of the uncertainties was considered completely

uncorrelated. We determined the cuts ensuring that there are no dependencies on kinematical

variables and, therefore, all the uncertainties affects only the normalization of the extracted

cross sections. The kinematical cuts used in the analysis were varied by ±10% or by the

resolution of the variable under consideration.

As the obtained results depend on the Monte Carlo calculation, it is important to estimate
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Table 5.2: Contributions to systematic uncertainties in the yield-ratio method for aluminum
and argon.

Al Ar
a. Beam energy 0.1% 0.1%
b. Beam charge 0.3% 0.3%
c. Beam x offset < 1.0% < 0.8%
d. Beam y offset < 1.0% < 0.9%
e. HRS x offset < 0.8% < 1.0%
f. HRS y offset < 0.6% < 0.8%
g. Optics (q1, q2, q3) < 1.8% < 1.0%
h. Target thickness 0.2% 0.7%
i. Acceptance cut (θ, ϕ, dp/p) < 1.0% < 2.4%

(i) dp acceptance cut < 0.32% -
(ii) θ acceptance cut < 0.32% -
(iii) ϕ acceptance cut < 0.79% -
(iv) z acceptance cut < 0.45% -

j. Calorimeter cut < 0.02% < 0.02%
k. Čerenkov cut < 0.12% < 0.07%
l. Cross section model < 0.2% < 1.3%
m. Radiative and Coulomb corr. 1.0%–1.3% 1.0%–1.3%
Total systematic uncertainty 1.7%–2.7% 1.8%–3.0%

uncertainties resulting from its inputs. To determine the uncertainties related to the target

position, we performed the simulation with the inputs for the beam’s and spectrometer’s x

and y offsets varied within uncertainties, and we recomputed the optical transport matrix

varying the three quadrupole magnetic fields, one at the time. Each of these runs was

compared to the reference run, and the corresponding differences were summed in quadrature

to give the total systematic uncertainty due to the Monte Carlo. That summed uncertainty

value varied from 1.1 to 2.2%, based on the momentum setting for each of the run, and was

the largest single source of systematic error.

The systematic uncertainty due to the cuts on the calorimeter and Čerenkov detector was

calculated in a similar way, by varying the cut by a small amount and calculating the
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difference with respect to the nominal cut. Given the already high efficiency of these cuts,

this resulted in a very small contribution to the uncertainty. The uncertainty due to the

acceptance cuts on the angles and on dp/p was calculated in the same way. We included a

fixed uncertainty relative to the beam charge and beam energy as in previous work on C and

Ti [83].

The measured cross section is also corrected for the effects from internal and external radia-

tive processes. Internal radiative process are vacuum polarization, vertex corrections, and

internal bremsstrahlung. External radiative processes refer to electrons losing energy while

passing through material in the target. We applied the radiative correction following the

recipe of Dasu [94], using the approach of Mo and Tsai [60], which is subject to theoretical

uncertainties and depends on the cross-section model. We consider a fixed 1% uncertainty

due to the theoretical model for the radiative corrections over the full kinematical range.

To account for the cross-section model dependence—the same for both the yield-ratio and

acceptance methods—we added an additional uncertainty (fully uncorrelated), estimated by

computing the difference in the final double differential cross section when the cross section

model is rescaled by
√

(Q2)/2, Q2 being the four-momentum transfer squared. Coulomb cor-

rections were included in the local effective momentum approximation, following Ref. [61].

A 10% uncertainty associated with the Coulomb potential was included as systematic un-

certainty.

Near the quasielastic peak, there is a non-negligible contribution of the elastic cross section

to the inclusive cross section, through the radiative processes. To estimate the corresponding

uncertainty, we increased the tail of the elastic contribution by 20%, recalculated the radiative

correction, and used its difference with respect to the reference correction as an estimate of

the corresponding systematic uncertainty. Finally, we included a target thickness uncertainty.
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5.5 Experimental Results

The cross section for inclusive scattering of electrons on the Al-7075 target, extracted us-

ing the yield-ratio method and normalized per nucleus, is shown in Fig. 5.4. Its total

uncertainties—represented by the outer bands—are obtained by adding in quadrature statis-

tical and systematic uncertainties. As in the case of the previously reported results [83, 92],

the aluminum measurement is very precise and limited by the systematic uncertainties.

As a cross check, we also extracted the Al cross section using the acceptance method. Fig-

ure 5.5 shows that the results obtained using the two methods are in good agreement. Note
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Figure 5.4: (color online). Double-differential cross section extracted for inclusive electron
scattering off the Al-7075 target at beam energy 2.222 GeV and scattering angle 15.54◦.
The inner and outer uncertainty bands correspond to statistical and total uncertainties,
respectively.
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Figure 5.5: (color online). Comparison of the Al(e, e′) cross sections extracted using the
yield-ratio and acceptance methods. The inner (outer) bands for the yield-method show
statistical (total) uncertainties. For the acceptance method only statistical uncertainties are
shown.
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that in the acceptance method we did not estimate systematic uncertainties, the error bars

represent the statistical uncertainties only.

The agreement between the yield-ratio and acceptance results was observed for the carbon,

aluminum, titanium, and argon targets and provides validation for the approximation em-

ployed in the acceptance method, namely using a single acceptance matrix computed at

z = 0 cm, as explained in Sec. 5.3.2. The consistency between the yield and acceptance

methods for all analyzed targets also indicates that the yield-ratio result exhibits only weak

dependence on the input cross section used in the Monte Carlo simulation to correct the

data for efficiency and acceptance. This issue is particularly important in the case of the

titanium and argon targets, where the cross-section simulations cannot be validated against

existing data. Note that the radiative corrections applied in both methods are the same and

do depend on the input cross section. The related uncertainties are discussed in Sec. 5.4.

To illustrate how nuclear effects affect different interaction channels, in Fig. 5.6 we compare

the per-nucleon cross sections for aluminum, argon, titanium, and carbon. While for every

target we account for the abundances of naturally occurring isotopes [93], this effect is

relevant only for the Al target. It is a consequence of the non-negligible contributions of

elements heavier than 27
13Al to the Al-7075 alloy, detailed in Table 5.1. At the considered

kinematics, corresponding to the beam energy 2.222 GeV and scattering angle 15.54◦, the

cross sections per nucleon for targets ranging from carbon (A = 12.01) to titanium (A =

47.92) turn out to be in very good agreement in the region where different pion production

mechanisms dominate. While this finding is by no means obvious—due to asymmetry of the

proton and neutron numbers for aluminum, argon, and titanium—it is consistent with the

results of Refs. [65, 66] at energies ∼0.54–1.50 GeV and scattering angles ∼37◦.

The influence of nuclear effects on QE interactions can be better illustrated in terms of

the cross sections normalized to the elementary contributions of neutrons and protons that
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Figure 5.6: (color online). Comparison of the cross sections per nucleon for aluminum,
argon [92], titanium [83], and carbon [83] measured at beam energy 2.222 GeV and scatter-
ing angle 15.54◦. The average nucleon number for every target is calculated according to
the natural abundances of isotopes, see details in the text. The bands represent the total
uncertainties.
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Figure 5.7: (color online). Same as in Fig. 5.6 but for the cross sections normalized by the
combination of the elementary cross sections according to Eq. (5.6).
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compose the nucleus, that is the quantity

d2σ

dΩdE ′/[Zσ̃ep +Nσ̃en], (5.6)

where Z and N are the proton and neutron numbers, respectively, while σ̃ep and σ̃en de-

note the elastic electron-proton and electron-neutron cross sections stripped of the energy-

conserving delta function [86]. In the following, we use the average neutron numbers cal-

culated according to the natural abundances of isotopes, that is 6.01 for carbon, 21.98 for

argon, and 25.92 for titanium [93]. For the aluminum target, we employ Z = 14.26 and

N = 15.58, due to its composition listed in Table 5.1.

As shown in Fig. 5.7, the results for titanium and argon are, within uncertainties, identical in

the QE peak, but they differ from both those for carbon and aluminum. Near the maximum

of the QE peak, the cross section defined in Eq. (5.6) is lower by ∼4% for aluminum, and

higher by ∼5% for carbon, than the ones for argon and titanium. In the dip region, the

results for aluminum (carbon) are lower by ∼2% (∼13%) compared with those for argon and

titanium.

In QE scattering, the cross sections normalized according to Eq. (5.6) exhibit very weak

target dependence only in the region of high E ′, corresponding to low energy transfers, as

shown in Fig. 5.7. This is, however, not the case in the QE peak’s maximum and for lower

E ′, where the energy transferred by electrons to the nucleus is sufficiently high to probe

deeply bound states and also to induce two-nucleon knockout.

The observed differences in the dependence on the atomic number of various interaction

mechanisms—previously reported in Refs. [66, 95, 96]—can be expected to provide important

clues for building models of nuclear effects valid over broad kinematic regimes and able to

describe a range of targets. Such models are of great importance to long-baseline neutrino-
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oscillation experiments.

5.6 Scaling and A-dependence

The scaling analysis allows to compare inclusive electron-scattering data taken in different

kinematical conditions and using different targets.

Scaling of first kind, or y-scaling, is observed in the kinematical region of large momentum

transfer, |q|, and energy transfer ω <
√

|q|2 +m2 − m, in which the beam particle inter-

acts with individual nucleons and the dominant reaction mechanism is quasielastic scatter-

ing [63, 64]. Under these conditions, the target response, which in general depends on both

momentum and energy transfers, reduces to a function of the single variable y = y(|q|, ω),

defined by the equation

ω +MA =
√
y2 + (MA −m+ Emin)2

+
√

(y + |q|)2 +m2.

(5.7)

Here, m and MA are the nucleon mass and the mass of the target nucleus, respectively, while

Emin denotes the nucleon knockout threshold. The scaling variable y, having the dimension

of energy, is simply related to the longitudinal component of the initial momentum of the

struck nucleon, k∥ = k · q/|k|. The scaling function F (y) is determined from the measured

cross section, σexp through

F (y) = K
σexp

Zσ̃ep +Nσ̃en
, (5.8)

with K a kinematic factor.

In Fig. 5.8, the y-scaling function of aluminum, computed using the cross section displayed

in Fig. 5.4 and the average proton and neutron numbers from Table 5.1, is compared to those
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Figure 5.8: (color online) Comparison between the scaling function of aluminum obtained
from the E12-14-012 data (this work), represented by diamonds, and those obtained from
the data of Day et al. [67]. The data are labeled according to the value of Q2 corresponding
to quasi elastic kinematics.
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Figure 5.9: (color online) Q2-dependence of the scaling functions F (y,Q2) obtained from the
cross section displayed in Fig. 5.4 and from the data reported in Ref. [67]. The meaning of
the symbols is the same as in Fig. 5.8.

obtained from the data of Day et al [67] using a 27
13Al target. The cross sections of Ref. [67]

have been measured at fixed beam energy E = 3.595 GeV and scattering angle 16, 20 and

25 deg, with the values of Q2 corresponding to quasi elastic kinematics being 0.87, 1.27 and

1.78 GeV2, respectively.

Scaling behavior is clearly observed at y ≈ 0, corresponding to region of the quasifree peak,

or ω ≈ Q2/2m. The sizeable scaling violations occurring at larger negative values of y

are mainly to be ascribed to the effects of FSI between the knocked-out nucleon and the

spectator particles. This feature is illustrated in Fig. 5.9, showing the Q2-dependence of the

scaling function F (y,Q2) at fixed y = −0.2 GeV. The approach to the scaling limit from

above is a clear signature of FSI.
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Figure 5.10: (color online) Scaling functions of second kind, obtained from the inclusive
cross sections measured by the E12-14-012 experiment using carbon, aluminum, argon and
titanium targets.

A more general form of scaling, dubbed scaling of second kind, permits a global analysis,

combining data corresponding to different targets [74]. The definitions of the dimensionless

scaling variable, ψ, and scaling function, f(ψ), involve a momentum scale, loosely referred

to as nuclear Fermi momentum, providing a parametrization of the target-mass dependence

of the measured cross sections.

Figure 5.10 illustrates the scaling functions obtained from the inclusive cross sections mea-

sured by the E12-14-012 experiment using carbon, aluminum, argon and titanium targets.
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The results shows that setting the carbon Fermi momentum to the value obtained from the

independent analysis of Moniz et al. [75], kF = 220 MeV, scaling of the second kind is shown

when kF values of 255, 245, and 240 MeV are taken for Al, Ar, and Ti respectively.

A different approach to describe the A-dependence of the nuclear inclusive cross section,

inspired by the considerations underlying the local density approximation of the nucleus

[97], has been proposed by the authors of Ref. [98]. Their analysis—aimed at obtaining the

inclusive cross section per nucleon of isospin-symmetric nuclear matter from an extrapolation

of the available data—shows that the 12C, 27Al, 56Fe, and 197Au cross sections at Q2 ranging

between 0.25 and 2.70 GeV2 exhibit a striking linear behavior when plotted as a function of

A−1/3. The extension of this study to the data set collected by the E12-14-012 experiment

is under way, and the results will be discussed elsewhere.

5.7 Summary and Conclusions

We have reported on the measurements of the cross sections for inclusive electron scattering

over a broad range of energy transfers, extending from the particle-emission threshold to

above the excitation of the first hadronic resonance. These high precision data were taken

at Jefferson Lab in Hall A for a beam energy of E = 2.222 GeV and electron scattering

angle θ = 15.54◦ from four nuclear targets: carbon, aluminum, argon, and titanium. The

reported results give unique opportunity to validate nuclear models employed in Monte

Carlo simulations of precise long-baseline neutrino-oscillation experiments, and to assess

their contribution to uncertainties of the oscillation analysis in a rigorous manner.

We find (see Fig. 5.6) that the per-nucleon responses for the considered four targets are

strikingly similar over the entire energy transfer range (0.05 < ω < 0.90 GeV), save at the

maximum of the quasielastic peak and the dip region. At the kinematics from the maximum
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of the quasielastic peak to the onset of the ∆ resonance, the result for carbon stands apart

from those for aluminum, argon, and titanium. This finding shows that the momentum and

energy distribution of nucleons in the nuclear ground state and final-state interactions—

inducing the ‘Doppler’ broadening of the scattered electron’s final energy—in carbon is not

as pronounced as for the heavier nuclei. When accounting is made for the number of protons

and neutrons in each nucleus, this feature does not disappear, as can be seen in Fig. 5.7.

When the aluminum data set along with higher Q2 data from SLAC are presented in terms

of the y-scaling analysis (Fig. 5.8) the set behaves as expected, and the scaling behavior

is clearly observed at the kinematics corresponding to the quasi-free peak. While in the

absence of FSI, the scaling function F (y) is expected to converge from below with increasing

Q2, the effect of FSI—falling with Q2—leads it to converge from above. These new data fit

this pattern (Fig. 5.9).

Taken together this data set will allow us to predict the electromagnetic nuclear responses for

nuclei between A = 12 and 48 by interpolation as a function of A−1/3. Of particular interest

will be oxygen, as water serves as the target and radiator in the large Čerenkov detector of

T2K [90], and chlorine, as polyvinyl chloride composes the detectors of NOvA [99].
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Summary

The JLab E12-14-012 experiment performed a high precision measurement of the (e,e′) and

(e,e′p) cross sections for a variety of targets, including argon, titanium, aluminum and carbon

targets. In this thesis, after briefly reviewed the basic theory on neutrino oscillation and the

experimental setup, we presented the results of the inclusive (e,e′) cross sections for argon,

titanium, aluminum and carbon targets at a beam energy of 2.222 GeV and scattering angle

of 15.54◦. The inclusive kinematics cover a wide range of energy transfers, which include deep

inelastic scattering, delta production, and quasielastic scattering. Our results are in good

agreement with previous data sets and they have total uncertainties less than 5% over the

entire kinematic range. Our results represent also the first and most precise measurements

of the (e,e′) inclusive cross sections for argon and titanium. The results for the exclusive

(e,e′p) cross sections are expected in the near future.

In the upcoming deep underground neutrino experiment (DUNE), Liquid Argon Time Pro-

jection Chambers (LArTPCs) will be used as the detector technology, and argon will be the

neutrino target. The high precision electron-argon scattering data collected by the E12-14-

012 experiment will allow for a detailed description of the argon nuclear structure, which will

be important for developing a theory model for neutrino-nucleus interaction. In addition,

with a more accurate theory model, the neutrino energy can be reconstructed more pre-

cisely and hence the uncertainties of the extracted oscillation parameters can be effectively

reduced.
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