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Abstract

In this letter we study the impact of the Electron-Ion Collider (EIC) on the phenomenological extraction of the tensor
charge from a QCD global analysis of single transverse-spin asymmetries (SSAs). We generate EIC pseudo-data for
the Collins effect in semi-inclusive deep-inelastic scattering for proton and 3He beams across multiple center-of-mass
energies. We find a significant reduction in the uncertainties for the up, down, and isovector tensor charges that will
make their extraction from EIC data on SSAs as or more precise than current lattice QCD calculations. We also
analyze the constraints placed by future data from the proposed SoLID experiment at Jefferson Lab.

1. Introduction

The tensor charge gT is one of the fundamental charges of the nucleon [1–5] and, arguably, the least known. The
uniqueness of gT is also that it sits at the intersection of three key areas of nuclear physics: 3-dimensional tomography
of the nucleon (see, e.g., [6–13]), searches for beyond the Standard Model (BSM) physics (see, e.g., [14–16]), and ab
initio approaches like lattice QCD or Dyson-Schwinger Equations (see, e.g., [17–20]). The focus of this letter will
be on accessing the tensor charge through the first avenue, namely, an analysis of single transverse-spin asymmetries
(SSAs) that are sensitive to the 3-dimensional structure of the nucleon. In particular, one can compute gT from an
integral of the transversity parton distribution function (PDF) h1(x) [1–5] over the parton momentum fraction x:

gT = δu − δd where δu =

∫ 1

0
dx (hu

1(x) − hū
1(x)) , δd =

∫ 1

0
dx (hd

1(x) − hd̄
1(x)) , (1)

where u and d represent up and down quarks, respectively.
Phenomenological extractions of the tensor charge have typically fallen into two main categories. The first are

those studies that use transverse momentum dependent (TMD) observables like the Collins effect in semi-inclusive
deep-inelastic scattering (SIDIS) [21–27] and semi-inclusive electron-positron annihilation to almost back-to-back
hadrons (SIA) [28–32], which allow for the transversity TMD PDF h1(x, k2

T ) and Collins TMD fragmentation func-
tion (FF) H⊥1 (z, p2

T ) (defined below) to be fit simultaneously [6, 9, 12, 13]. We note that the Collins effect for hadron-
in-jet measurements from proton-proton collisions is also sensitive to the coupling of h1(x, k2

T ) and H⊥1 (z, p2
T ) [33–36].

In addition, one can use Generalized Parton Distributions (GPDs) to extract the tensor charge [7]. The second cate-
gory is those analyses that use dihadron observables in SIDIS [37–40], SIA [41], and proton-proton collisions [42, 43],
where the collinear transversity PDF h1(x) and dihadron FF H^1 (z,Mh) can be fit simultaneously [8, 10, 11]. Generally
the extraction of the tensor charge from both the TMD (SIDIS+SIA) and dihadron approaches [6, 8–12] have shown
tension with lattice QCD calculations at the physical point [17, 18, 20]. However, we note the study in Ref. [44]
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found that there do exist solutions for h1(x, k2
T ) and H⊥1 (z, p2

T ) that can successfully describe both Collins effect SIDIS
measurements and lattice data.

Moreover, there was a recent global analysis of SSAs performed in Ref. [13] (JAM20), which included not only
Collins effect SIDIS and SIA data but also Sivers effect SIDIS and Drell-Yan measurements [22, 24–27, 45–48] as
well as proton-proton AN data [49–52]. The JAM20 results found for the first time an agreement between experimental
data and lattice QCD (without including lattice data in the fit) for δu, δd, and gT , as calculated in Eq. (1). The crucial
aspect that allowed for such an agreement was the inclusion of AN data. This observable is collinear twist-3 [53–58]
and dominated by a term that couples h1(x) to the quark-gluon-quark FFs H⊥(1)

1 (z) and H̃(z) [13, 59, 60]. The function
H⊥(1)

1 (z) is the first moment of the Collins TMD FF, and H̃(z) generates the PhT -integrated SIDIS Asin φS
UT asymmetry,

where PhT is the transverse momentum of the hadron w.r.t. the momentum of the virtual photon, by again coupling
with h1(x) [61].

Furthermore, the JAM20 results, due to the inclusion of AN data, also give the most precise phenomenological
extraction of gT to date: gT = 0.87(11). Nevertheless, the error in gT , along with those for δu, δd (JAM20 values
are δu = 0.72(19), δd = −0.15(16)) are still much larger (∼12% for gT , ∼25% for δu, and ∼100% for δd) than
the uncertainties from lattice QCD calculations (. 5% for all of δu, δd, and gT ) [17, 18, 20]. The main cause of the
uncertainty for phenomenological computations is that they rely on integrals of h1(x) over the entire x region from
0 to 1 (see Eq. (1)). However, current SIDIS measurements only cover a region 0.02 . x . 0.3. This leaves the
transversity PDF basically unconstrained in the small-x and large-x regimes. The inclusion of AN data does give some
further constraints in the larger-x region since in that observable one integrates from xmin to 1, where 0.2 . xmin . 0.7.
We also mention that a first principles calculation of the small-x asymptotics of the valence transversity TMD PDF
has been performed in Ref. [62]. Nevertheless, one clearly needs very precise data at both x . 0.02 and x & 0.3 in
order to significantly reduce the uncertainties in phenomenological extractions of the tensor charge.

The future Electron-Ion Collider (EIC) [63, 64] at Brookhaven National Laboratory will make the most precise
SIDIS measurements at small x (down to x∼10−4) while also increasing the precision of the data in the region up to
x ∼ 0.3. The 12 GeV program currently underway at Jefferson Lab (JLab) [65] will make precision measurements
up to x ∼ 0.6. In terms of the tensor charge, future data from the proposed SoLID experiment [66] will offer the
tightest constraints in this large-x region. The goal of this letter is to perform an impact study of future EIC data on
the tensor charge of the nucleon using the JAM20 results as a baseline. In Sec. 2 we discuss the EIC pseudo-data used
in the analysis. This includes both proton and 3He beams across multiple center-of-mass (CM) energies. In Sec. 3 we
include these pseudo-data in the global analysis of Ref. [13] and, from the newly extracted transversity PDF, compute
the tensor charges δu, δd, and gT and compare them to those of recent lattice QCD calculations. In addition, since the
proposed SoLID experiment itself would give significant impact on the tensor charge at large x, we perform a similar
analysis on its pseudo-data [67]. Finally, we summarize our results and discuss the future outlook in Sec. 4.

2. Generating EIC Pseudo-Data

The EIC will provide data sensitive to the transversity PDF through SSAs in single-hadron and dihadron reactions.
For the former, measurements will be made of the Collins effect Asin(φh+φS )

UT in e + N↑ → e + h + X, where φh (φS ) is the
azimuthal angle of the outgoing hadron momentum (nucleon transverse spin) vector w.r.t. the lepton scattering plane.
We generated EIC pseudo-data for both transversely polarized proton and 3He beams with charged pions detected in
the final state and applied the JAM20 cuts of 0.2 < z < 0.6, Q2 > 1.63 GeV2, and 0.2 < PhT < 0.9 GeV. Table 1
summarizes the data used in our fit, which includes a total of 8223 EIC pseudo-data points on the Collins effect in
SIDIS plus the 517 SSA data points in the original JAM20 global analysis. The EIC pseudo-data covers multiple
CM energies

√
S based on the energy of the electron beam Ee and nucleon beam EN :

√
S ≈ 2

√
EeEN . The pseudo-

data was generated with pythiaeRHIC [68] that uses pythia 6.4 [69] as an event generator. Realistic EIC detector
acceptances and momentum smearing were implemented via the eic-smear package [70] and is predominantly based
on the expected resolutions that are discussed in the EIC handbook [71]. For pion identification, the momentum and
rapidity ranges that evolved from the EIC user group Yellow Report effort were used. The proton and 3He polarizations
were assumed to be 70%, and the uncertainties were scaled to accumulated luminosities of 10 fb−1. In the case of
3He, it was assumed that the two protons can be tagged in the very forward instrumentation, and was thus simulated
by generating e + n↑ data after taking into account the neutron polarization in 3He. The uncertainties on the expected
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EIC Pseudo-data

Observable Reactions CM Energy (√S) Npts.

Collins (SIDIS)

e + p↑ → e + π± + X

141 GeV 756 (π+)
744 (π−)

63 GeV 634 (π+)
619 (π−)

45 GeV 537 (π+)
556 (π−)

29 GeV 464 (π+)
453 (π−)

e +3He↑ → e + π± + X

85 GeV 647 (π+)
650 (π−)

63 GeV 622 (π+)
621 (π−)

29 GeV 461 (π+)
459 (π−)

Total EIC Npts. 8223

JAM20 [13]
Observable Reactions Experimental Refs. Npts.

Sivers (SIDIS) e + (p, d)↑ → e + π±/π0 + X [22, 25, 45] 126
Sivers (DY) π−+ p↑ → µ++ µ− + X [48] 12
Sivers (DY) p↑ + p→ W±/Z + X [46] 17

Collins (SIDIS) e + (p, d)↑ → e + π±/π0 + X [22, 23, 25] 126
Collins (SIA) e+ + e− → π++ π− + X [28–31] 176

AN p↑ + p→ π±/π0 + X [49–52] 60
Total JAM20 Npts. 517

Table 1: Summary of the data used in our analysis, including the number of points (Npts.) in each reaction. (Top) EIC pseudo-data for the Collins
effect in SIDIS for different polarized beam types, CM energies, and final states. (Bottom) Data used in the original JAM20 global analysis of
SSAs.

SSAs were evaluated by re-weighting the unpolarized simulations based on the phenomenological results of Ref. [72]
and extracting the reconstructed asymmetries. As a crude measure of detector smearing and acceptance effects in a
real detector, the differences between extracted asymmetries using perfectly tracked and smeared values were assigned
as systematic uncertainties. This tries to conservatively mimic the uncertainties that may be related to the unfolding of
smearing and particle mis-identification in an actual detector. In addition, we separately assess the impact from Collins
effect SIDIS pseudo-data from SoLID (for the “enhanced” scenario) [67]. We note that precision measurements from
Belle II on the Collins effect in SIA will have impact on the tensor charge due to reducing the uncertainties in the
Collins TMD FF [73]. However, we do not consider this in our study, as current data already constrain the Collins
function rather well [28–31].

3. Phenomenological Results

We begin by briefly discussing the methodology of the JAM20 global analysis, which serves as the baseline for
our impact study, and refer the reader to Ref. [13] for more details. We employ a Gaussian parametrization for the
transverse momentum dependence of the TMD PDFs and FFs. In particular, for the transversity TMD PDF we have

hq
1(x, k2

T ) = hq
1(x)

1
π〈k2

T 〉
q
h1

exp

− k2
T

〈k2
T 〉

q
h1

 , (2)
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Figure 1: (Top) Plot of the transversity function for up and down quarks as well as the favored and unfavored Collins function first moment
from the JAM20 global analysis [13] (light red band) as well as a re-fit that includes EIC Collins effect pion production pseudo-data for a proton
beam only (cyan band) and for both proton and 3He beams together (blue band). (Bottom) Individual flavor tensor charges δu, δd as well as the
isovector charge gT for the same scenarios. Also shown are the results from two recent lattice QCD calculations [18, 20] (purple). All results are
at Q2 = 4 GeV2 with error bands at 1-σ CL.

with q being a quark flavor, and 〈k2
T 〉

q
h1

the transverse momentum width. Note that ~kT is the transverse momentum
of the struck quark. For hq

1(x) we only allow q = u, d and set explicit antiquark functions to zero. Even though an
important goal of the EIC will be to constrain the sea quark transversity PDFs, for the tensor charge their inclusion is
expected to have a small effect. Lattice QCD finds that contributions from disconnected diagrams to the tensor charge
are about two orders of magnitude smaller than connected diagrams [18, 20]. In addition, if one assumes a symmetric
sea, then antiquark contributions cancel when calculating gT , as one can see from Eq. (1). The Collins TMD FF is
parametrized as

H⊥h/q
1 (z, p2

T ) =
2z2M2

h

π
(
〈p2

T 〉
h/q
H⊥1

)2 H⊥(1)
1 h/q(z) exp

− p2
T

〈p2
T 〉

h/q
H⊥1

 , (3)

where z is the hadron momentum fraction, 〈p2
T 〉

h/q
H⊥1

is the transverse momentum width, and Mh is the produced hadron
mass. Note that ~pT is the transverse momentum of the produced hadron with respect to the fragmenting parton. We
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Figure 2: The average sensitivity coefficients
〈
S [Asin(φh+φS )

UT , hu−d
1 ]

〉
as defined in Eq. (5) for both proton (left) and 3He (right) beams for various

CM energies. The size of the symbols is proportional to the value of sensitivity coefficient.

allow for favored and unfavored Collins functions.
Our study was conducted using roughly 200 replicas from the JAM20 analysis as priors in a fit of all the data

in Table 1 (8740 total points). The results for the impact on the up and down transversity PDF h1(x) as well as the
Collins function first moment H⊥(1)

1 (z) are shown in the top panel of Fig. 1. One clearly sees a drastic reduction in the
transversity uncertainty band once EIC data is included compared to the original JAM20 results. Even the uncertainties
for the Collins function decrease noticeably in the smaller-z region. This will allow for a more stringent test of the
universality of the Collins function between SIDIS, electron-positron annihilation, and proton-proton collisions [74–
79]. We emphasize that the 3He data is crucial for a precise determination of the down quark transversity PDF and
for up and down flavor separation, enabling a higher decorrelation between δu and δd. Specifically, the Pearson
correlation coefficients were found to be

ρ[δu, δd] ≡
〈δu · δd〉 − 〈δu〉〈δd〉

∆(δu)∆(δd)
=


0.80 for JAM20 ,
0.87 for JAM20 + EIC(ep) ,
−0.48 for JAM20 + EIC(ep+e3He) ,

where 〈· · · 〉 is the average value over all replicas, and ∆(· · · ) is the uncertainty (standard deviation) of the calculated
tensor charge. (The correlation coefficient ρ can be in the range [−1, 1], where ρ = ±1 indicates 100% correlation (anti-
correlation) and ρ = 0 indicates zero correlation.) Moreover, the very well-constrained up and down h1(x) translate
into very precise calculations of δu, δd, and gT , as shown in the bottom panel of Fig. 1. We find all relative errors are
now . 2%: δu = 0.719(11), δd = −0.149(3), gT = 0.868(12). From the two lattice QCD calculations at the physical
point [18, 20] that are also included in that plot, we can conclude that EIC data will allow for phenomenological
extractions of the tensor charges to be as or more precise than current lattice results. Thus, the EIC will provide a
unique opportunity to explore the possible tension between these two approaches discussed in Ref. [10].

In order to better understand which kinematic regions are most important for a precise extraction of the tensor
charge gT to be possible (like we find in the bottom panel of Fig. 1), we calculate the sensitivity coefficients [80, 81]
S [Asin(φh+φS )

UT , hu−d
1 ] for the transversity isovector combination hu−d

1 ≡ (hu
1 − hd

1), generically defined as

S [O, f ] ≡
〈O · f 〉 − 〈O〉〈 f 〉

(∆O)EIC (∆ f )JAM20
, (4)

where (∆O)EIC is the EIC uncertainty for the observable O, and (∆ f )JAM20 is the JAM20 theoretical uncertainty for
the function f . The larger the sensitivity coefficient S , the larger the impact of the new data set on the observable. We
note that Asin(φh+φS )

UT is a function of (x,Q2, z, PhT ) while hu−d
1 is only a function of (x,Q2). Therefore, we define the
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Figure 3: (Left) Plot of the truncated integral (as defined in Eq. (6)) g[xmin]
T vs. xmin for the JAM20 global analysis [13] (light red band) as well as

a re-fit that includes Collins effect pion production pseudo-data (proton and 3He together) from SoLID (green band) and for the EIC (blue band).
The plot also contains two recent lattice QCD calculations [18, 20]. Note that these lattice data points are for the full gT integral (i.e., xmin = 0) and
have been offset for clarity. Also shown is the ratio ∆/∆JAM20 of the uncertainty in g[xmin]

T for the re-fit that includes pseudo-data from SoLID (green
squares) and for the one that includes pseudo-data from the EIC (blue circles) to that of the original JAM20 fit [13]. That is, ∆ in the numerator is
either ∆JAM20+SoLID (for the case of the green squares) or ∆JAM20+EIC (for the case of the blue circles). (Right) Individual flavor tensor charges δu,
δd as well as the isovector charge gT for the same scenarios. All results are at Q2 = 4 GeV2 with error bands at 1-σ CL.

following average sensitivity coefficient for each (x,Q2) bin:〈
S [Asin(φh+φS )

UT , hu−d
1 ]

〉
≡

1
Nbin

∑
i

∣∣∣∣Si[A
sin(φh+φS )
UT , hu−d

1 ]
∣∣∣∣ , (5)

where the sum runs over all points Nbin in a given (x,Q2) bin, including all (z, PhT ) points in that bin for both π+

and π− final states. The results for
〈
S [Asin(φh+φS )

UT , hu−d
1 ]

〉
are shown in Fig. 2 for various CM energies for both proton

and 3He beams. We find that the small-x, small-Q2 region has the most impact on hu−d
1 and, consequently, gT . This

is reasonable given that current SIDIS data sits at x & 0.02 and lower-Q2 data better constrain the non-perturbative
features of TMDs. For the proton beam in the left panel of Fig. 2, the highest CM energy (

√
S = 141 GeV) is the

most important in this respect, although the lower CM energies still offer important coverage in this region with some
sizable sensitivity coefficients. We clearly see again in the right panel of Fig. 2 the importance of the 3He program at
the EIC for the extraction of the tensor charge. All CM energies in that case give sizable sensitivity coefficients up
to x . 0.02. Even though the large-x, large-Q2 region in Fig. 2 shows small sensitivity coefficients, we emphasize
the importance of the tremendous Q2 lever arm of the EIC to help constrain TMD evolution and study the interplay
between TMD and collinear approaches.

In addition, we analyze the impact of pseudo-data from the proposed SoLID experiment at JLab [67], since it will
potentially offer the tightest constraints in the large-x region [66], and compare the results to the EIC case. SoLID will
cover a region of 0.05 . x . 0.65 and 1 . Q2 . 8 GeV2. After the JAM20 data cuts, our study included 526 points
for e + p↑ → e + π± + X (311 for π+ and 215 for π−) and 696 points for e +3He↑ → e + π± + X (412 for π+ and 284 for
π−). The SoLID experiment will use both 8.8 GeV and 11 GeV electron beams (CM energy of

√
S = 4.17 GeV and√

S = 4.64 GeV, respectively) for both proton (NH3) and 3He targets. Using the tentatively approved running times
for both energies and targets, the accumulated luminosities will far exceed the EIC luminosities [67]. Both EIC and
SoLID will be systematics limited in most of their covered kinematic ranges.

In the left panel of Fig. 3, we present g[xmin]
T vs. xmin, where g[xmin]

T is the following truncated integral:

g[xmin]
T ≡

∫ 1

xmin

dx
[
(hu

1(x) − hū
1(x)) − (hd

1(x) − hd̄
1(x))

]
. (6)
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From this quantity, we see that the current JAM20 result only constrains the tensor charge down to x ∼ 0.1, which
accounts for about 75% of the total gT . Thus, one clearly needs the small-x data at the EIC to fully and precisely
determine gT , as Fig. 3 highlights. Also shown is the reduction in the error of this quantity from the baseline fit of
JAM20. The SoLID experiment does give a significant decrease in the error band as well. With SoLID, one can
expect the uncertainty to reduce to 30% of the current JAM20 uncertainty whereas with the EIC the uncertainty will
go down to 10% of JAM20. One also notices that g[xmin]

T begins to saturate around x ∼ 0.01, suggesting that very
little tensor charge exists at small x. This observation is consistent with the calculation in Ref. [62] of the small-x
asymptotic behavior of the valence transversity TMD PDF. In the right panel of Fig. 3, we see a comparison between
SoLID and the EIC for δu, δd, and the full gT . From this plot, we can conclude that SoLID data will also allow for
phenomenological extractions of the tensor charges to have similar precision as current lattice results, with relative
errors of . 7%: δu = 0.72(3), δd = −0.150(10), gT = 0.87(4). In addition, SoLID will offer needed complementary
measurements to the EIC in order to test that a consistent picture emerges across multiple experiments on the extracted
value of the tensor charge. Only when a bulk of experiments give consistent central values for quantities of interest,
like the tensor charge, can one claim to have accurate results.

4. Conclusion

In this letter, we have studied the impact on the tensor charge from EIC pseudo-data of the SIDIS Collins effect
using the results of the JAM20 global analysis of SSAs [13]. Both transversely polarized proton and 3He beams are
considered across multiple CM energies for charged pions in the final state. We find that the EIC will drastically
reduce the uncertainty in both the individual flavor tensor charges δu, δd as well as their isovector combination gT .
The 3He data is especially crucial for a precise determination of the down quark transversity TMD PDF and for up
and down flavor separation. Consequently, the EIC will allow for phenomenological extractions of the tensor charges
to be as or more precise than current lattice QCD calculations. This will ultimately show whether a tension exists
between experimental and lattice data. In addition, we performed the same study on SoLID pseudo-data of the SIDIS
Collins effect and found that the proposed experiment at Jefferson Lab will also significantly decrease the uncertainty
in the tensor charge. Given that the tensor charge is a fundamental charge of the nucleon and connected to searches
for BSM physics [14–16], future precision measurements from the EIC and Jefferson Lab sensitive to the transversity
PDF are of utmost importance and necessary to see if a consistent picture emerges for the value of the tensor charge.

Acknowledgments

This work has been supported by the NSF under Grants No. PHY-1945471 (Z.K.), No. PHY-2011763 (D.P.),
No. PHY-2012002 (A.P.), the U.S. Department of Energy, under contracts No. DE-FG02-07ER41460 (L.G.), No. DE-
AC05-06OR23177 (A.P., N.S.) under which Jefferson Science Associates, LLC, manages and operates Jefferson Lab,
and within the framework of the TMD Topical Collaboration. The work of N.S. was supported by the DOE, Office of
Science, Office of Nuclear Physics in the Early Career Program. D.P. would like to thank Haiyan Gao and Tianbo Liu
for useful discussions about the SoLID pseudo-data.

References

[1] J. P. Ralston and D. E. Soper, Nucl. Phys. B152, 109 (1979).
[2] R. L. Jaffe and X.-D. Ji, Phys. Rev. Lett. 67, 552 (1991).
[3] R. L. Jaffe and X.-D. Ji, Nucl. Phys. B375, 527 (1992).
[4] J. L. Cortes, B. Pire, and J. P. Ralston, Z. Phys. C55, 409 (1992).
[5] L. P. Gamberg and G. R. Goldstein, Phys. Rev. Lett. 87, 242001 (2001), hep-ph/0107176.
[6] M. Anselmino et al., Phys. Rev. D87, 094019 (2013), 1303.3822.
[7] G. R. Goldstein, J. O. Gonzalez Hernandez, and S. Liuti, (2014), 1401.0438.
[8] M. Radici, A. Courtoy, A. Bacchetta, and M. Guagnelli, JHEP 05, 123 (2015), 1503.03495.
[9] Z.-B. Kang, A. Prokudin, P. Sun, and F. Yuan, Phys. Rev. D93, 014009 (2016), 1505.05589.

[10] M. Radici and A. Bacchetta, Phys. Rev. Lett. 120, 192001 (2018), 1802.05212.
[11] J. Benel, A. Courtoy, and R. Ferro-Hernandez, (2019), 1912.03289.
[12] U. D’Alesio, C. Flore, and A. Prokudin, (2020), 2001.01573.
[13] J. Cammarota et al., Phys. Rev. D 102, 054002 (2020), 2002.08384.

7
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