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ABSTRACT

Isospin dependence of Nucleon-Nucleon Short-range Correlations in

Inclusive Scattering with Tritium and Helium-3

by

Shujie Li
University of New Hampshire

The nucleon-nucleon (NN) potential has a strong repulsive core. When a two-nucleon

(sub)system falls into this range, they will interact strongly at short distance, and move

away from each other with momenta above the Fermi level. This is called the NN Short-

range Correlations (SRCs). Previous experiments reported a neutron-proton pair (isos-

inglet) dominance in high-momentum nucleons. In inclusive electron scattering, this np

dominance will cause a scaling behavior of cross sections at 1.4 < xbj = Q2/2mω < 2

where the high-momentum nucleons dominate. At Jefferson Lab Hall A we checked this

hypothesis with electron Quasi-elastic (QE) scattering on A=3 nuclei systems. Our unique

gas cell design made electron-tritium scattering possible for the first time in a decade. The

2H, 3H, and 3He inclusive cross sections at 1 < xbj < 3 were measured in two experiments

(E12-11-112 and E12-14-011) with a wide Q2 range (0.4 < Q2 < 3 GeV2). This thesis dis-

cusses the physics goals, experiment setup, and data analysis of the E12-11-112 experiment.

Ratios of 3H/2H, 3He/2H and 3H/3He as well as absolute cross sections are presented at

0.4 < Q2 < 1.8 GeV2. NN SRC plateaus are observed in the cross section ratios at high

Q2. The 3H/3He ratio of 0.84±0.01 at NN SRC dominant kinematics indicates a np to pp

SRC pair ratio of 2.2±0.2 in A=3 nuclei. That implies a preference in T = 0 isospin singlet

configuration. No plateaus are observed at xbj > 2.

xxv



Chapter 1

Introduction

1.1 Overview

In 1911, Ernst Rutherford discovered the small dense and positively charged nucleus inside

the atom by scattering α particles off thin gold foils. Later experiments revealed that the

nucleus consists of positively-charged protons and charge-neutral neutrons with almost the

same mass. Werner Heisenberg and other scientists applied the new formality of quantum

mechanics to explain the nucleus as a collection of almost identical nucleons (protons and

neutrons) bond by the strong nuclear force at short distance. Though the origin of such a

nuclear force was not known, the system of nucleons could be described with many-body

Schrödinger equations as wave functions that are subject to inter-nucleon potentials. This

framework is still the base of nuclear physics today. After the discovery of quarks in the

1970s, Quantum-chromo-dynamics (QCD) was developed to describe the strong interaction

of quarks and gluons inside the nucleons, and people began to study how nuclear forces

emerged from quark-level interactions.

The phenomenological free nucleon-nucleon (NN) potential is weakly attractive at long

distances, strongly attractive at intermediate distances, and has a hard repulsive core.

The attractive force at long-to-intermediate distances is responsible for the nuclear bound

state. And the repulsive core prevents a nucleus from collapsing. In low energy nuclear

1
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physics, the nucleon interactions are usually described by the exchange of mesons, which

is fairly successful in explaining interactions at low momentum transfer and matches the

QCD approach qualitatively. However, it could not describe nucleon interactions at short

distance where the pion-nucleon distance is comparable to the nucleon size of ∼ 0.8 fm. The

meson exchange models are also not in agreement with some basic QCD predictions [1].

Early calculations showed that the nucleon-nucleon interaction at short distance plays an

important role in generating the high momentum component in the nucleon momentum

distribution [2]. Probabilities of finding nucleons above the Fermi level is as large as 35% in

medium and heavier nuclei [3]. Those high momentum nucleons can be identified through

A(e,e′)X experiments. It has been shown in exclusive scattering experiments that a high

momentum nucleon knocked out from the nucleus is always observed in coincidence with

another high momentum nucleon emitted with an almost opposite initial momentum. Those

correlated nucleons are dominated by proton-neutron pairs [4]. This indicates a strong

isospin preference in the nucleon-nucleon short-range correlations (NN SRCs) due to the

presence of the tensor force in the isospin singlet state.

The experiment E12-11-112 at Jefferson Lab (JLAB) is designed to investigate the isospin

dependence of NN SRCs in inclusive electron scattering. Cross sections from mirror nuclei

3H and 3He were measured at 0.7 < xbj = Q2/2mω < 3 (See Sec. 1.3.1). In the range of

1.4 < xbj < 2, the scaling behavior from NN SRCs leads to an asymptotic plateau in the

3H to 3He cross section ratio. In other words, the ratio goes to a constant value. A precise

measurement of the plateau height would reveal the isospin preference in the A=3 nuclei

system. The xbj > 2 cross section ratios are expected to provide information on momentum

sharing configurations in the possible 3N SRCs.
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1.2 Nuclear Structure

1.2.1 Independent Particle Shell Model (IPSM)

Assuming that nucleons are structure-less particles, the dynamics of a nuclear system with

A nucleons could be described by the non-relativistic schrödinger equation:

[∑
i

− h̄2

2MN
∇2
i +

∑
i<j

v2(xi,xj) +
∑
i<j<k

v3(xi,xj ,xk) + ...
]
ΨA = EAΨA (1.1)

where ΨA(x1,x2, ...) is the nuclear wave function and v2(3) is the two (three)-nucleon po-

tential. Knowledge of the Hamiltonian and analytical or numerical solvers are required to

understand this nuclear system. The Quantum Monte-Carlo calculations (QMC) of light

nuclei and nuclear matter is possible with realistic nuclear Hamiltonians that fit nucleon-

nucleon scattering data [5]. For heavy nuclei, a classic recipe is provided by the mean field

theory, which assumes that nucleons move independently in a summed potential U(x) of all

nucleon interactions. With this zeroth-order approximation, Eq. 1.1 reduces to

[
− h̄2

2MN
∇2
i + U(xi)

]
φα(xi) = Eαφα(xi), (1.2)

where φα is the single particle wave function, and Eα is the energy in a given state charac-

terized by the angular momentum, parity, and isospin. States with similar energies form a

shell. Nucleons fill shells from the lowest energy up to the Fermi level (kF ≈ 250 MeV). An

illustrative picture of the shell model is shown in Fig. 1-1.

The shell model provides complete information on the momentum distribution and number

of protons or neutrons in each orbit (so-called occupation number). In order to compare

those quantities to experimental data, the spectral function is introduced.
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Figure 1-1: The lowest two energy shells in nuclei with odd mass number, Fig.17.6 from [6].

In Quasi-elastic (QE) electron scattering, the incident electron with four-momentum (E1,

k1) interacts with a single nucleon within the target nucleus, and knocks that nucleon out of

the nuclear system. The four-momenta of the scattered electron (E2, k2) and the knocked-

off nucleon (E3 =
√

p2
X +M2

NX , pX) can be detected coincidentally in experiment. The

subscript X indicates that the state of that knockout particle is unknown. The scattering

diagram with plane wave impulse approximation (PWIA) is shown in Fig. 1-2. Assuming

no multi-step processes occur, the initial momentum p and the removal energy Em of the

struck nucleon are:

p = pX − q, (1.3)

Em = M?
A−1 +MN −MA, (1.4)

where the three-vector momentum transfer q = k1 − k2. MN and M?
A−1 are the mass for

the nucleon, and the excited residual nucleus respectively.

The spectral function
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Figure 1-2: PWIA diagram of QE electron scattering off a nucleus A.

S(k, Em) =
∑
α

|φα|2δ(Em − Eα) (1.5)

denotes the probability of finding a nucleon with momentum k and removal energy Em in

the nucleus. Experimentally it can be deduced from the cross section data with the plane

wave impulse approximation (PWIA) by using:

d6σ

dpXdE′
= KσepS(k, Em), (1.6)

where K is a kinematic factor obtained from the experiment, and σep is a model-dependent

electron-proton cross section.

In IPSM, The nucleon momentum distribution at orbit α is S(k, Eα). The occupation

number for a closed orbit is 2j + 1 where j is the total angular momentum, that is, the
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chance of finding a nucleon with removal energy Eα from that orbit is

∫
S(k, Em = Eα)dk = 2j + 1. (1.7)

In other words, the spectroscopic strength
∫
S(k,Eα)dk

2j+1 = 1.

In the 1980s, a series of high precision single-nucleon knockout experiments were performed

Figure 1-3: Momentum distributions from the (e,e′p) measurement of the valence shell
(upper marks) and the next deeper shell (lower marks). Curves from Continuum Distorted
Wave Impulse Approximation (CDWIA) calculations with Woods-Saxon bound-state wave
functions are scaled to fit the data. Figure taken from [3].

at NIKHEF-K with a 500-MeV electron beam [3]. Fig. 1-3 shows the measured momentum

distribution in valence shells (the outermost shell just below Fermi level) and the next-deeper
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shells from several closed-shell nuclei. The shapes of the nucleon momentum distribution

in a given orbit predicted by the mean field theory match the experimental data well up to

the Fermi momentum kF ≈ 250 MeV/c. However, results from the same experiment (see

Fig. 1-4) also show that the spectroscopic strengths from various nuclei were between 0.6

to 0.7 in valence orbits. Non-zero strength for states just above the Fermi level were also

observed [3].

Although this less-than-one spectroscopic strength contradicts the mean field theory pre-

diction, it is actually in line with the nuclear matter calculations which use a realistic

nucleon-nucleon interaction model that includes short-range and tensor correlations [3].

Later calculation of the nucleus momentum distribution

nA(k) =
∑
α

S(k, Eα). (1.8)

shows that the nucleon-nucleon (NN) correlated pair with a very high relative momentum

and a low total momentum is essential to produce the high-momentum and high removal

energy part of the spectral function (See Fig. 1-5).

1.2.2 NN Interactions

The IPSM assumes no correlations between nucleon wave functions. But the realistic nu-

cleon wave functions are overlapping. In the simplest configuration, two free nucleons

interact with each other and generate a potential. Decades of approaches have been made

to obtain the realistic NN potential (see Fig. 1-6). For example, the widely used Argonne

v18 (AV18) parameterization [9] includes the electromagnetic force and pion exchange at

long to intermediate range, and a charge-independent hard repulsive core from the direct

fit of NN scattering experimental data. The one-pion exchange model, which successfully
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Figure 1-4: Spectroscopic strength for valence orbitals (left) and for states just above the
Fermi level (right) as measured at NIKHEF-K [3].

describes the NN interaction at long distance (r > 2 fm), has a tensor contribution

S12 = 2[3
(~S ·~r)2

r2
− ~S2] (1.9)

where ~S is the total spin. The Pauli exclusion principle requires the wave function of a two-

nucleon system to be anti-symmetric, that is, the sum of total orbital angular momentum

L, total spin S, and total isospin T should be an odd number. As L = 0, 2, the possible

two-nucleon configurations are:

• S = 1, T = 0: Deuteron-like np pair,

• S = 0, T = 1: nn, np, pp pairs.

As shown in Fig. 1-7, this tensor term yields an attractive force with the spin S = 0, isospin

T = 1, orbital angular momentum L = 0 configuration which is responsible for the deuteron

bound state. As a result, the proton and neutron are more likely to pair up in short-range

than pp or nn. Calculation shows that in the tensor-dominant and D-wave dominant region

(1.5 fm−1 ≤ q ≤3 fm−1), the density of np pairs is much larger than that of pp pairs as
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Figure 1-5: Nucleon momentum distributions from experimental data (symbols), shell model
calculation (dotted line), and calculation including short-range correlation (solid line) [2].
1 fm−1 ≈ 200 MeV/c.
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Figure 1-6: Three examples of modern NN potentials in the 1S0 (spin singlet and s-wave)
channel: CD-Bonn [7], Reid93 [8], and AV18 [9]. Figure taken from [10].

Figure 1-7: The NN potential calculated from AV18 [11].
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shown in Fig. 1-8 [12].

Calculations with NN potentials alone cannot reproduce the binding energies of nuclei. They

Figure 1-8: The momentum distributions of np (lines) and pp (symbols) pairs with relative
momentum q and total momentum Q = 0 [12].

are usually combined with some three-nucleon (3N) potentials such as the Urbana X (UX)

potential [13]. One restriction of the empirical NN potential fitting is that the short-range

interaction terms are not sensitive to the NN scattering data at low momentum transfer.

In recent years Chiral Effective Field Theory Calculations of up to next-to- next-to-next-

to-leading order (N3LO) are developed to describe the NN interaction at short distance.

However these calculations have not been able to match the experimental data (see Ref.[14]).
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1.3 Short-range Correlations in Nuclei

1.3.1 Scaling variables for QE scattering

y scaling

In the PWIA, the one-nucleon knockout cross section in a nucleus A can be written as the

integral of electron-nucleon cross sections over phase space:

d2σ(q, ω)

dωdΩ
=

A∑
N=1

∫
dEm

∫
d3pS(p,Em)σeNδ(ω +MA − E3 −M∗A−1) (1.10)

= 2π
∑
N

∫
dEm

∫
dp pS(p,Em)σ̂eN |

∂ω

k∂ cosα
|−1 (1.11)

where ω = E1−E2 is the electron energy transfer, Ω is the solid angle. cosα = (q ·p)/(|q||p|).

σ̂eN (q, ω, p, Em) is the elastic cross section of an electron scattered off an off-shell nucleon,

and

∂ω

p∂ cosα
=

q

(M2 + q2 + p2 + 2pq cosα)1/2
.

In the limit of high momentum transfer where the excitation energy and the transverse

nucleon momentum p⊥is negligible, equation 1.11 can be factorized as:

d2σ(q, ω)

dωdΩ
= (Zσ̂ep(q, ω, pmin, Emin) +Nσ̂en(q, ω, pmin, Emin))| dω

k∂ cosα
|−1F (q, ω) (1.12)

where the nuclear structure function

F (q, ω) = 2π
∑
N

∫
dEm

∫
dp pS(p,Em) (1.13)
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Now introduce the scaling variable that satisfies:

ω +MA =
√
M2 + (q + y)2 +

√
M2
A−1 + y2, (1.14)

we have

F (y) = 2π
∑
N

∫ ∞
Emin

dEm

∫ ∞
|y−(Em−Emin)|

dp pS(p,Em) (1.15)

=
σ

(Zσ̂ep +Nσ̂en)

q

(M2 + q2 + p2 + 2py)1/2
. (1.16)

Note that y is very similar but should not be confused with p‖ [15]. Fig. 1-9 shows the

extracted F (y) from JLAB and SLAC data, with the peak centered at y = 0 corresponds to

QE scattering. At the high momentum transfer side of the peak (y < 0, xbj > 1), datasets

from different Q2 show the same scaling behavior.

Figure 1-9: F (y) extracted from 3He cross sections. Data are taken from SLAC and JLAB.
The inset shows F (y) at 0.7 > y > 1.1 which corresponds to the region of interest for
3N-SRCs. For purely QE scattering F (y) is symmetric about y = 0. Data on the right side
of the peak show deviations due to inelastic contributions. Figure taken from [16].
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Bjorken x Scaling

The inclusive QE electron scattering cross section can be written as a function of the

scattered electron momentum E′ and scattering angle θ

d2σ

dE′dθ
= σMott

[
WA

2 (E′, θ) + 2 tan2 θ

2
WA

1 (E′, θ)
]

(1.17)

with the Mott cross section σMott = α2 cos2(θ/2)/4E2sin4(θ/2) and nuclear response func-

tions W1,W2. Here Q2 = −(pX −p)2 is the squared four-momentum transfer. A schematic

drawing of the shape of total electron cross section as a function of ω is shown in Fig. 1-10.

For convenience we often rewrite Eq. 1.17 in terms of Q2 and xbj , where the Bjorken variable

Figure 1-10: Schematic drawing of (e,e′) total cross section as a function of energy transfer.
With fixed beam energy xbj decreases with ω. ω = Q2/2m is the QE peak. Figure taken
from [17].

xbj = Q2

2MNω
is a popular scaling factor in the deep inelastic scattering study. In the infinite

momentum frame, xbj represents the fraction of momentum carried by the parton that in-

teracts with the electron in a nucleon. The invariant mass of that nucleon after scattering

is W 2c2 = (p + q)2 = M2
Nc

2 + 2MNω − Q2. In the limit of QE scattering, W 2 = M2
N so

that xbj = Q2

2MNω
= 1.
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1.3.2 Isospin dependence in NN SRCs

Triple-coincidence experiments

When two nucleons interact at short distance (r < 1 fm), the repulsive core of the NN

potential pushes them away from each other. In this instance those two nucleons have high

relative momentum (back-to-back) above the Fermi level, but as a pair it has small central

momentum and remains in ground state. As shown in Fig. 1-11, when a high momentum

electron is scattered off a nucleon in the SRC pair, it not only knocks out the struck nu-

cleon, but also free the paired nucleon. Signatures of such an event include high initial

momentum of the scattered nucleon (|p| > kF ) and a coincident detection of two nucleons

with the scattered electron.

The scattered electron, the knocked-off nucleon and its correlated partner could be

Figure 1-11: Feynman diagram of electron scattering on the SRC pair. Figure 17 from [18].



16

Figure 1-12: Illustratiion of C12 (e,e′pN) reaction. [4]

Figure 1-13: nn, np, and pp pair fractions in 12C from JLAB E01-015 experiment [4].
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Figure 1-14: the angle between the initial momentum of the scattered proton and the
observed momentum of its paired neutron pn as a function of the neutron momentum.
Markers indicate data with different beam energies.

detected simultaneously in a triple-coincidence experiment(see Fig. 1-12). Measurements

from the E01-015 experiment at JLAB observed that among events with reconstructed high

momentum protons, there was almost always a correlated nucleon. 90% of the time the

correlated pairs were np pairs, and the rest were proton-proton (pp) or neutron-neutron

(nn) pairs (see Fig. 1-13). The experiment is a follow-up to the 12C(p,p′pn)X experiment

at Brookhaven National Lab [19] which demonstrated a strong back-to-back directional cor-

relation between the initial momentum of the scattered proton and the observed momentum

of its paired neutron above Fermi level (see Figure 1-14).

Though suffering from low statistics, the observed dominance of high momentum np pair

with back-to-back momentum in those triple-coincidence experiments provided strong ev-

idences of the dominance of the tensor forces in NN SRCs. It cannot be explained by

competing processes such as nucleon Final State Interactions (FSI) and Meson Exchange
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Currents (MEC) which cannot have strong isospin preference.

Inclusive Experiments

Given that the high momentum nucleons are mostly from the np SRC pairs, they should

in principle behave in the same way in all nuclei. This explains the universal shape of high

momentum tails from various targets as seen in Fig. 1-5. It also suggests that for an inclusive

measurement at the NN SRC dominant kinematics, the per-nucleon cross section ratio of a

target nucleus with A nucleons relative to that of 2H should be the same up to a constant:

σA/σ2H ≈ a2(A), where the ratio a2(A) is the relative probability of finding np pairs in the

nucleus A to the deuteron. For example, the carbon to deuteron plateau height is ∼ 5 in

Fig. 1-16. Given that there are ∼ 4% of high momentum nucleons in deuteron [18], the

probability of finding high momentum nucleons in carbon is 4%× 5 = 20%. Note that for

heavy nuclei the motion of pairs can enhance this ratio [20]. Fig. 1-15 shows the minimum

initial momentum of the struck nucleon with respect to xbj at fixed Q2. According to this

calculation, the high momentum nucleons could be detected at xbj < 0.5 or xbj > 1.4.

The former is dominated by the inelastic scattering contribution. On the other hand,

the one-nucleon knockout cross section at xbj > 1 falls off rapidly, so in the region of

1.4 < xbj < 2 the cross section from electron scattering on SRC pairs are significant. The

final state interaction (FSI), meson exchange current (MEC) and intermediate resonances

could obscure the SRC measurement. Generally, maintaining high Q2 and low energy

transfer would suppress those competing processes. Note that FSI is still significant even

with high Q2, but the effect is believed to be limited within the SRC pair [2]. The impact

of FSI will be mostly cancelled when taking the ratio of inclusive QE cross sections.

The cross section ratios σA/σ2H from JLAB E02-019 Experiment clearly show plateaus (see
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Fig. 1-16) at 1.4 < xbj < 1.8. This scaling behavior provides a direct link to the isospin

configurations of SRC from inclusive cross section ratios. a2(A) can be calculated from the

height of the plateau with corrections for inelastic processes and momentum smearing.

Figure 1-15: The relation between pmin and xbj in electron scattering from 2H (left) and
Au (right) at Q2 = 0.5, 1.5, 3, and 10 GeV/c2. pmin is the minimum parallel momentum
of the initial nucleon. Red lines indicate the Fermi momentum. Figure taken from [18].

1.4 The E12-11-112 Experiment

1.4.1 Physics Goals

The E12-11-112 experiment at Hall A, Jefferson Lab is designed to precisely determine

the isospin dependence at NN and 3N SRCs region in A(e,e′)X scattering with deuterium

(2H), tritium (3H) and helium-3 (3He) targets. The kinematics covers 0.7 < xbj < 3 and

0.4< Q2 < 3 GeV2. The A=3 mirror nuclei tritium (1 proton and 2 neutrons) and helium-

3 (2 protons and 1 neutron) is the simplest many body system for ab-initio calculations
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Figure 1-16: The per-nucleon cross section ratios of various nuclei to deuterium from JLAB
E02-019 experiment [20]. In general the ratios are flat between 1.4 < xbj < 1.8 in light
nuclei. In heavy nuclei the smearing of the central momentum of the SRC pair is more
complicated such that a direct observation of plateau is difficult, But a2(A) can still be
extracted from the cross section ratio to provide information on the isospin dependence.
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including FSI and MEC effects. It allows all NN configurations with maximized isospin

asymmetry, and also provides a chance to study the two most possible and naturally-

occurred 3N SRC configurations.

Probe Isospin Dependence in NN SRCs

The primary physics goal of this experiment is to study the isospin dependence in NN SRCs.

The major part of production data were taken with 4.3 GeV electron beam at a scattering

angle of 17 degrees, which correspond to an average Q2=1.4 GeV2/c2 at 1.4 < xbj < 2. This

Q2 is large enough to probe nucleons above Fermi momentum and to suppress competing

processes, but not too large to kill the QE cross section which drops faster than 1/Q4.

Similar to previous inclusive SRC experiments, the 3H/2H, and 3He/2H per-nucleon ratios

are expected to be flat in the NN SRC dominant region (1.4 < xbj < 2) so that a2(A = 3)

can be calculated from the height of the plateau. Moreover, taking the ratios of tritium and

helium-3 cross sections from the same experiment and kinematics would provide a direct

comparison of the NN SRC configurations in tritium and helium-3. Tritium and helium-3

have similar binding energy hence nuclear smearing effect. Other competing processes such

as FSI and MEC would be very similar for those two nuclei if not already suppressed by

the kinematics. Therefore the 3H to 3He raw cross section ratio at 1.4 < xbj < 2 can be

seen as the direct ratio of the NN SRC contributions from two nuclei. Most systematical

uncertainties would be cancelled in the cross section ratio so that the result could achieve

high precision.

If simply counting the possible neutron and proton combinations in the nucleus, 3He (two

np pair and one pp pair) and 3H (two np pair and one nn pair) have the same probability to

form np pairs. If the 2N SRCs are strongly isospin-dependent, i.e., np pairs are dominant as



22

shown in triple-coincidence experiments, their cross section ratios in the 2N plateau region

(1.4 < xbj < 2) will be

σ3H

σ3He
=
σnp + σn
σnp + σp

≈ σnp
σnp

= 1. (1.18)

If there is indeed no isospin-preference, the cross section ratio should be

σ3H

σ3He
=

2σn + σp
σn + 2σp

≈ 0.7 to 0.75 (1.19)

with σp/σn ≈ 2.5 to 3 in our kinematic range. The measured 3H/2He cross section ratios

are expected to sit in between this two limits with 2% level total uncertainty. This would

provide precise information on fractions of np and pp SRC pairs in the A=3 system.

Check the Q2 dependence in NN SRCs

From Fig. 1-15 we can see that the onset of NN SRC plateau between 1 < xbj < 2 depends

on Q2. If Q2 is too small, the inclusive electron scattering has lost its sensitivity to high

momentum nucleons. This matches the experiment observation as shown in Fig. 1-17. With

the wide Q2 range in this experiment, we can make a similar measurement of this transition.

Because the deviation from scaling at low Q2 comes from effects such as FSI and MEC, we

would expect their impact to be smaller in the ratio of two very similar nuclei (tritium and

helium-3) than in the heavier nuclei to deuteron ratio. Data in the transition region could

be used to test the limit of theory models. The final Q2 cut for the NN SRC ratio study

should be chosen such that the shape and height of the plateau are independent of Q2.
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Figure 1-17: The 4He to 2H cross section ratio with respect to xbj at Q2=0.9-2.3
GeV2/c2 [21]. The vertical dashed line on each panel correspond to a final state that
is 50 MeV greater than the deuteron rest mass. Data were taken at SLAC [22].

Explore the possible 3N SRCs

Tritium and helium-3 are stable A=3 systems in nature. They are the best place to find the

possible 3N SRC configurations such as 3H-like or 3He-like clusters. Similar to NN SRCs,

the 3N SRC contributions to inclusive cross sections are expected to be significant in the

2 < xbj < 3 region. Good evidence for 3N SRCs would be a σA/σ3 plateau. Without a

tritium target, previous experiments took ratios of heavy nuclei to 3He to search for 3N

SRC plateau. Results from different experiments show large discrepancies (see Fig. 1-18).

Our experiment would allow a similar cross section ratio analysis with precise 3He, 3H

cross section data and their iso-scalared average ((σ3He + σ3H)/2). Also, the absolute cross

sections at xbj > 2 could be used to calculate the nucleon momentum distribution at k >600

MeV/c.
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Should a plateau be observed, the ratio σ3H/σ3He would cast light on the 3N SRCs isospin

structure. Two possible 3N configurations are shown in Fig. 1-19.In case (a) the struck

nucleon 3 has greater momentum. If the 3N structure is isospin-insensitive, the ratio depends

on the nucleon and proton numbers, which yields
2σn+σp
σn+2σp

≈ 0.7. If the nucleon 3 tends

to be the single nucleon, the ratio σ3H/σ3He ≈ σp/σn ≈ 3. If nucleon 3 is one of the

doubly-occurring nucleons instead, then the ratio becomes σn/σp ≈ 0.35. In case (b) the

configuration is symmetric and not sensitive to isospin, so the ratio will again ≈ 0.7 [23]. To

summarize, the cross section ratio will be close to 0.7 if 3N SRCs are isospin-independent.

Figure 1-18: Cross section ratios of heavy nuclei over helium-3 from previous inclusive
measurements. Results are inconsistent at xbj > 2. [11]
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Figure 1-19: Illustration of two extreme case of possible 3N SRCs configurations. [23]

1.4.2 Connections to Other Experiments

E08-14 experiment

The JLAB experiment E08-14 measured the inclusive cross sections of 2H, 3He, 4He, 12C,

40Ca and 48Ca at Q2 = 0.8−2.8 GeV/c2 at 1 < xbj < 3. Scaling behaviors at NN SRC region

were observed. No 3N SRCs plateau was seen in the A/3He ratios, which is inconsistent with

earlier measurements from CLAS (see Fig. 1-18). Recent reanalysis of CLAS data suggests

that the observed plateaus at xbj > 2 could be an analysis issue caused by the limited

momentum resolution of the CLAS detector [24]. The E08-14 experiment also extracted

NN SRC ratios of calcium isotopes 48Ca/40Ca (see Fig. 1-20). This result can help test the

hypothesis of np dominance by comparing the calcium isotopes of similar mass but with

different isospin structure [25].
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Figure 1-20: Per-nucleon cross section ratios of 48Ca/40Ca from experiment E08-14 [25].

Other Tritium Experiments at JLAB

This experiment was carried together with another four tritium-related measurements (E12-

14-009, E12-14-011, E12-10-103, E12-17-003). All experiments ran in 2018 in Hall A, Jef-

ferson Lab. Though the observables and configurations are very different, those tritium

experiments shared the same gas tritium target system and detector calibrations.

The E12-10-103 experiment (MARATHON) is trying to extract the structure function

Fn2 /F
p
2 ratio, eventually the d/u valence quark ratio from the tritium to helium-3 cross

section ratios in deep inelastic scattering [27]. The tritium (helium-3) to deuterium ratios

can also be used to study the A-dependence of EMC effect. The so-called EMC effect de-

scribes the deflation of per-nucleon cross section in heavy nuclei as compared to deuterium

at 0.3 < xbj < 0.7 as shown in Fig. 1-21. Both the slope of the EMC ratio and the height of

NN SRC plateau ratio increase with the nuclear mass. Some analysis suggested that those

two ratios are linearly correlated (see Fig. 1-22). The tritium (helium-3) to deuterium EMC
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Figure 1-21: Nuclei to deuterium per-nucleon cross section ratios. Figure taken from [26]

ratio from the MARATHON experiment and the a2(A = 3) discussed in this thesis could

be combined to provide more information on the relation between EMC and SRC.

The E12-14-011 experiment studies the tritium and helium-3 momentum distribution with

(e,e′p) scattering. It focuses on the high momentum tails (k > kFermi) generated by

SRC [28]. They also collected the inclusive cross section data at 1 < xbj < 2 which will be

discussed in the following sections.
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Figure 1-22: Top: Illustration of SRC and EMC ratios from [26]. Botom: A linear fit of
EMC ratio versus a2(A) from [29].



Chapter 2

Experiment Setup and Calibrations

2.1 E12-11-112 Overview

The Tritium program at Hall A, Jefferson Lab ran from December of 2017 to the end of

2018. On December 15 2018 the first beam was sent to the tritium target for a target den-

sity study, followed by the MARATHON experiment (E12-10-103) and the e′p experiment

(E12-14-011). This experiment (E12-11-112) started taking production data on May 2 2019.

During the first period, we collected 5 days of low Q2 data with 2.2 GeV beam. The second

run period started on September 26 2019. We took 33 days of high Q2 dat with 4.3 GeV

beam.

As shown in Table 2.1, a list of beam energy, spectrometer angle, and spectrometer mo-

mentum settings (hereafter referred as “kinematic settings” or simply “kinematics”) were

used to cover a wide range of xbj and Q2 range (see Fig. 2-1). Note that the Q2 value

in Table 2.1 is quoted at the QE peak. The actual Q2 at the NN SRC dominant region

would be slightly higher as shown in the plot. Two Hall A High Resolution Spectrometers

(HRS) were used to take inclusive electron scattering data independently. Targets including

hydrogen, deuterium, tritium, helium-3 gas in almost identical cells, and also thin carbon

and titanium foils. The Spring 2018 kinematics were optimized for the GnM measurements

at 0.5 < Q2 < 1 GeV2. At each HRS angle, multiple momentum settings were used to cover

29
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the full shape of QE peaks. Some low Q2 kinematics also have acceptance at the QE tails

(xbj > 1.4) and were used to study the Q2 dependence in NN SRCs. During the Fall 2018

run period, the Left HRS (LHRS) was parked at 17 degrees for dedicated SRC measure-

ments that covered from 1 < xbj < 3. These are our main physics kinematics to extract

the tritium to helium-3 cross section ratios at 2N SRC and 3N SRC region. In parellel with

the LHRS data-taking, the Right HRS (RHRS) was rotated from 24 degrees to 28 degrees

to continue the GnM measurements at larger Q2. We also took some opportunistic helium-3

and tritium elastic data at Q2 = 0.4 GeV2 for the nuclear charge form factor extraction,

and some DIS data with W 2 ∼ 3 GeV2 that could be combined with MARATHON data

for the R = σL/σT extraction.

This thesis focuses on the 2H, 3H, and 3He data from LHRS for the 2N SRC ratio analysis.

There are additional inclusive 2N SRC data with similar experiment configurations from

the e′p experiment as they collected data from LHRS single-arm trigger as well. Those

two kinematics (EP-PK and EP-SRC) are also included in the analysis. More information

about the e′p experiment can be found in [30].

2.2 Experiment site

The Thomas Jefferson National Accelerator Facility (Jefferson Lab) located in Newport

News, Virginia is a national laboratory created in 1984. Its scientific goal is to investigate

the nuclei and hadron structure with the unique Continuous Electron Beam Accelerator

Facility (CEBAF). As shown in Fig. 2-2, a continuous wave electron beam is injected into

the superconducting RF linear accelerators (LINAC) and accelerated to 1.1 GeV, bent by

2Kinematics EP-PK and EP-SRC from the coincidence experiment E12-14-011 were taken with the Left
HRS single-arm trigger.
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Kinematics Beam Energy (GeV) Angle Momentum Q2 xbj
Fall 2017
L15-E1 2.222 15.004 2.051 0.6 3
L15-E2 2.222 15.004 2.212 0.6 3
Spring 2018
L21-LS 2.222 21.778 1.839 0.6 1
L21-PK 2.222 21.778 1.896 0.6 1
L21-HS 2.222 21.778 1.972 0.6 1
L21-SRC 2.222 21.778 2.012 0.6 1-2

L24-LS 2.222 23.891 1.788 0.7 1-2
L24-PK 2.222 23.891 1.843 0.7 1-2
L24-HS 2.222 23.891 1.917 0.7 1-2

L25-LS 2.222 25.952 1.737 0.8 1
L25-HS 2.222 25.952 1.862 0.8 1
L25-PK 2.222 25.952 1.790 0.8 1

L28-LS 2.222 28.006 1.685 0.9 1
L28-PK 2.222 28.006 1.737 0.9 1
L28-HS 2.222 28.006 1.788 0.9 1

L30-LS 2.222 30.001 1.633 1 1
L30-PK 2.222 30.001 1.683 1 1
L30-HS 2.222 30.001 1.737 1 1
L30-SRC1 2.222 30.001 1.830 1 1-2
L30-SRC2 2.222 30.008 1.830 1 1-2

R42-LS 2.222 42.025 1.340 1.6 1
R42-PK 2.222 42.025 1.379 1.6 1
R42-HS 2.222 42.025 1.420 1.6 1
EP-PK1 4.325 17.802 3.543 1.5 1
EP-SRC2 4.325 20.881 3.543 1.9 1-2
Fall 2018
L17-PK 4.330 17.009 3.570 1.4 1
L17-HS 4.330 17.009 3.670 1.4 1
L17-SRC1 4.330 17.009 3.820 1.4 1-2
L17-SRC2 4.330 17.009 3.930 1.4 2-3

L17-E 1.168 17.009 1.128 0.4 3

R24-LS 4.330 24.016 3.000 2.3 1
R24-PK 4.330 24.016 3.100 2.3 1

R26-LS 4.330 26.003 2.900 2.6 1
R26-PK 4.330 26.003 3.000 2.6 1
R26-HS 4.330 26.003 3.100 2.6 1

R28-DIS1 4.330 28.004 1.580 1.6 0.3
R28-DIS2 4.330 28.004 1.710 1.7 0.35
R28-DIS3 4.330 28.004 1.910 1.9 0.43
R28-PK 4.330 28.004 2.700 3 1
R28-HS 4.330 28.004 2.975 3 1
R28-SRC 4.330 28.004 3.100 3 1-2

Table 2.1: List of kinematics. The first letter indicates L(eft) or R(ight) HRS. LS, PK,
HS stand for lower momentum side, peak, and higher momentum side of the QE peak.
Momentum in GeV/c, quoted Q2 in GeV 2/c2. Those settings can be categorized into DIS
region (x < 1), quasi-elastic region (x = 1), SRC region (1 < x < 3), and A=3 nuclei elastic
region (x = 3). The beam energy and spectrometer angle calibration will be discussed in
following sections.



32

Figure 2-1: Kinematics coverage of the E12-11-112 experiment.

a semi-circular arc with bending magnets to enter another LINAC, then accelerated and

bent. Each circle (pass) the beam energy increases by 2.2 GeV. After the 12 GeV upgrade

on 2015, CEBAF can now deliver up to 5 pass (10.5 GeV) beam to experimental Hall A,

B, and C, and (with additional half pass acceleration) 11.7 GeV to Hall D simultaneously

at a luminosity of 200 µA in total.

Among the four halls, Hall A is the largest in dimension. A schematic of Hall A side view

is shown in Fig. 2-3. It is the home for two high resolution spectrometers (HRS) with up

to 10−4 momentum resolution but small solid angle acceptance. This matches the precision

requirement for this experiment.
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Figure 2-2: Schematic of CEBAF after the 12 GeV upgrade. Figure 1 from [31].

Figure 2-3: Side view of Hall A. Figure 2 from [32].
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2.3 Hall A Beamline

The beam exits the accelerator after acceleration. Then it is deflected by an arc of eight

dipole magnets to enter the experimental Hall A (see Fig. 2-5). Then it goes through sev-

eral beamline instruments (e.g. beam position monitor, beam current monitor, raster...) to

hit the target chamber where the electron-nuclei scattering takes place. Depending on the

cross section of allowed processes, part of the incident electrons are scattered off the target,

collected by one of the two spectrometers, and transported to the detector hut by a series

of magnets. The rest of beam electrons continue to travel downstream to the beam dump.

Fig. 2-4 provides an overview of in-hall instruments during this experiment.

Figure 2-4: Schematic drawing of Hall A during E12-11-112 experiment. Adapted from [33].
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2.3.1 Arc and Beam Energy Measurement

The Machine Control Center (MCC) constantly monitors the beam energy in the the ac-

celerator. The actual beam energy delivered to the hall is calculated from the bending

angle (from position measured by SuperHarps on the entrance and exit of the arc) and the

magnetic field (see the “arc method” in [32]). It provides a correction factor on the MCC

reported beam energy, see Table 2.3.1 [34]. The actual beam energy is provided to the Hall

A analysis software (called “Analyzer”, see Sec. 3.1) for the vertex reconstruction.

Figure 2-5: Drawing of the arc section of the Hall A beam line from [35].
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Passes Correction Factor Beam Energy (MCC) Beam Energy (Hall A)

2 1.0025(5) 4318.5 MeV 4329.5 MeV

1 1.0016(5) 2218.5 MeV 2222.1 MeV

0.5 1.0025(5) 1168.5 MeV 1171.4 MeV

Table 2.2: Energy correction factors for different beam passes from [34].

2.3.2 Beam Current measurement

About 25 m upstream of the target chamber along the beamline, two Beam Current Mon-

itor(BCM) cavities and a Parametric Current Transformer (PCT) called UNSER [36] are

installed in a thermal-isolated box (see Fig. 2-6). Each BCM cavity (uptream and down-

stream) is tuned to the beam frequency (1497 MHz). Its responding signal, whose strength

is proportional to the beam current, goes through a down-converter and turns into a 10kHz

signal for accurate amplitude measurements [37]. The cavity signal after down-converter is

split and sent to one of the four receivers (three analog and one digital) where the amplitude

is converted into a voltage level. Then the DC signal goes through a Voltage-to-Frequency

converter, and eventually is recorded by a scaler in the detector hut. Since the analog

receiver has a limit range of linearity, three multiple modules with different gain settings

(x1, x3, or x10) are used in combination with the three analog receivers to fully cover the

beam current range from 2 µA to 100 µA. Within their linearity ranges, all receivers from

upstream and downstream cavities should provide consistent beam current values after cal-

ibration. A pair of digital receivers were installed and tested during the GpM experiment.

Each digital receiver has a linearity range of 1 µA to 100 µA.

The scaler rates from BCM cavities are linearly correlated with the beam current. To

determine the gain factor, BCM signals are calibrated against the absolute beam current

which is measured by UNSER[36]. Similar to BCM signals, the UNSER signal is recorded

by the scaler as a frequency proportional to the measured beam current. Its gain is stable
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Figure 2-6: Schematics of beam current instruments from Ref. [37].

and accurate to 0.1% [38], but the zero offset drifts over time and is sensity to temperature.

The first step of BCM calibration procedure is to calibrate UNSER against a known current

source. A series of currents (2, 5, ..., 30 µA) are sent to UNSER through the calibration

wire. A linear fit between the source current and the UNSER frequency were performed to

find its offset and gain (see Fig. 2-7).

IUNSER = offsetUNSER − gainUNSER · freqUNSER

Then instead of the wire current, a series of beams are delivered to the Hall. And another

linear fit between the UNSER measured current and the BCM frequency was used to decide

the BCM offsets and gains (see Fig. 2-8). In this analysis, we used the downstream digital

receiver signals (dnew) to calculate beam current, that is:

IBCM(µA) = −0.084(±0.103) + 3.300(±0.028)× 104 · freqdnew(Hz)
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Figure 2-7: A linear fit of UNSER frequency against the wire current, and the residual test.
Figure taken from [39].

With the 22.5µA production beam current, the uncertainty of this calibration is ∼ 0.22µA.

2.3.3 Beam Position

In the Hall Coordinate System (HCS), z is the beam direction, x pointing to the beam

left, and y vertical up. The hall center (also the ideal target position) is defined as z = 0.

Alone the beamline and upstream to the target chamber, several instruments are installed to

measure the beam position, including a pair of Beam Position Monitors (BPM) to monitor

the realtime beam position, two Harp scanners to measure beam position intrusively, and

two pairs of raster magnets to raster the beam (see Fig. 2-9).

Beam Position Measurement

Two beam position monitors, IPM1H04A and IPM1H04E, are located in the upstream of the

target. One BPM chamber contains four antennas. Signals from antennas are converted to
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Figure 2-8: Linear fit of the UNSER-measured beam current against the BCM dnew fre-
quency from [40].

Figure 2-9: BPMs and Harps position in Hall Coordinate System. Figure 3.7 from [35]

DC levels proportional to the signal strength, and recorded by an analog-to-digital converter

(ADC) in each detector hut. Each pair of signals from diagonal antennas are used to

calculate the relative position the beam along that direction. To obtain the absolute beam

position, the BPM signals are calibrated against the beam position from a Harp scanner

(IHA1H04A/B) next to it. In a dedicated Harp scan run, the Harp is inserted into the
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beamline transversely to let the three wires (as shown in Fig. 2-11) interact with beam

electrons. Position and charge from the wire are recorded to determine the beam position

on the Harp plane [41]. Meanwhile the BPM signals are recorded. This process is repeated

several times with different beam position (so-called “Bull’s eye scan”) to map out the

conversion matrix between BPM signals and beam position at Harp position [42]. The the

Harp is moved away from beam for production runs.

Figure 2-10: Diagrams of the BPM chamber from [43].

Figure 2-11: The harp scanner. [43].

Raster

The typical beam spot size is a few hundred micrometer. To minimize the local damage

of a target from high intensity beam, two pairs of raster magnets were installed on the

upstream of BPMs to distribute the beam in a 2 mm × 2 mm square on target. Each
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Figure 2-12: Beam positions read from the calibrated BPMs comparing to Harp scan re-
sults [42].

raster contains two dipole magnets to bend the electron beam in vertical and horizontal

directions in a ∼ 25 kHz triangular waveform. The two rasters were designed to work in

sync to provide enough bending for up to 12 GeV beam. On October 14 2018 the raster A

(relative upstream) failed. So part of L17-SRC2 data were taken with raster B only. The

raster current was recorded as a DC level in ADC. The beam position displacement from

the center is linearly dependent on the raster current magnitude.

Since the BPM readback is significantly delayed comparing to the raster frequency (see

Fig. 2-15), it can not provide instantaneous position of a rastered beam, but still gives the

average position correctly. Then for a give event, the real-time beam position relative to

the beam center is reconstructed from the raster’s driven current (phase lag between the

raster signal and the beam on target pattern is ignored). Each time the beam condition

changed, a dedicated calibration run with a 2 mm× 2 mm carbon hole target was taken to

check the center and size of the rastered beam. See [44] for details.
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Figure 2-13: The reconstructed reaction vertex distribution on the target plane with the
carbon hole target. The hole in the center has a known diameter of 2 mm. The ratio
between the fitted diameter from the plot and the actual hole diameter provides a scaling
factor for the raster calibration. Figure taken from [44].

Figure 2-14: A linear fit of the raster current with respect to the reconstructed vertex z
position. The slope is 0 within uncertainties, which indicates no correlation between the
raster current and the reconstructed vertex z position, as it supposed to be. Figure taken
from [44].

2.4 The Target System

The upstream beam pipe is terminated with a 0.2 mm Be window inside the Bigbite scat-

tering chamber [45]. The chamber has an inner radius of 41in. The target ladder sits in the

center of the chamber (and the hall). As shown in Fig. 2-16, five identical target cells, and
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Figure 2-15: Phase lag between the BPM-measured beam position and the raster current.

also several foil targets were installed in the ladder during all tritium experiments. A target

encoder system is used to move the entire ladder up and down to make sure the beam go

through the center of a chosen target.

2.4.1 Gas Targets

All Tritium group experiments shared a unique design of low pressure gas target system

to provide an acceptable tritium gas area density with minimal risk from tritium handling.

The 25cm long, 1.25cm in diameter sealed cell can hold 1000Ci (0.1g) of Tritium gas. There

were four target cells (tritium, deuterium, hydrogen, helium-3) in the target ladder. One

additional empty target cell was installed for background study. All cells were fabricated

locally with Alloy 7050 (2.81g/cm3) which has high thermal conductivity. The endcap

thickness of each target was carefully measured. Then one empty cell were sent to Savannah

River Site for tritium filling in October 2017. Since tritium slowly decays into helium-3,

the original tritium cell was sent back to Savannah River after the Spring 2018 run period
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Figure 2-16: A diagram of target ladder from the target control GUI.

and replaced by a brand new tritium target. The second tritium cell had a hydrogen

contamination of unknown source. See Sec. 4.2.3. Other gas cells were filled at Jefferson

Lab. Details of each target are listed in Table 4.2.3.

The maximum allowable beam current on all gas cells is set at 22.5 µA to avoid cell damage

from beam.

2.4.2 Solid Targets

Several solid targets were installed for various purposes. The Dummy target is two pieces of

aluminum that are aligned with the entrance and exit windows of the gas target cell respec-

tively. Each foil is five times as thick as the entrance window. It was used as a replacement
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Figure 2-17: An engineer drawing of target design details.

for the empty cell at low rate kinematics, that is, L17-SRC2, EP-PK, and EP-SRC.

The optics target is eleven 0.25 mm carbon foils that are evenly spaced at 2.5 cm to cover

the entire target cell length. it is designed for optics calibration (see Sec. 3.2.1). The carbon

hole target is a carbon foil that has a 2 mm diameter hole in the center. It is used for beam

centering and also raster calibration.

The single foil carbon target is used for pointing study (see Sec. 3.2.1). It provides produc-

tion data on Carbon that can be used to study SRC ratios as well. We also took production

data on the titanium target which was recycled from the Argon experiment [47]. Cross

section analysis with solid targets is not included in this thesis.

2.5 High Resolution Spectrometers

Two identical High Resolution Spectrometers are designed to reach up to 4 GeV central

momentum with 2× 10−4 momentum resolution and 2 mrad transverse angular resolution.
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Target Type A Z Amu
Thickness
(g/cm2)

Entrance
Window
(mm)

Exit Window
(mm)

Tritium (1st) gas 3 1 3.016 0.0851±0.0008 0.208±0.004 0.343±0.047
Tritium (2nd) gas 3 1 3.016 0.0851±0.0008 0.257±0.021 0.276±0.021
Deuterium gas 2 1 2.014 0.1422±0.0008 0.215±0.004 0.294±0.056
Hydrogen gas 1 1 1.01 0.0708±0.0004 0.311±0.001 0.330±0.063
Helium-3 gas 3 2 3.016 0.0534±0.0006 0.203±0.007 0.328±0.041
Empty Cell solid 27 13 26.98 N/A 0.254±0.0051 0.279±0.0051
Dummy solid 27 13 26.98 N/A 1.248±0.002 1.248±0.002
Thick Aluminum solid 27 13 26.98 1.37±0.007 N/A N/A
Carbon(single foil) solid 12 6 12.01 0.0883±0.0002 N/A N/A
Titanium solid 48 22 47.876 0.4081±0.0008 N/A N/A

Table 2.3: Target thickness from [46]. Note that the entrance window thickness of the 1st
tritium cell is updated from 0.253 to 0.208 as suggested by Dave Meekins. The 2nd tritium
cell thickness shown here didn’t include the hydrogen contamination (see section 4.2.3 for
details.

The HRS entrance is 1.2m away from the hall center with 6 msr solid angle coverage.

Particles inside the HRS are transported through two quadrapoles (Q1 focuses in vertical

direction, Q2 focuses in horizontal direction), a 45 degree vertical bending Dipole, then

another quadrapole Q3 to reach the focal plane. The pathlength is 25.7m. The layout of

HRS is shown in Fig. 2-18. More information on the HRS design characteristics is listed in

Table 2-19.

Fig. 2-20 shows the probability of electron events going through the Left HRS to reach

the focal plane as a function of in-plane angle φtg and out-of-plane angle θtg at various

momentum range. δtg is the deviation of the particle momentum from the HRS central

momentum in fraction. In the momentum range −4.0% < δtg < 4.0%, almost 100% of

events within the nominal HRS angular acceptance:

• in-plane angle (horizontal): −30 mrad< φtg < 30 mrad,

• out-of-plane angle (vertical): −60 mrad< θtg < 60 mrad,

were successfully transported to the focal plane. This group of δtg, φtg, θtg ranges is widely
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used in Hall A cross section ratio analysis, hereinafter referred to as the “loose cuts.”

The operating currents of this QQDQ combination of magnets were tuned to achieve best

HRS resolutions. The setting is expected to scale with the HRS central momentum. How-

ever, the original superconducting Q1 on both HRSs were replaced by the iron magnets

from the Hall C Short Orbit Spectrometer [48] during the GpM experiment. [33]. The new

Q1 magnets lost its linearity between the driven current and the magnetic field once go

above 3 GeV. This is in particular a challenge to our SRC kinematics taken with Left HRS.

We compensated this saturation by sending higher-than-default driven current to Q1. A

current scan was performed with optics target to find the best settings [49]. But the Q1

focus, hence the entire transport matrix of the HRS would not be the same as the stan-

dard one even with the optimized settings. Detailed optics study was performed for each

kinematics with momentum setting higher than 3 GeV, see Sec. 3.2.1.

Figure 2-18: HRS layout. Figure 5 from [32].
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Figure 2-19: HRS design characteristics. Table 1 from [32].

2.6 Detector Package and Triggers

The central ray of scattered electrons exiting LHRS Q3 are detected by the a series of

detectors (see Fig. 2-21). This experiment used the standard LHRS detector package to

measure the electron track and momentum. This detector package includes two layers of

Vertical Drift Chambers (VDCs) for tracking, two layers of scintillators (S0 and S2) to

determine the time-of-flight and generate trigger signals, a CO2 gas Cherenkov Chamber

as a threshold detector for pion/electron separation, and two layers of Pion Rejectors (PR1

and PR2) to measure the electron energy deposit.
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Figure 2-20: LHRS acceptance from the Hall A Monte-Carlo simulation (see Sec. 4.3) as
a function of in-plane angle (−0.04 rad< φtg < 0.04 rad) and out-of-plane angle (−0.06
rad< θtg < 0.06 rad) at L17-PK. Each subplot covers 1% of δtg range.
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Figure 2-21: Schematic drawing of Left HRS detector package. Letters and numbers corre-
spond to each PMT signal as is indexed in Analyzer.

2.6.1 VDCs

Two vertical drift chambers are installed parallel to the ground level. Each chamber is 26

mm thick, filled with 50-50 Argon-Ethane gas (by volume) [50]. The top and bottom panel

of each chamber is operating with −3.5 kV high voltage, in the middle are two groups of

368 sense wires with ground potential. The scattered particle going through VDCs creates

ionized electrons along its track. Those ionized electrons drift in the electric field with

a drift velocity of 50 µ m/ns toward sense wires. The drift time of ionized electrons is

converted to the drift distance for the track reconstruction. One electron track may trigger

3 to 7 adjacent wires. As shown in Fig. 2-23, a typical VDC cluster with five wires fired

is reconstructed from their timing information to obtain the track intercept with the wire

plane. The track reconstruction algorithm in Analyzer takes one cluster per VDC plane to

fit a linear trajectory. If a plane has more than one cluster, Analyzer goes over all possible
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combinations of clusters (one from each plane) to find the group of four clusters with least

χ2. That so-called “golden tarck” is store the reconstructed track in rootfiles with index

0. This process is repeated with unused clusters and the result is stored with index 1, 2, ...

until no track can be reconstructed from unused clusters.

Fig. 2-24 shows the time spectrum for a given wire. The signals were recorded with time-to-

Figure 2-22: Schematic configuration of VDCs from [50]

digital converters (TDCs) in COMMON STOP mode so that the right edge of the spectrum

corresponds to the shortest drift time with respect to the trigger signal. It is associated to

electron tracks which go right through that wire. In the VDC calibration process this edge

is identified for each wire as t0. Then Analyzer can calculate the drift time a t− t0.
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Figure 2-23: A typical 5-cell track event.

2.6.2 Cherenkov

The Cherenkov chamber is filled with CO2 gas. Its index of refraction is n = 1.00041 which

corresponds to the pion momentum threshold of Cherenkov radiation:

β ≥ 1

n
⇒ pmin,π =

mπc√
1

β2
min,π

− 1
= 4.87 GeV/c,

while the threshold for electrons is only 17.85 MeV/c. Electrons with momentum above the

threshold go through the chamber and produce Cherenkov light. The light is reflected on

10 concave mirrors in the back of the chamber and collected by ten ET-9390KB Photomul-

tiplier tubes(PMTs) on two sides of the detector. The acceptance range of each PMT is

plotted in Fig. 2-26. During the GpM experiment the LHRS Cherenkov chamber depth was
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Figure 2-24: Time spectrum of a VDC wire from figure 17 in [50].

extended from 100 cm to 128 cm to increase the number of Cherenkov photons produced

along the electron track. Also, a special wavelength shifting paint was applied on each PMT

to improve the photon detection efficiency [51].

A raw ADC spectrum from one Cherenkov PMT is shown in Fig. 2-27. The ADC signal

strength with respect to the pedestal level is proportional to the number of photons collected

by that PMT. Next to the pedestal peak is a small Single Photon-electron Peak (SPE) cre-

ated almost entirely by the “dark current” when the PMT emitted a single photon-electron

and self-triggered. Contributions from low-charge background of thermoionic emission and

the elastic scattering inside the PMTs are less than 10% [51] and is irrelevant to this anal-

ysis.
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Figure 2-25: 3D and open view of Cherenkov from Ref. [52]. 10 curved mirrors on the back
of Cherenkov chamber is used to redirect Cherenkov light to 10 PMTs (five on each side).

In the Cherenkov calibration process, the pedestal peak of each PMT was aligned to chan-

nel 0, and the SPE was scaled to channel 300. To check the performance of each PMT, we

plotted the calibrated ADC spectrum ( see Fig. 2-28) and fitted it with a Poisson function.

The fitted peak channel divided by 300 gives the average number of photons collected by

that tube, which is around 15.

2.6.3 Scintillators

Two layers of plastic scintillators are installed before and after the Cherenkov counter to

provide event timing information. In front of the Cherenkov is a 1.7 m×0.25 m×0.01 m

single scintillator paddle S0. Each end of the paddle is connected to a PMT (S0A and S0B).

The PMT signals are sent to both TDCs and ADCs. The S2 behind Cherenkov is a plane

of 16 overlapped scintillator paddles.

The time-of-flight hence the speed of the particle β can be calculated from the time differ-
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Figure 2-26: Tracks of events fired each PMT projected to the Cherenkov plane.

ence between two scintillator planes after corrected for the time-walk effect (by fitting the

ADC and TDC signal correlations) and the signal travel time. In this analysis the particle

identification had been good enough with the combination of Cherenkov and Pion Rejector

signal cuts. So the scintillator signals were simply aligned such that the electron β = 1 after

the quality check.

2.6.4 Pion Rejectors

Two layers of lead-glass calorimeter blocks (PR1 and PR2) are located on the back of the

detector package. Each layer contains 34 blocks as shown in Fig. 2-29. The particle goes
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Figure 2-27: The Cherenkov PMT raw ADC spectrum.

through the pion rejectors and loses energy to create electron showers. In our kinematic

settings the electrons are not likely to be fully stopped by the pion rejectors. But the sum

of electron energy deposit in pion rejectors should be proportional to the electron energy.

Fig. 2-30 shows that after calibration, the sum of PR1 and PR2 ADC signals of an electron

event is not correlated with the the track position in general. Except at the large track

x (lower end of the detector) where the statistics are limited. Also, the ratio of deposit

energy to the HRS central momentum centers at one. Note that among all fired lead-glass

blocks, only those close to the particle track projections are included in the energy sum.

Fig. 2-31 shows the correlation between the position of fired blocks and the electron track

projections.
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Figure 2-28: The Cherenkov PMT ADC spectrum after calibration.
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Figure 2-29: Schematic drawing of LHRS pion rejectors from [53].

Figure 2-30: The sum of electron energy deposit in two layers of pion rejectors divided
the track momentum is plotted with respect to the vertical projection of the track on the
detector plane.

2.6.5 Triggers

The PMT signals from both sides of S0 paddle formed a logic “AND”. For the S2 plane,

those logic signals from each paddle were then combined through the fan-in/fan-out module
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Figure 2-31: ADC singal amplitude from S2, PRL1, and PRL2 PMTs are plotted at each
detector plane. Star Marker: the particle hit position estimated from ADC signals. Red
Marker: the track projection on each detector plane.
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to generate the S2 trigger signal. Trigger signals from S0 and S2 were required to be in

coincidence with the Cherenkov sum signal to form a production trigger. A schematic of

trigger design is shown in Fig. 2-32. Besides the production electron trigger, two calibration

triggers were built for the efficiency study. No re-timing module was used in this experiment.

Those three triggers were manually adjusted so that the S2 signal would lead the time when

it was fired.

• T1: S0 & S2,

• T2: (S0 & S2) & Cer (production trigger),

• T3: (S0 ‖ S2) & Cer.

With this trigger configuration, we had 1̃0 Hz T3 events and less than 1 Hz T1, T2 events

in a background run without beam.

2.7 Data Acquisition

The ADC and TDC signals from detectors and beamline instruments were recorded once a

trigger fired. Scaler counts and run conditions such as target temperature and HRS angle

were inserted into the data stream every 4 s or 100 triggers. Every hour we stopped and

restarted the the CEBAF Online Data Acquisition (CODA) software to created a new raw

data file. Raw data collected during that period were stored as a “run” with a unique run

number. The designated run number ranges are 3000 to 4200 for LHRS data, and 9000 to

9999 for RHRS data. The coincidence e′p data has a run number range of 10000 to 11000.

During the experiment, we continuously monitored the beam quality, HRS and target status,

and scaler rates to identify good production runs. Run-by-run information are stored in
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the Hall A Electronic Logbook as well as the Hall A MySQL database (halladb/triton-

work). A webpage interface of the database is maintained at https://hallaweb.jlab.

org/experiment/Tritium/E12-11-112/tritium_page/runlist.php.

https://hallaweb.jlab.org/experiment/Tritium/E12-11-112/tritium_page/runlist.php
https://hallaweb.jlab.org/experiment/Tritium/E12-11-112/tritium_page/runlist.php
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Figure 2-32: Schematics of LHRS triggers design by Florian Hauenstein.



Chapter 3

Data Analysis

3.1 Hall A Analyzer Software

This data analysis was done with the standard Hall A physics analysis software (the “An-

alyzer”). Built on top of ROOT [54], this Analyzer decodes the detector signals from raw

data, reconstructs reaction vertex, and writes results into rootfiles. The decoding process is

called ”replay”. Proper replay scripts and a database with run conditions and instruments

calibration information are necessary to a successful replay. A customized replay package

for this experiment is maintained on GitHub [55].

3.2 Event Reconstruction

Every recorded event is reconstructed during the Analyzer decoding process. VDCs provide

position (xfp, yfp) and angle (in-plane angle φfp, out-of-plane angle θfp) information of a

detected track at the focal plane. Those informations are used to reconstruct the scattered

particle’s track, which includes scattering angle (from φtg, θtg), the transverse vertex posi-

tion as seen by HRS (ytg), and the scattered particle momentum (δtg), back to the target

plane. Then the reaction vertex is reconstructed by taking the intercept of beam vector
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https://github.com/JeffersonLab/HallA-Online-Tritium


64

(from two BPMs) with the plane of the scattered particle track (from optics reconstruction).

Ionization energy loss of the incoming and scattered particle is applied.

3.2.1 Optics Calibration

To first order, the four out of five target plane variables (δ, θ, y, φ)tg are related to four focal

plane variables (x, θ, y, φ)fp by the optics matrix

δ =
∑
j,k,l

Djklθ
i
fpy

i
fpφ

i
fp

θtg =
∑
j,k,l

Tjklθ
i
fpy

i
fpφ

i
fp

ytg =
∑
j,k,l

Yjklθ
i
fpy

i
fpφ

i
fp

φtg =
∑
j,k,l

Pjklθ
i
fpy

i
fpφ

i
fp

where Djkl,Tjkl,Yjkl,Pjkl are polynomials up to 5th order:

Djkl =
m∑
i=0

CDijklx
i
fp

The above process assumes that the vertical position of the vertex xtg = 0. The actual value

of xtg is obtained from the BPM vector. This is treated as a small perturbation around 0

that introduces a linear correction on reconstructed δtg and θtg (see src/THaExtTarCor.C
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in Analyzer source code for details):

θcorrectedtg = θtg + 0.61 ∗ xtg

δcorrectedtg = δtg + xtg/5.18

The standard HRS optics matrix has been well-understood through previous experiments [32][56][57][58].

In this analysis we used the existing GMp LHRS optics matrix [33] except for the L17-PK,

L17-HS, L17-SRC1, L17-SRC2 kinematics where the LHRS Q1 magnet saturated as the

spectrometer momentum went above 3 GeV/c (see Sec. 2.5). To account for this saturation

effect, we took dedicated optics data with the hydrogen target and the multi-foil target at

each kinematic settings to re-optimize the optics matrix. See the experiment wikipage[49]

for a complete list of optics run information.

Coordinate Systems and Pointing Study

The HRS is not rigidly connected to the pivot. Small relative movements between the spec-

trometer outer shell and magnets/apertures can happen when rotating the spectrometer.

As a result the HRS is not pointing to the nominal hall center. Three Linear Variable

Differential Transformers (LVDT) installed inside the HRS shell are used to measure the

horizontal offset(EPICS variable: HacL CalcPoint for LHRS) from the spectrometer central

ray to the defined hall center. And the actual HRS angle between the HRS central ray and

the beam line (HacL CalcAngle) is calculated from the set angle from encoder considering

those offsets.See Fig. 3-1. Beside this horizontal miss-pointing. Both horizontal and vertical

offsets can be obtained from a dedicated spectrometer survey.

https://wiki.jlab.org/tegwiki/index.php/Fall_2018_Optics_Runs
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There is also an offset (along the beamline) between the target center and the ideal tar-

  

Hall center

B
eam

D
ow

nstream

Angle from encoder:HacL_CalcAngle 

Misspointing in mm: HacL_CalcPoint
( is negative as shown here since it’s pointing 
downstream)

LH
R

S C
entral Ray

Info stored in Start-of-run since Dec 2017
* Ask Javier for details

Total uncertainty ~ 0.2 mrad

Figure 3-1: Schematics of LHRS misspointing information provided by the encoder.

Figure 3-2: Code to calculate LHRS angle and offset from encoder and lvdt signals at
each start of run on adaq computer (filename: tritium db L.C). The angle and offset are
written into run database and used by Analyzer to reconstruct reaction point. Note that
by convention the offset is positive when the spectrometer is pointing upstream. However
during this experiment run period the variable HacL CalcPoint is recorded in the opposite
way.

get position (vertex z = 0). With a foil target at the actual target center, this offset is

approximately (in horizontal plane):

vertex z = beam x/tan(Θ)− (target y + HacL CalcPoint)/sin(Θ) (3.1)
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Kinematics Run Number Angle Calculated z(mm) L.tr.vz mean (mm)

L17-PK 3624 17.0088 6.77 6.81

L17-HS 3495 17.0088 6.09 6.02

L17-SRC1 3682 17.0088 6.77 6.85

L17-SRC2 3684 17.0088 7.11 7.19

Table 3.1: Carbon foil z position from L17 kinematics.

where Θ is the LHRS angle from encoder (HacL CalcAngle). With LHRS we have variable

L.tr.tg y for target y. Lrb.x is used as beam x position when the raster is on. Otherwise

Lurb.x is used.

A full reaction vertex reconstruction is handled by Analyzer. It is stored as L.tr.vz event-

by-event in decoded rootfiles. Table 3.1 gives the mean value of vertex z distribution from

carbon foil data calculated from equation 3.1 and from the analyzer output. On average

the carbon foil is 6.7mm downstream of the hall center. This number is used as the target

offset in transverse position calibrations. Its standard deviation of 0.5mm translates to a

combination of transverse position uncertainty of sin(Θ) · 0.5mm < 0.1mm, and an in-plane

angle uncertainty of sin(Θ) · 0.5mm/1.07m < 0.1 mrad, both of which are negligible.

Transverse Position and Angle Calibration

The 25 cm multifoil target data with sieve on provided sufficient information for both

ytg and φtg,θtg calibrations. Unrastered beam was used to improve resolution. With the

information on target offset, beam position, and HRS misspointing, electron events from

each foil were selected and optimized to its corresponding nominal position simultaneously.

Fig. 3-5 shows the optimized vertex z distribution of each foil with an up to 0.2 mm offset

and ∼1.5 mm smearing ( only consider the production vertex z range of ztg ± 8cm which is

covered by foil 2 to foil 7). The entrance of the LHRS is 1.07 m away from the hall center,
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Figure 3-3: Schematic of LHRS pointing. Grey dashed line is the nominal central ray. orange
solid line is the actual electron track. The setting as shown has a positive HRS offset since
the central ray is pointing to the upstream of hall center, and the target position is negative.

so the 0.2 mm offset in ytg corresponds to a 0.2 mrad offset on φtg. Similarly the 1.5 mm

smearing is a 1.5 mrad uncertainty on φtg.

To optimize θtg and φtg we installed a 1-inch-thick tungsten sieve slit at each HRS entrance

(see Fig. 3-6). The reconstructed particle tracks from each foil are projected to the sieve

position (ztg =+1.07 m) to form a sieve pattern as shown in Fig. 3-7. Then events from each

sieve hole are selected and optimized to the nominal position. The HRS Angle determination

accuracy of 0.6 mrad in θtg and 0.2 mrad in φtg [57], were combined with the 0.2 mrad

uncertainty from ytg to yield a ∼ 0.3 mrad total uncertainty on the central scattering angle.
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Figure 3-4: The reconstructed vertex z position of the multifoil target. The 25 cm long
target consists 11 carbon foils evenly spaced. But in the target installation for the 2018 fall
run period one foil was damaged. So we see only 10 peaks on this plot.

Momentum Check

With our kinematic settings the hydrogen elastic peak lies on a small corner of focal plane

phase space, and the carbon excitation states have no statistics. Therefore a complete

momentum calibration/scan is not possible. But with some hydrogen elastic data at 13.2

degree, we were able to tune the D100, D200 terms in δtg matrix manually to make the

invariant mass uncorrelated with θtg (see Fig. 3-8). Fig. 3-9 shows the hydrogen invariant

mass from L17-PK and L17-SRC1 after momentum calibrations and energy loss corrections.

The hydrogen peaks locate at 938.4 MeV and 939.4 MeV instead of the ideal 938 MeV. This

∼ 1.5 MeV offset is considered as the δtg accuracy.



70

Figure 3-5: The optimized ytg of each foil (red) comparing to the nominal foil position
(green) for L17-SRC2.
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Figure 3-6: Left: The sieve is installed at the entrance of RHRS. Right: A drawing of sieve
design.

Figure 3-7: Sieve pattern of the central foil before (left) and after (right) φtg calibration for
L17-SRC2 kinematics.

3.2.2 Energy loss

As the electron passing through materials it is slowed down by the nucleus field and radiates

photons. This so-called bremsstrahlung radiation is responsible for most of the scattered

electron energy loss at target at our kinematics, and is considered as a correction factor in

our cross section extraction, see 4.3.2 for details.
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Figure 3-8: Hydrogen elastic calibration run 111702 at 13.2 degree during e′K experiment,
momentum was set at 3.93 GeV to match the L17-SRC2 kinematics. Plots show hydrogen
invariant mass with respect to the out-of-plane angle θtg before (top) and after (bottom)
manually tuning D100, D200 terms. After calibration the invariant mass becomes uncorre-
lated with θtg.

On the other hand the scattered electron loses a few MeV energy due to ionization as it goes

through the target wall, scattering chamber window, HRS entrance, etc, before it reaches

the focal plane. And the incoming electron also lose an average of 0.3 MeV energy on

beam pipe window and scattering chamber windows before scattering. Materials along the

electron path are shown in Fig. 3-10. The location, thickness and radiation length of each
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Figure 3-9: The hydrogen invariant mass from L17-PK (top) and L17-SRC1 (bottom) after
calibration.

layer of material were provided to Analyzer to calculate the most probable energy loss (see

Equation 1.22 in [59]).
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Figure 3-10: Schematic of incident and scattered electron energy loss [60]

Figure 3-11: The energy loss rate of 500MeV pion goes through silicon. Figure taken from
figure 32.8 in[61] to show that the most probable energy loss is a better approximation to
the struggling function comparing with the mean energy loss.
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3.3 Event Selection and Efficiencies

We require a good electron event to have:

1. a stable beam current,

2. the production trigger (T2) fired,

3. a Chereknov sum signal greater than 1500 (more than 5 photonelectrons are collected),

4. the ratio of pion rejector sum to the particle momentum from tracking (E/P ) greater

than 0.7,

5. only one track,

6. the reconstructed target variables passed the loose acceptance cuts of

• -30 mrad< φtg < 30 mrad,

• -60 mrad< θtg < 60 mrad,

• -4.0%< δtg <4.5%.

We need to know the the electron inefficiency, i.e. the probability of a good electron not

passing these cuts, and understand any background contamination, i.e. events which pass

the cuts but are not good electrons.

3.3.1 Beam Quality Check

To eliminate uncertainties from the gas target density fluctuation, we only included data

collected with the requested 22.5 µA stable beam in this analysis (which means the remain

of this thesis). We start from identifying the actual mean beam current of a run from the
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scaler BCM counts (see Sec. 2.3.2), then select events that were collected 5 seconds after the

beam was stable within ± 1.5 µA of the mean current. Fig. 3-12 shows how to find events

with stable beam and calculate the associated beam charge and number of production T2

triggers with scaler output. The livetime of the DAQ system (the portion of time that

Figure 3-12: Flow chart on selecting events with stable beam.

DAQ is able to take trigger events) is given by:

livetime =
# of events with T2 trigger

# of T2 trigger signals recorded by scaler
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Figure 3-13: Example of event selection with run 3605. Top: the 1-d spectrum of beam
current. Bottom: a zoomed-in plot of beam current versus time to show how the beamtrips
were excluded. Events that fall into ± 1.5 µA of mean current (between two dashed line,
with red markers) are the events that were used in analysis.

3.3.2 Trigger Efficiency

A good electron event collected by the HRS are expected to have large Cherenkov and pion

rejectors singals, particle velocity close to speed of light, only one reconstructed track within

our loose acceptance cuts. Such an event would fire all three triggers. But the electron may

fail to fire the production trigger T2 ((S0 & S2) & Cer) if the Cherenkov or Scintillators

were not responding or their generated signals didn’t form a trigger. For example, if there

was a failure on one scintillator, the T3 trigger ((S0 ‖ S2) & Cer) would have fired but not

T2 or T1 (S0 & S2). Similarly, the Cherenkov deficiency produced events with only T1

fired.
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Fig. 3-14 shows the percentage of events with different trigger combinations. Less than

1% of good electron events failed to fire all three triggers at the same time. Most of those

events fired T3, but failed to fire T1 and T2 due to missing S0 signals. We projected their

tracks from VDC plane to the Q3 exit aperture and the S0 plane to study their spatial

distributions. As shown in Fig. 3-15, their tracks are concentrated at the position of S0

lower frame (in the detector coordinate system vertical axis x is pointing down). Therefore

we concluded that T3-only events are mainly out-of-acceptance electrons that rescattered

on the S0 frame. They should be rejected by the good electron event selection. There is no

need to compensate this loss with the trigger efficiency.

The combined trigger efficiency (to account for T1-only events) was evaluated run-by-run.

The result is above 99.5% for all kinematic settings. The counting uncertainty in this

calculation is negligible.

3.3.3 Particle Identification

Fig. 3-16) shows the distribution of Cherekov sum signal versus the ratio of pion rejector sum

signal to the momentum of reconstructed track(E/P ). With our HRS momentum setting

a scattered electron should trigger the Cherenkov detector and deposit large amount of

energy in pion rejectors, which corresponding to the large bright cluster at E/P=1. Pion

is the primary source of contamination, which creates very small pion rejector signal and

can not trigger Cherenkov. Pion may knock out electrons through ionization at or before

Cherenkov. This so-called delta electron has very low momentum but enough to trigger

Cherenkov, and creates events with large Cherenkov signal but very small pion rejector

signals. The pion can also produce photons through charge exchange (π−n → π0p → γγ).



79

Figure 3-14: Trigger type distribution from run 100684. The x axis is the binary sum of
trigger type. For example, an event with only T3 fired would have evtypebits =23=8. More
than 99% of electron events fired all three triggers.

Figure 3-15: Distributions of T3-only events on Q3 exit aperture and the S0 plane, and
the corresponding S2 signals.
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Those photons deposit all its energy on pion rejectors, and create an event with a small

Cherenkov signal but large pion rejector signals.

A good electron event may also have small Cherenkov or pion rejector signals due to the

Figure 3-16: The Cherenkov signal versus E/P ratio after calibration.

detector inefficiency. We applied cuts on Cherenkov and pion rejector signals to select good

electron events. The lost events in this process, which are the sum of pion contaminations

and detector inefficiency are less than 0.5% of the total.

The sum of ten Cherenkov PMT singals after calibration is proportional to the total number

of produced photons and can be described by Landau distribution. As shown in Fig. 3-17,

on average a good electron induced 15 photons. So if we select events with Cherenkov

sum signal greater than 1500, the probability of missing a good electron event is negligible

(about 0.01%) according to the fitting. Also, by comparing the distribution before and after

the pion rejector cut, we conclude that there is less than 0.01% of probability for a pion to
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pass the 1500 Cherenkov signal cut.

A good electron event should create large signals on both layers of pion rejectors. And the

Figure 3-17: The peak of Cherenkov sum signal was fitted to a Poisson distribution.
.

sum of calibrated signals is proportional to the electron momentum. As shown in Fig. 3-

18, the good electron events have a Gaussian-like distribution around E/P=1. We used a

linear extrapolation of the non-Gaussian tail of this electron distribution to estimate that

the probability of an electron with E/P <0.7 from this fitting is less than 0.5%. Similarly,

taking a Gaussian fit of the pion peak indicates that there is zero probability of a pion event

having E/P >0.7.

The above process was repeated with various acceptance cuts. Results varies at the level

of 0.1%. Very often the time-of-flight(hence the velocity β) cut is applied to distinguish

electrons and other particles, also to remove cosmic rays contamination. In our case the
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Figure 3-18: Upper: the first versus second layer of pion rejector signals before (left)
and after (right) Cherenkov cut. Lower: the ratio of pion rejector sum signal to the track
momentum. The red line indicates a linear extrapolation of the electron distribution to
E/P <0.7. The blue peak at E/P ¡0.1 are mostly pions

.
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combination of Cherenkov >1500 and E/P >0.7 cuts already give >99.5% PID efficiency.

Pion contamination and events from cosmic rays are sufficiently removed by those PID cuts.

Additional timing cut makes negligible difference therefore not applied.

3.3.4 Tracking Efficiency

As shown in Fig. 3-19, among events that passed PID cuts, ∼1% of them have no track

mainly because no cluster is available in one of the four VDC planes. Those events are

very likely mis-reconstructed good events and should be compensated by the the tracking

efficiency. Also, there are up to 1% of events that have more than one reconstructed track

(see Fig. 3-20). This number decreases to 0.4% if we apply the nominal acceptance cuts

as well as a vertex z cut of abs(L.tr.vz[0]) < 0.085 m. Fig. 3-21 shows that most of

Figure 3-19: Left: distribution of no-track events with respect to cluster numbers. Right:
TDC signals from U2 plane of a no-track event with three clusters. The algorithm failed to
identify the ”V” shape due to the unexpected rise on the left.

multi-track events locate outside the loose acceptance cuts. Very likely they were created by

originally out-of-acceptance electrons that re-scattered on some apertures to reach the focal

plane. They should not be counted as good electron events. The statistical uncertainty
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Figure 3-20: Total number of clusters from four VDC planes. Shaded area represents all
events after PID cuts. No track events in red, one track events in blue, and multi-track
events in purple.

Figure 3-21: The amount of multi-track events with loose acceptance cuts and vertex z
cut is less than 0.4% of all good electron events.
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Figure 3-22: The percentage of no-track events versus the U1 plane. In the Spring 2018
run period the wire #240 on U1 plane was noisy, which caused an inefficiency spike. This
wire was fixed before the fall 2018 run period. This effect was demonstrated to be cancelled
in the ratio analysis.

of tracking efficiency is negligible. A 0.2% correlated systematic uncertainty is assigned to

account for the treatment to multi-track events.

During the Spring 2018 run period, a loose ribbon cable caused noise in the TDC signal from

wire #240 on U1 plane. Since the TDC is set to record the last 6 signals per trigger, such a

noise somethings washed out the real hit information so that the Analyzer was not able to

build a cluster, hence a track from that event. This wire was fixed before the fall 2018 run

period. As a result, all the spring data, that is, all kinematics on Table 2.1 except L17 have
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Figure 3-23: All good electron events (blue) and good electron events with U1 wire #240
fired (red) are plotted with respect to momentum (top) and xbj (bottom).

a large local VDC inefficiency, which translates to a dip on δtg distribution at about −0.02

(see Fig. 3-22). This noisy wire contributes to ∼ 10% of total no-track events, or 0.1% of

overall tracking inefficiency. This effect is cancelled in cross section ratios. To estimate the

impact on absolute cross section extraction, we took a ”good” run from L17-SRC2 to check

the distribution of wire #240-fired events. As shown in Fig. 3-23, 2% of electron events

were reconstructed with a U1 cluster involving wire #240. Those events have up to 5%

local contribution to yield when binning in xbj . 10% inefficiency on top of this gives up to

5%× 10% = 0.5% local inefficiency on a particular xbj bin. The analysis was repeated with

other L17 kinematics, results are similar.



Chapter 4

Cross Section Extraction

The inclusive QE cross section can be extracted from experimental dat as:

d2σ

dΩdE′
=

# of events

Q · ρl/MA · efficiencies

A(Ω, E′)

∆Ω∆E′
,

where A(Ω, E′) is the acceptance function that represents the probability of a particle with

the scattering angle Ω and momentum E′ to reach the HRS focal plane. The first part of

the equation is called the “yield” of the data. The calculated yield needs to be corrected

for contamination and other effects. Then it is compared to the Monte-Carlo simulation to

study the acceptance effect, that is, A(Ω, E′)/(∆Ω∆E′) in the above equation. Finally, the

cross section can be extracted from the data to simulation comparison.

4.1 Yield Calculation

For a given production run i, events with stable beam current were first identified. Then

we calculated the following quantities:

• Qi : charge with stable beam current (see Sec. 3.3.1,

• LTi : the livetime of the production trigger,

• Ci : good electron event counts per xbj bin,

87
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• PSi : the prescale factor for the production trigger, which is set to 1 for this

experiment,

• effi : the product of all efficiencies including trigger, tracking, PID cut effi-

ciencies,

• ρl : effective area density of the target without beam. For a gas cell it should

represent the amount of gas after vertex z cut (linearly scaled by the target length),

• denscori : the ratio of the effective gas target density at given beam current com-

paring to its density without beam. See Sec. 4.2.2 for details.

The yield for this run is

Yi =
# of observed events

Effective Luminosity
=

Ci
Qi · ρl/MA · denscori · effi ·LTi/PSi

with
1√
Ci

as the fractional statistical uncertainty. MA is the nucleus molar mass.

Plotting the calculated yield along with efficiencies from runs with the same target and

kinematics is a good way to check run qualities. For example, as shown in Fig. 4-1, all

helium-3 runs at L17-SRC2 have consistent yield and efficiencies except one outstanding

run 3865. Looking back in the logbook, there was a comment saying ”Bad beam quality,

stopped early”. Therefore we removed that run from our production run list.

The overall yield of a given kinematics is the weighted arithmetic mean of all good produc-

tion runs under this kinematics:

Yoverall =

∑
iCi∑

iQi · ρl/MA · denscori · effi ·LTi/PSi

with a fractional statistical uncertainty of
1√∑
iCi

. The systematic uncertainties are listed
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Figure 4-1: Normalized yield, efficiencies, livetime, and beam current for every L17-SRC2
run with Helium-3 target.

in Table 4.1.
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4.2 Gas Target Corrections

4.2.1 Endcap Contamination

Electrons scattered off the entrance and exit window of a gas cell might be mis-reconstructed

into the gas body due to the resolution smearing and multiple scattering. Since the endcap’s

thickness is comparable to the gas target body, this effect could be a significant source of

contamination depends on the kinematics.

As shown in Fig. 4-2, a vertex z cut at ±8 cm would be sufficient to remove the major part of

endcap contamination. To deal with the non-Gaussian tail of the endcap distribution that

extends into the gas body, we scaled the charge-normalized yield from entrance and exit

windows of the empty cell (separately, with a cut at L.tr.vz=0) by the measured window

thickness (see table 4.2.3) of each target cell. Then we subtracted the scaled empty cell

contribution from the yield of each gas cell in every xbj bin. The Dummy target data were

used for L17-SRC2 and EP kinematics where we didn’t accumulate enough statistics with

empty cell. This endcap subtraction method assumes that the gas cells and the dummy foils

are aligned. We checked the cell alignment by fitting the peaks of entrance and exit windows

in the yield distribution with Gaussian functions. The peak values are -0.1185±0.0005 m

and 0.1341±0.0005 m. That is consistent with the target center of 6.5 mm from the pointing

Sources Types uncertainty

Beam Energy correlated 0.005%

Scattering Angle correlated 0.8 mrad

Momentum correlated 1.5 MeV

Charge normalization 0.22µA

Tracking Efficiency uncorrelated 0.2-0.5%

Trigger Efficiency uncorrelated 0

Gas Target Density Correction normalization 1%

Table 4.1: List of systematic uncertainties in the extracted yield.



91

study 3.2.1. As shown in Fig. 4-3, the endcap contamination level increased from 1% at

xbj=1 to 10% at xbj=2.5. A 30% correlated systematic uncertainty is assigned to this

process due to the uncertainty on the window thickness.

Figure 4-2: Gaussian fits of entrance (top) and exit (bottom) window yield distributions
along vertex z for various targets at L17-PK kinematics. Note that the yield is normalized by
charge and also the quoted window thickness. Though a significant difference in amplitude
is shown between the exit windows of the empty cell and dummy target, their integrals
between -8cm< z <0 agree within 30%.

4.2.2 Beam-induced Gas Target Density Change

The beam deposits heat on the gas body as well as the entrance and exit windows. As

a consequence, the gas is no longer uniformly distributed in the target cell, and the area

density seen by the beam (hereafter referred as the effective density) is reduced. As shown

in Fig. 4-4, the yield hence the target area density decreases with the beam current. It’s
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Figure 4-3: Helium-3 yield with respect to xbj from four overlapped kinematics at 17 degrees.
The lower group of markers are the total endcap contributions. Dashed lines are Monte-
Carlo simulations, see Sec. 4.3 for details.

important to know:

1. with a stable beam, how soon can the gas in the cell reach the equilibrium state,

2. what is the relation between the beam current and the effective gas density,

3. is there any long-term density change (i.e. after hours of beam).

Simulations show the sudden change of gas density happens within the first 2 seconds of

beam [62]. During the experiment, beam current ramps up from 0 µA to 22.5 µA at a rate

of 1 µA/s. No obvious change in the charge-normalized yield is observed from data once the

beam current is stabilized [63]. A careful study of the beam current to gas density relation

has been done by parameterizing the relative yield of the gas target as a second order

function of the beam current [64]. The result shows that with a 22.5 µA beam, the tritium

and helium-3 density decreased by 9% and 6% respectively. A 1% correlated systematic
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uncertainty on the target density is quoted for this correction.

Figure 4-4: Yield distributions from gas targets and empty cell along vertex z at L17-PK.
Numbers shown on the legend are the integrated yield between −8 cm< z < 8 cm.

4.2.3 Hydrogen Contamination in the Second Tritium Cell

During the Fall 2018 run period, we noticed in our QE data that the Tritium target produced

a sharp peak at xbj=1 with the same shape and 1.6% of the strength as the hydrogen elastic

spectrum. Though there is no conclusion on this hydrogen contamination, a very reasonable

hypothesis [65] is that when the cell was filled, some water residual adhered to the target

cell wall, and released hydrogen through the reaction H2O+ T2 → HTO+HT . The HTO

molecule stayed on the wall but the HT gas was mixed with our tritium gas. In this case
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we have to know the tritium density loss as it was replaced by hydrogen atoms:

ρ3H
loss = 1.6% · ρH ·M3H/MH

⇒ ρ3H
real = ρ3H

0 − ρ3H
loss = ρ3H

0 − 3 · 1.6% · ρH .

This gives ρ3H
real = 0.8136 g/cm2, a 4% decrease from the quoted density. This tritium cell was

sent back to its manufacturer. A spectroscopy study is scheduled to study the gas content.

For now a 2% density reduction is assumed with a ± 2% normalization uncertainty.

The hydrogen contamination needs to be subtracted from the tritium QE data. And it

should not have any impact on the xbj >1 physics since the hydrogen cross section dies off

fast beyond its elastic peak.

Figure 4-5: Subtracting the hydrogen contamination peak with real hydrogen elastic data
at the same kinematics.

4.2.4 Tritium Decay

Tritium decays to helium-3 through the process 3H →3 He + e− + ν̄e with a half-life of

t1/2 = τ · ln2 = 4500± 8 days (12.3 years).
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Tritium Cells Cell #1 Cell #2
Date of Filling 10/22/2017 08/24/2018
Initial Tritium Density (g/cm2) 0.0851 0.0851
Initial Deuterium Density(%) 0.031 0.025
Initial Helium-3 Density(%) 0.030 0.014
Tritium Density Loss to Hydrogen (%) 0 2±2%
Days from filling to SRC data taken 174-194 34-66
Fraction of Tritium remains 0.962-0.959 0.992-0.985

Table 4.2: Tritium target density details.

Assume that the tritium cell contained ρ3H
T,0 of tritium and ρ3He

T,0 of helium-3 at the time of

filling, where ρ is the area density in g/cm2. After t days, the cell contains:

ρ3H
T (t) = ρ3H

T,0f(t), (4.1)

ρ3He
T (t) = ρ3He

T,0 + ρ3H
T,0[1− f(t)], (4.2)

where f(t) = 1 − e−t/τ is the fraction of tritium remained after t days of decay, and the

initial helium-3 gas density in the tritium cell is reported as 0. Note that the second equa-

tion only holds up to the assumption that tritium and helium-3 have the same molar mass.

The gas density in the helium-3 cell does not change over time: ρ3He
H (t) ≡ ρ3He

H,0 . Then the

measured yield ratio of tritium to helium-3 satisfies:

[ρ3H
0 Y meas]T

[ρ3He
0 Y meas]H

=
[ρ3H
T (t)Y 3H + ρ3He

T (t)Y 3He]

ρ3He
H Y 3He

(4.3)

⇒ Y 3H

Y 3He
=

1

f(t)
[
Y meas
T

Y meas
H

− (1− f(t))] (4.4)
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where
Y 3H

Y 3He
is the ratio of extracted tritium and helium-3 yield which is equivalent to

σ3H

σ3He

(see Sec. 4.5). In the same way, the
σ3H

σ2H
ratio was corrected with the

σ3He

σ2H
results:

Y 3H

Y 2H
=

1

f(t)
[
Y meas
T

Y meas
D

− (1− f(t))
Y meas
H

Y meas
D

]. (4.5)

More information about the tritium decay are listed in Table 4.2.3. In this analysis, f(t) =

0.960± 0.002 and 0.988± 0.003 were applied to the spring and fall data respectively.

4.3 Monte-Carlo Simulation

4.3.1 Phase-space Generator

The Hall A Single Arm Monte-Carlo simulation package [66] was used to generate phase-

space distributions, that is, θtg, φtg, δtg, and ytg on the target plane for each kinematics.

This Fortran code randomly generate events within given range of position, momentum,

and angles to simulate a scattered electron, then transports electrons through spectrometer

magnets and apertures step-by-step to reach the focal plane, and reconstruct back to target

plane. Only successfully reconstructed events were recorded in rootfiles. Transportation

matrices were generated by COSY INFINITY V8.1 [67]. The dimension and field informa-

tion of each HRS magnet from [68] were provided as inputs to generate a corresponding

mapping (forward matrix) of the track position and momentum between the entrance and

exit of that magnet. The backward (reconstruction) matrix is a numerical inverse of the

product of all forward matrices between the entrance of Q1 and the exit of Q3. The sim-

ulation was updated and tuned for new Q1 magnets during the GpM experiment. Multiple

scattering, electron energy loss, and drift chamber resolutions are implemented to match
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spectrometer resolutions between the data and simulation.

4.3.2 Cross Section Model

The inclusive cross section of each simulated event was calculated with the XEMC inclusive

cross section package [69]. XEMC is a C++ wrapper of several cross section models at

different kinematic ranges: an inelastic piece from F1F209 empirical fitting [70] and the

y-scaling model for QE contribution (see Sec. 1.3.1). The radiative correction calculation

was based on the Mo and Tsai’s approach [71], except that in the internal corrections an

equivalent radiator was used to account for materials before and after the target [72].

Experimentally the scaling function F (y) can be parameterized with five variables. For

Deuterium

F (y) = (f0 −B) · α
2e−(ay)2

α2 + y2
+Be−b|y|,

For heavier nuclei

F (y) = (f0 −B) · α
2e−(ay)2

α2 + y2
+Be−(by)2 ,

with y solved from

MA + ν =
√
M2 + (y + q)2 +

√
M∗2A−1 + y2.

MA, M , M∗A−1 are the mass of the initial nucleus, scattered nucleon, and recoiling (A− 1)

system respectively.

In the first pass of data to simulation comparison we used f0, B, a, b, α parameters from
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Name 2H 3H 3He C

A 2 3 3 12

Z 1 1 2 6

Mass (Amu) 2.014 3.016 3.016 12.011

Radiation Length
(g/cm2)

122.6 183.9 71.1 42.7

Separation Energy
(MeV)

2.250 6.257 5.493 17.270

f0 8.742 5.309 5.309 2.4112

B 0.8239 2.184 2.184 0.6915

a 7.727 2.886 2.886 3.1128

b 9.394 10.35 10.35 6.7769

alpha 45.3 64.2 64.2 161.88

Table 4.3: F (y) fitting parameters and other informations used in the XEMC cross section
model.

the JLAB experiment E02-019 [72] for deuterium and helium-3, and parameters from ex-

periment E08-014 [11] for Carbon. There are no tritium QE data at similar kinematics,

so we used the helium-3 parameters for tritium. The fitting parameters, the separation

energy which is required to calculate y, as well as other quantities used in the cross section

calculation are listed in Table 4.3. Later new fittings were performed with cross sections

from this thesis to update the parameters for deuterium, tritium and helium-3.

The QE cross section is calculated from F (y):

σQE = F (y)(Zσ̃p +Nσ̃n)(
q√

M2 + (y + q)2
)−1 (4.6)

where σ̃p(n) is the electron-nucleon cross section of an off-shell proton (neutron).

4.3.3 Data to Simulation Comparison

For each kinematic settings, Ntot = 107 Monte-Carlo events are generated within the range

of −100 mrad< φtg < 100 mrad, −100 mrad< θtg < 100 mrad, and −10.0% < δtg < 10.0%
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to cover the entire HRS acceptance. Then every successfully-reconstructed simulation event

is weighted by the radiative cross section from XEMC to get the yield-per-luminosity

YMC =
Ωtot∆E

′

Ntot

∑
Ntot

A(E′i, θi)
dσ(E′i, θi)

dΩdE′
, (4.7)

where (E′i, θi) represents the scattered electron momentum and angle for the ith event, Ωtot

and ∆E′ are solid angle and momentum range covered by the simulation, and A(E′i, θi) is

the discrete acceptance function which equals 1 if the event is successfully reconstructed

back to target plane and 0 otherwise.

The yield from the Monte-Carlo simulation is compared with the yield from data after

corrections to study the acceptance and bin centering effect, and also to extract the absolute

cross section.

4.3.4 Acceptance Cuts

The data to simulation comparison with carbon foil at each kinematics was used as a sanity

check. Since the carbon cross section model was improved by previous experiment to match

data at similar kinematics, and the carbon foil locates at the center of ytg where the HRS

acceptance is well-understood, its data and simulation should have good agreement. As

shown in Fig. 4-6, with loose acceptance cuts (−4.0% < δtg < 4.0%, −30 mrad< φtg < 30

mrad, and −60 mrad< θtg < 60 mrad) the data and simulation yield distribution agree in

shape and magnitude except a small difference in the out-of-plane angle (θtg) distribution.

Same comparison with helium-3 gas cell (see Fig. 4-7) shows that the acceptance in the

extended vertex z range of −8cm < L.tr.vz < 8cm is also under control. So we confirmed

that the “loose” cuts are good for the cross section ratio analysis.

For the absolute cross section analysis, more strict acceptance cuts ( −3.5% < δtg < 3.5%,



100

Figure 4-6: Data to Monte-Carlo simulation yield comparison with the carbon foil at L17-
PK kinematics with loose acceptance cuts. The integrated data to Monte-Carlo yield ratio
is 1.034.

−25 mrad< φtg < 25 mrad, and −40 mrad< θtg < 40 mrad) were applied to remove the data

to simulation discrepancies at the falling edge of acceptances. With this group of “tight”

cuts, the agreement at the edge of acceptance was significantly improved (see Fig. 4-8).

4.3.5 Binning

The target variable δtg hence the scattered electron momentum E′ is a natural choice

of binning for initial yield analysis, which includes the data to Monte-Carlo comparison,

endcap contaminations check, and overlapped kinematics check as shown in Fig. 4-9. Then

the cross section (ratios) need to be extracted as dΩ
dxdQ2 to study the scaling behavior at

SRC region.

The acceptance defined by the spectrometer is almost a rectangle in scattering angle and
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Figure 4-7: Data to Monte-Carlo simulation yield comparison with helium-3 target at L17-
PK kinematics with loose acceptance cuts and vertex z cut. The integrated data to Monte-
Carlo yield ratio is 0.940.

E′ as shown in Fig. 4-11. But each E′ bin contains events from a wide range of xbj . Since

the cross section falls rapidly at xbj > 1, the mean value of an E′ bin always represents

events from the smaller xbj side of the bin. To avoid the large bin-centering correction and

to make the result sensitive to the cross section at large xbj where the SRC contribution

dominates, the yield was binned in xbj directly to extract cross section (ratios) instead of

binning in E′ then translated to xbj . Yield from four overlapped L17 kinematics was shown

in Fig. 4-10.

The xbj resolution

δxbj =
∂xbj
∂E

δE +
∂xbj
∂E′

δE′ +
∂xbj
∂θ

δθ (4.8)
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Figure 4-8: Data to Monte-Carlo simulation yield comparison with helium-3 target at L17-
PK kinematics with tight acceptance cuts and vertex z cut. The integrated data to Monte-
Carlo yield ratio is 0.957.

where θ is the scattering angle. Fig. 4-12 shows the xbj resolution at L17 kinematics

calculated from the uncertainties provided in Table 2-19. Based on this result, the xbj bin

size of 0.025, 0.05, and 0.1 were chosen for QE, xbj > 1, and xbj > 2 kinematics respectively.

Sources Resolution

Beam Energy 0.005%

Scattering Angle

ytg 1.5 mrad

θtg 1.0 mrad

φtg 0.5 mrad

Momentum 0.25e-3

Table 4.4: List of resolutions related to xbj . The ytg resolution is from optics calibration.
Angle and momentum resolutions are from 2-19
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Figure 4-9: Top left: Data to Monte-Carlo simulation yield comparison with helium-3
target at four overlapped L17 kinematics with respect to the scattered electron momentum
E′. Dashed lines represent yield from simulation. Lower markers are contributions from
endcaps. Bottom Left: data to simulation ratio. Top (bottom) right: bin-by-bin endcap
contamination from the target entrance (exit) window with respect to E′. The discrepancy
between L17-SRC1 and L17-SRC2 entrance window contribution was absorbed into the 30%
uncertainty in the endcap subtraction.

4.4 Absolute Cross Section Extraction

As shown in Fig. 4-13, the carbon data distribution agrees with the simulation in shape

under tight cuts. That means the acceptance effect is well-understood within this acceptance

range. Therefore we can treat the data to simulation yield ratio at the ith xbj bin as the

ratio of experimental cross section to the radiative cross section from XEMC model:

Y i
data

Y i
MC

=
σdata(xi, Q

2
i )

σmodelrad (xi, Q2
i )
, (4.9)
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Figure 4-10: Data to Monte-Carlo simulation yield comparison, and endcap contamination
of helium-3 target at four overlapped L17 kinematics with respect to xbj .

To decide xi and Q2
i of each xbj bin, their distributions from data and simulation were com-

pared in shape and mean value. As one can already learn from Fig. 4-9, the xbj distributions

from data and simulation follow the same shape. So the integrated yield of each bin can be

well-represented by the value at the bin center (average). Similarly, the Q2 distribution of

each xbj bin can be well-described by the mean value as shown in Fig. 4-14. The radiative

correction was applied bin-by-bin as a correction factor calculated from the XEMC model.

The extracted Born cross section is:

σBorn(xaveraged,i, Q
2
mean,i) =

Y i
data

Y i
MC

σmodelBorn (xcenter,i, Q
2
mean,i), (4.10)
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Figure 4-11: 2D Event distribution in scattering angle and momentum. Red box: tight
acceptance cuts.

Figure 4-12: xbj resolution for L17 kinematics. Other settings have similar or higher reso-
lutions
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Figure 4-13: Data to Monte-Carlo simulation yield comparison of Carbon foil at L17-PK
kinematics with tight acceptance cuts. The simulation is scaled by a factor of 1.05 to check
the shapes of distributions.

4.5 Cross Section Ratio Extraction

After all necessary corrections as discussed in previous sections, the extracted per-nucleon

yield Y cor
data from each gas target was compared with the simulation as a sanity check. At

each kinematic settings, the acceptance effects from the three identical cells are expected

to be cancelled in the cross section ratios. Therefore the radiative cross section ratios of

two targets reduce to their yield ratios. Then the radiative effect is removed by the XEMC

model to give the Born cross section ratio between nucleus A and B as:

σBorn(A)

σBorn(B)
=
Y cor
data(A)

Y cor
data(B)

radcor(A)

radcor(B)
, (4.11)

where radcor(A) = σBornXEMC(A)/σradXEMC(A) is the XEMC-calculated Born to Radiative

cross section ratio of the nucleus A. the Though the absolute radiative correction estimated
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Figure 4-14: Compare the angle(left) and Q2(right) distribution within a given xbj bin.
Despite a difference in amplitude, their ratios are flat, and their mean values are consistent
within resolution.

by the XEMC model can be as large as 40% at xbj > 1, they are cancelled in the tritium

to helium-3 cross section ratio (see Fig. 4-15). A 1% point-to-point systematic uncertainty

and another 1% normalization uncertainty are assigned to this process.
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Figure 4-15: Top: the Born to radiative cross section ratio with tritium and helium-3 target.
Bottom: the radiative correction factors from two targets agree within 0.5%.



Chapter 5

Results and Discussions

This chapter presents the 3H/3He, 3H/2H, and 3He/2H cross section ratios, and 2H, 3H,

3He, 12C absolute cross sections at 1 < xbj < 3 with a Q2 range of 0.4 to 1.8. This includes

the LHRS data from L21, L24, L30, L17, EP kinematics. While the high Q2 kinematics

(L17 and EP) provided precise information on the isospin dependence of NN SRC pairs,

kinematics from lower Q2 are used to study the Q2 dependence of the NN SRC plateau.

The L21 and L17 kinematics also provide xbj > 2 cross sections and ratios that could be

used in the 3N SRC study.

The Cross section results are rebinned to the central angle so that values from overlapped

kinematics with the same scattering angle can be combined. The xbj and Q2 distributions

are shown in Fig. 5-1.

5.1 Systematic Uncertainties

The beam, momentum, and angle uncertainties as listed in Table 4.1 are calculated with the

XEMC model for each xbj bin. For example, σ(E + δE)/σ(E) − 1 gives the beam energy

uncertainty in absolute cross sections. Those uncertainties are correlated point-to-point

uncertainties in extracted cross sections, and cancelled in ratios. To estimate the uncertainty

from endcap subtraction, the contamination level is parameterized as a function which is

109
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Figure 5-1: Extracted Tritium Born cross sections from various kinematics.

linear between 1 < xbj < 3 and symmetric about xbj = 1. 30% of the fitted contamination

level enter the cross section as a correlated uncertainty. Same set of fitting parameters are

used for deuterium, helium-3, and tritium data at the same kinematics. The beam charge

uncertainty is 1% at 22.5. It should be correlated with the 1% normalization uncertainty

from the charge-induced gas target density correction. In this analysis we add them in

quadrature as a safe overestimation. The charge uncertainty is cancelled in ratios but not

the density correction. The radiative correction uncertainty in XEMC is estimated as a 1%

normalization uncertainty and 1% uncorrelated point-to-point uncertainty according to the

previous experiment [72]. This number will be updated in the future. The normalization

part of the radiative correction uncertainty is cancelled in the ratio. For the L17 data taken

with the second tritium cell, there is an additional 2% normalization uncertainty due to the

density loss from the hydrogen contamination.
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To check the uncertainty from our choices of acceptance cuts, we varied the acceptance cuts

Figure 5-2: 3H/3He raw event counts ratio with different acceptance cuts and there differ-
ence in percentage with respect to the loose cuts(red) from kinematics L17-SRC1(left) and
EP-SRC(right).

(θ, φ, δ) around the default values to study the change in results. For example, in Fig. 5-2

the ratio of 3H/3He raw counts (number of good electron events, not normalization by

luminosity) is plotted with acceptance cuts over the range of:

• −20 mrad< φtg < 20 mrad −→ −40 mrad< φtg < 40mrad,

• −30 mrad< θtg < 30 mrad −→ −65 mrad< θtg < 65 mrad,

• −2.0% < δtg < 2.0% −→ −4.0% < δtg < 4.0%.

The central values of corresponding ratio results are shown as shaded areas. The plots show

no statistically-significant difference between loose and tight cuts. Similar study shows

that the fluctuation of absolute cross section results is always within 40% of statistical

uncertainties if varying the tight cuts by ±5 mrad in θ and φ, or 0.3% in δ. In practice a

1% uncorrelated uncertainty is assigned to cross section (ratios) at 1.7 < xbj < 2.2, and 2%

at xbj > 2.2.
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Sources Types Uncert.
Uncertainties
in Absolute
cross section

Uncertainties
in Ratio

Beam Energy corr. 0.005% 0.1-0.5% 0

angle corr. 0.8mrad 0.1%-4.0% 0

momentum corr. 1.5MeV 0.1%-4.0% 0

Acceptance cuts uncor. 0-2% 0-2%

Endcap Contamination cor. 0.1%-3% 0.1%-3.0% 0.1%-4.2%

Radiative Correction uncor. 1% 1% 1%

Radiative Correction norm. 1% 1% 0

Tracking norm. 0.2-0.5% 0 0

Charge norm. 0.2 µA 1% 0

Current-induced
Density Change

norm. 1% 1% 1.4%

Tritium density Correction
(hydrogen contamination)

norm. 2% 2% 2%

A full list of uncertainties are given in Table 5.1. An additional 1% uncorrelated uncertainty

is applied on all results to account for all other uncertainties of unknown sources. The cross

section result has a total point-to-point uncertainty of 1.0%−6.5% with 1.7% normalization

(2.7% for the L17 tritium data). The cross section ratio result has a total point-to-point

uncertainty of 1.0%−4.8% with 1.4% normalization (2.5% for the L17 tritium-related ratio

data).

5.2 Absolute Cross Sections

The extracted absolute cross sections from deuterium, tritium, and helium-3 data are shown

in Fig. 5-3 to Fig.5-5.
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Figure 5-3: Extracted Deuterium nucleus Born cross sections. The error bars represent all
point-to-point uncertainties (statistical and systematic) added in quadrature. Comparing
to L17 (green), the L30 data (blue) has lower Q2 hence smaller inelastic contamination but
larger QE contribution. The combination of those two effects happen to create similar total
cross sections for L17 and L30 at the xbj = 1 QE peak.
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Figure 5-4: Extracted Tritium Born cross sections from various kinematics.

Figure 5-5: Extracted Helium-3 Born cross sections from various kinematics.
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5.2.1 F (y) Fitting

With Eq. 4.6, F (y) is extracted from the measured cross section:

F (y) =
σdata − σXEMC

QE

(Zσ̃p +Nσ̃n)

q√
M2 + (y + q)2

(5.1)

The extracted tritium, helium-3, and deuterium F (y) from five angles are shown in Fig. 5-6

to Fig. 5-8. Results from L17 and EP are in good agreement since their Q2 is large enough

to reach the y scaling region. New F (y) fittings are performed with these two data sets.

The obtained new parameters are listed in Table 5.1. Data to simulation comparisons are

repeated with those new parameters. The extracted cross sections are consistent with the

first iteration.

f0 B alpha a b

Deuterium 9.071E-03 4.681E-04 4.256E+01 8.433E-03 7.198E-03

Tritium 4.873E-03 3.017E-03 9.611E+01 2.852E-03 1.424E-02

Helium-3 5.144E-03 2.741E-03 6.953E+01 2.528E-03 1.374E-02

Table 5.1: F (y) fitting results from extracted cross sections at L17 and EP.
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Figure 5-6: Left: extracted deuterium F (y) from this experiment. Right: the high Q2 data
(L17 and EP) are used for new F (y) fitting.

Figure 5-7: Left: extracted tritium F (y) from this experiment. Right: the high Q2 data
(L17 and EP) are used for new F (y) fitting.
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Figure 5-8: Left: extracted helium-3 F (y) from this experiment. Right: the high Q2 data
(L17 and EP) are used for new F (y) fitting.

5.3 Cross Section Ratios

5.3.1 NN-SRC Plateaus

3H/2H and 3He/2H per-nucleon cross section ratios are extracted with the yield ratio

method. Note that the deuterium elastic peak at xbj = 2 is within the L21 and L17

acceptance. For example, Fig. 5-9 shows that the yield from L21 has a clear peak at xbj = 2.

While the radiative effect from this elastic tail has been taken care of by the XEMC model,

the elastic contribution would contaminate the deuterium QE cross section near xbj = 2.

This contamination is worst at L21 which has the lowest Q2. To estimate this effect, we fit

the QE tail with a Landau function, and the elastic peak with an mirror-inverted Laudau

function. From the plot we can see that the fitted elastic peak falls off rapidly, and becomes

less than 2% of the total yield at xbj = 1.8. In this analysis we cut off the cross section
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ratios at xbj = 1.8 to stay away from the deuterium elastic contamination. A more careful

study with simulation can be carried in the future if necessary.

The 3H/2H and 3He/2H per-nucleon cross section ratios at 0.8 < xbj < 1.8 from various Q2

Figure 5-9: Deuterium yield (not normalized) from L21-SRC in log scale. The bump at
xbj = 2 corresponds to deuterium elastic scattering. The red curve is the sum of a Landau
distribution and a mirror-inverted Landau distribution. The blue curve is the fitted elastic
peak.

are plotted in Fig. 5-10. It shows the transition from no scaling behavior to NN SRC plateau

as the Q2 increases. This is consistent with the nucleon initial momentum calculation (see

Fig. 1-15), which shows that the high momentum nucleons become dominant in the inclusive

QE scattering as Q2 increases.

The height of 3H/2H and 3He/2H NN SRC plateaus are fitted with high Q2 data (L17 and

EP) to get a∗2(A = 3). In this process, statistical and point-to-point systematic uncertainties
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Figure 5-10: Tritium to deuterium (top), and helium-3 to deuterium (bottom) cross section
ratios with respect to xbj from various kinematics settings. Q2 is quoted at the QE peak.
The double error bars represent the statistical uncertainties and the sum of statistical and
systematic point-to-point uncertainties.
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Observables xbj range Ratio

3He/2H 1.35-1.70 2.0943±0.0097

3He/2H 1.40-1.70 2.0994±0.0116

3He/2H 1.40-1.75 2.1040±0.0127

3H/2H 1.35-1.70 1.7544±0.0087

3H/2H 1.40-1.70 1.7576±0.0096

3H/2H 1.40-1.75 1.7576±0.0098

3H/3He 1.35-1.70 0.8392±0.0026

3H/3He 1.40-1.70 0.8391±0.0028

3H/3He 1.40-1.75 0.8369±0.0033

Table 5.2: The heights of tritium (helium-3) to deuterium, as well as tritium to helium-3
plateaus fitted with L17 and EP data. Fits were performed with different ranges of xbj for
the stability check. Fluctuations of the result are included in the fitting uncertainties.

are added in quadrature. Additional corrections are required to remove the central motion

of SRC pairs to extract the actual a∗2(A = 3). 1.4 < xbj < 1.7 is the conventional fitting

range from previous experiments [72][25]. This is also the range with flat ratios from our

experiment results. We varied the fitting range to estimate the uncertainty. Details are

listed in Table 5.2. From the fits we got a2(3He) = 2.10 ± 0.01 and a2(3H) = 1.76 ± 0.01.

The 3He/2H NN SRC ratio is consistent with the result from the E02-019 experiment [20].

We introduced the light cone variable [16]

α2N = 2− q− + 2mN

2mN
(1 +

√
W 2

2N − 4m2
N

W2N
) (5.2)

as an alternative scaling variable instead of xbj . Here mN is the nucleon mass, q− = q0−|q|,

W 2
2N = (q + 2mN )2 = −Q2 + 4qomN + 4m2

N with Q2 = q2 − q2
0. α2N takes into account

the recoil energy and momentum carried by the spectator nucleon in the NN SRC to better

identify 2N SRCs. In the Q2 →∞ limit, α2N → xbj . Fig. 5-12 showed that the α2N scaling

removed the Q2 dependence in the transition region between the QE tails and the 2N-SRC

plateaus ( 1 < xbj < 1.4).
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Figure 5-11: Fit the 2N-SRC plateaus with tritium to deuterium (top), and helium-3 to
deuterium (bottom) cross section ratios from L17 and EP.
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Figure 5-12: Tritium to deuterium (top), and helium-3 to deuterium (bottom) cross section
ratios with respect to α2N .
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5.3.2 The Isospin Preference in A=3 Nuclei

The tritium to helium-3 cross section ratios are extracted at 0.7 < xbj < 3 from various

kinematics(see Fig. 5-13). At xbj < 2 its shape is very similar to the nucleus-to-deuterium

ratio: a dip at xbj = 1 that indicates a small difference of nucleon momentum smearing

between tritium and helium-3, then a relative flat region between 1.4 < xbj < 1.7. The

height of 3H/3He ratio between 1.4 < xbj < 1.7 is fitted to be 0.84 ± 0.01. This value

deviates from both the np-dominance limit where

σ3H

σ3He
=
σnp + σn
σnp + σp

' σnp
σnp

= 1, (5.3)

and the no-isospin preference assumption that

σ3H

σ3He
=

2σn + σp
σn + 2σp

σp∼3σn−−−−−→ 0.7. (5.4)

. The np/pp SRC pair ratio in A = 3 Nuclei can be extracted from the height of plateau

with a toy model of pair-counting. For a nucleus with Z protons and N neutrons, assuming

that any two nucleons in that nucleus are equally likely to move close to each other, then

the chance of forming any two-nucleon pairs are f(A) = A(A− 1)/2 among which NZ are

np pairs, and N(N − 1)/2, Z(Z − 1)/2 are nn and pp pairs respectively. If a fraction of p0

np pairs and p1 pp (nn) pairs are short-range correlated (in other words, have momentum

above thte Fermi level), the inclusive cross section contribution from NN SRC pairs can be

approximated by:
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Figure 5-13: Tritium to helium-3 cross section ratio with respect to xbj from various kine-
matics setting.

Figure 5-14: Fit the 2N-SRC plateaus with helium-3 to tritium cross section ratios from
L17 and EP.
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σ2N−SRC =
1

f(A)
[NZp0(σp + σn) +N(N − 1)p1σn + Z(Z − 1)p1σp] (5.5)

where σp and σn are the on-shell ep and en elastic cross sections at corresponding kinematics.

Here we assume pp and nn pairs have the same chance to form SRC pairs since they are

from the same isospin configuration. Assume that tritium and helium-3 share the same p0

and p1, we can write the tritium to helium-3 inclusive cross section ratio at NN SRC region

as

σ(3H)

σ(3He)
=

2p0(σp + σn) + 2p1σn
2p0(σp + σn) + 2p1σp

. (5.6)

The ep and en elastic cross section ratio is σep/σen = 2.7±0.1 at L17 and EP kinematics [73].

Substituting this ratio as well as σ(3H)/σ(3He) = 0.84±0.01 into the above equation gives

the np to pp SRC pair ratio p0/p1 = 2.2± 0.2.

Similarly, the exclusive (e, e′p) cross section from NN SRC is ∼ NZp0 + Z(Z − 1)p1 up to

a factor of σp. So the exclusive tritium to helium-3 ratio at NN SRC region can be written

as:

σep(
3H)

σep(3He)
=

2p0

2p0 + 2p1
. (5.7)

As shown in Fig. 5-15, the p0/p1 extracted from the exclusive scattering data from [28] is

consistent with what we obtained from this analysis, but has a larger uncertainty.

This toy model separates the SRC pair’s cross section contribution into 1) the probability to

form a pair from pair counting, 2) the percentage of pairs with high momentum (p1 and p0),
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Figure 5-15: np to pp SRC pair ratio extracted from the inclusive 3H/3He cross section
ratio in this thesis (top), and the exclusive e′p experiment [28] (bottom).

and 3) the electron-nucleon elastic scattering cross sections. The total cross section ratio

of σ3H/σ3He is used instead of a2(A = 3) with the assumption that competing processes

are either suppressed by kinematics or cancelled in the ratios, and the nuclear smearing

effect is very similar in A = 3 nuclei. Those assumptions will be carefully re-evaluated in

the future analysis. This pair counting approach could be applied on the SRC ratios from

other similar nuclei such as 48Ca/40Ca [25].

Fig. 5-16 shows the nucleon momentum distribution inside tritium as calculated with

Av18+UX[74]. Our np to pp SRC pair ratio of 2.2 ± 0.2 is consistent with the calculated

np/pp ∼ 2.4 at 1.2 < q < 1.5 fm−1. The same calculation projects the pair momentum

distribution into different spin and isospin (ST) configurations to give the T = 0/T = 1

pair density ratio

ρ(T0)

ρ(T1)
=
ρ(ST = 00) + ρ(ST = 10)

ρ(ST = 01) + ρ(ST = 11)
≈ 1.23 (5.8)
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Figure 5-16: The nucleon momentum distribution between nucleon-nucleon pairs as a func-
tion of the pair’s relative momentum q = k12 = (k1− k2)/2. The distribution is projected
into nn and np pairs (left) and spin-isospin (ST) configurations (right). The figure on the
right also gives the density integral of each configuration. Figures taken from [74].
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at the Fermi level (k12 ≈ 1.3 fm−1. That is a 20% enhancement of isospin T = 0 state in

the A = 3 SRC pairs. If we simply apply the known NN isospin configuration, which is,

equal number of isospin T = 1 nn, np, and pp pairs plus np pairs from isospin T = 0 on

the extracted np/pp SRC pair ratio from this analysis, we get the ratio of T = 0 to T = 1

SRC pairs is (p0 − p1)/p1 = 1.2 ± 0.2. While this number is very close to the calculation,

this is just a rough estimation of inclusive cross section ratio as the contribution from the

lowest momentum nucleons. We are working with several groups of theorists to understand

the cross section ratio results and its implication on the isospin dependence of NN SRC

through QMC and χEFT calculations.

5.3.3 Beyond 2N SRCs

Two kinematic settings, L21 at Q2 = 0.6 GeV2 and L17 at Q2 = 1.4 GeV2 provide 3H/3He

cross section ratios at 2 < xbj < 3. As shown in Fig. 5-17, the ratio is around 0.7 with

large statistical uncertainties. Due to the lack of statistics we can not make a statement on

the 3N SRC plateau. But it’s worth mentioning that recent calculations [16] suggests that

Q2 > 5 GeV2 is required to reach the possible 3N SRC dominant region at 2 < xbj .
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Figure 5-17: Tritium to helium-3 cross section ratio from L17 and L21.



Chapter 6

Conclusions

This thesis presents the deuterium, tritium, and helium-3 inclusive cross sections at 0.6 <

xbj < 3 and 0.6 < Q2 < 1.9 GeV2. The high Q2 data shows scaling behavior at −0.7 <

y < 0. The tritium and helium-3 F(y) fitting parameters for the XEMC cross section model

have been updated with this new measurement. The helium-3 to deuterium cross section

ratio at Q2 > 1.3 GeV2 shows a plateau at the NN SRC dominant kinematics. The plateau

height of 2.10±0.01 is consistent with previous measurements [72]. The first result of tritium

to helium-3, tritium to deuterium cross section ratios at xbj > 1 are provided. The cross

section ratios show strong Q2 dependence at the onset of NN SRC plateaus. The height of

plateau are fitted with Q2 > 1.4 GeV2 data at 1.4 < xbj < 1.7. The tritium to helium-3

cross section ratio of 0.84± 0.01 at NN SRC dominant region is different from predictions

with no isospin preference and with complete isospin singlet dominance. Assuming that

nuclear smearing and many other effects are cancelled in the tritium to helium-3 ratio, we

extracted the np to pp SRC pair ratio of 2.2 ± 0.2 with a pair-counting model. This may

imply a 20% more T = 0 pairs in NN SRC comparing to the T = 1 pairs. The xbj > 2

tritium to helium-3 ratio is between 0.6 and 0.8. We cannot make any conclusion on the

3N SRC plateau due to the lack of statistics.

This tritium and helium-3 cross sections and ratios can be used to test theory models at

130
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SRC region. The cross sections at the QE peak can also help determine the tritium nuclear

corrections, which is important in the structure function F2 extraction from DIS tritium

data. On the other hand, we need theory input to extract the actual isospin configuration

in 2N SRCs from the height of 2N plateau, and to understand the ratios at xbj > 2. There

are on-going theory efforts including χEFT and spectral function calculations [75][76]. We

are expecting to see theory to data comparisons in the near future. A separate analy-

sis of the tritium and helium-3 cross sections at QE peak is carrying on to extract the

neutron magnetic form factor [77]. Our tritium and helium-3 ratio at 2N SRC region

will be combined with the ratio of two in DIS region from the MARATHON experiment

to study the EMC-SRC relation. Cross section tables and other results are available at

https://wiki.jlab.org/tegwiki/index.php/Wiki-page_for_E12-11-112.

https://wiki.jlab.org/tegwiki/index.php/Wiki-page_for_E12-11-112
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ruzzaman, M. Nycz, R. Obrecht, M. Olson, L. Ou, V. Owen, B. Pandey, V. Pandey,

A. Papadopoulou, S. Park, M. Patsyuk, S. Paul, G. Petratos, E. Piasetzky, R. Pomat-

salyuk, S. Premathilake, A. Puckett, V. Punjabi, R. Ransome, M. Rashad, P. Reimer,

S. Riordan, J. Roche, F. Sammarruca, N. Santiesteban, B. Sawatzky, E. Segarra,
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