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VXS Trigger Processor Specifications
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VTP Electrical Modeling — DDR3 Memory Data

We can detect if the data bits are not aligned Adding some wiggles in the PCB traces/wires After delay correction simulation shows all data
in time, which reduces the margin for a to make all data bits show up at the same bits are transitioning together, making the
We can measure delays of 1/10 of one is equal to about 1/2” of length inside the o

e PCB. |
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Using The VXS Trigger Processor — Detector Beam Experiment — CLAS12 Forward Tagger Calorimeter

Drawing illustrates a test we performed in a Hall B beam test Feb 2020 using the CLAS12 FT calorimeter (336 FADC channels)
* The VXS Trigger Processor is used in several experimental Halls at JLAB. DAC caniliandletlose to ANz rate mer BADC thaifiel

before suffering efficiency loss (it is nearly 2x better
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 We are developing Streaming ReadOut DAQ systems for future : | Recordad Hit Effciency Dropsto
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experiments and will take advantage of the elegant high speed serial links ] single 10Gbps Ethernet Link
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* The diagram on th? right, shows a .recent example of the Streaming Front-end setup: 2 VXS crates, each with VTP w/ 2x 10GbE optical links, 11 FADC250 modules, 336 [:ﬁbW6'érystals w/APD
ReadOut system with a beam test in the CLAS12 experiment at JLAB. Backend setup: servers connected to front-end ethernet switch by 40GbE. Software as a combination of CODA, TRIDAS,

JANA, ROOT that together performed configuration, event selection, event reconstruction, and online monitoring.

Double cluster 0 mass as obtalned by an unsupervised
hierarchical clustering algporithm implemented in JANA

framework by C.Fanelli

336 PbWO crystals with APD photo detectors were instrumented to our
front end flash ADC. The VTP provided the streaming data readout n reconstructed signal from streaming data:
function and demonstrated the successful operation of the SRO software
which was a combination of CODA, TRIDAS, JANA and ROOT programes.
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