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Abstract

Atomic nuclei contain a number of protons and neutrons. Most heavy
nuclei contain more neutrons than protons in order to remain stable. The
nuclear proton distribution can be measured via elastic scattering of charged
particles, but the neutron distribution remains poorly constrained. Nuclear
structure theory also predicts a “neutron skin” ∆rnp where the mean radii of
neutrons in the nucleus exceeds that of protons. Two experiments were run in
2019 and 2020 to measure the neutron skin in two different nuclei. The first
experiment, PREX-II, was designed to measure the neutron skin in 208Pb,
while the second experiment, CREX, was designed to measure the neutron
skin in 48Ca. Both experiments employed the parity-violating electron scat-
tering (PVES) technique in which longitudinally spin-polarized electrons are
scattered off an unpolarized target. The parity-violating asymmetry APV is
then measured which is the normalized difference of scattering cross section
from electrons in alternating positive and negative helicity states. PREX-II
performed this experiment with 950 MeV electrons scattered at a 5°angle
with Q2 = 0.00616 ± 0.00004 (GeV/c)2, while CREX used 2182 MeV elec-
trons at the same angle with Q2 = 0.0297± 0.0002 (GeV/c)2.

One of the potentially largest sources of systematic uncertainty for both
experiments arises from the measurement precision of the beam polarization
Pe. To accurately measure Pe a Compton scattering polarimeter was used.
The electron beam for the main experiment was passed through a resonant
laser optical cavity. The Compton backscattered photons then entered the
photon detector where their asymmetry was measured yielding Pe. The
Compton polarimetry data from PREX-II lacked the statistical precision
necessary to make a final polarimetry measurement. However, for CREX
the Compton polarimetry measurement was Pe = (87.115 ± 0.453)% with
negligible contribution from statistical uncertainty.

The measurement of Pe was then incorporated into both experiments’
calculation of APV . Additionally, both experiments used a dynamic beam
correction system to correct for any sources of false asymmetry. For PREX-II
the asymmetry was APV = 550± 16 (stat) ± (syst) ppb, which corresponds
to ∆r208np = 0.278± 0.078 (exp.) ± 0.012 (theo.) fm. The CREX asymmetry
was APV = 2658.6 ± 106.1 (stat) ± 39.3 (syst) ppb, although the analysis
for ∆r48np is not yet complete. The results of these two experiments will have
significant implications for the theory of nuclear structure, and even for the
nuclear equation of state which governs neutron stars.
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Chapter 1

Introduction

The inception of nuclear physics as a field of study can be traced to 1911 with
the publication of the results of a series of experiments carried out by Ernest
Rutherford, Hans Geiger, and Ernest Marsden, which suggested that atoms
contained a small dense positively-charged nucleus [1]. This discovery led to
the formulation of the Bohr model of the atom [2]. The 1932 discovery of the
neutron by James Chadwick [3] revealed that atomic nuclei were composed
of two primary nucleons: the positively-charged proton and the electrically
neutral neutron.

Contemporaneous with these early developments in nuclear physics was
the development of spin quantum mechanics. The Stern-Gerlach experiment,
first performed in 1922, demonstrated the quantization of magnetization in
magnetism [4], which was later determined by Wolfgang Pauli to be a quan-
tization of spin angular momentum [5]. The spin angular momentum of
particles such as protons, neutrons, and electrons was found to be either + h̄

2

or − h̄
2
. In 1928, Paul Dirac proposed the mathematical formalism of the

spin-dependent interactions of particles with ±1
2
spin [6]. These develop-

ments helped modernize the field of quantum theory, and helped motivate
further experimental studies of spin-dependent quantum effects.

Early observations of the process of radioactive β-decay suggested that
the process involved four spin-1

2
particles. In 1956 Lee and Yang theorized

that the weak interaction was not invariant under an inversion of spatial
coordinates [7]. This was experimentally verified the following year by a
team led by Chien Shiung Wu [8]. Thus, the weak nuclear force was shown

to not conserve parity. Parity is said to be conserved for any quantity k⃗ if
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Figure 1.1: Nuclear charge densities plotted as a function of radii for different
doubly-closed shell nuclei. Adapted from Foris and Papanicolas [9].

under a parity transformation P , k⃗ is invariant:

P(k⃗(x, y, z)) = k⃗(−x,−y,−z) = k⃗(x, y, z). (1.1)

While electromagnetic interactions conserve parity, the fact that weak inter-
actions do not opens up possibilities for experimental confirmation of weakly
interacting phenomena.

Developments in nuclear physics in the latter half of the 20th century in-
clude direct measurements of the electric charge density of nuclei of different
sizes. Measurements of the mean charge radius of different nuclei

√
⟨rch⟩2

made using elastic electron-nucleon scattering varied between 1.6 fm (for
4He) and 5.5 fm (for 208Pb) [10]. The mean charge density as a function of
nuclear radius can be seen for nuclei of various sizes in Fig. 1.1. While both
electromagnetic and weak scattering amplitudes contribute to elastic scatter-
ing cross section measurements, in reality the amplitude of weak scattering
is suppressed relative to the electromagnetic scattering and thus contributes
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very little to these measurements. As a result, early electron-nucleon elastic
scattering could reveal a distribution of protons in nuclei, but the neutron,
being electrically neutral, would not be sensitive to these experimental tech-
niques, leaving the neutron distribution of nuclei unmapped.

1.1 Motivation

Any atomic nucleus containing Z protons and N neutrons is either stable
meaning that the nucleus will continue having Z protons and N neutrons
indefinitely, or unstable meaning that the nucleus will undergo a radioactive
decay changing the number of protons and neutrons it contains. For stable
light nuclei (Z < 20), the ratio N

Z
is approximately 1. However, as nuclei

get heavy the ratio changes increasingly such that N
Z
> 1 in order to remain

stable. Thus, without scattering probes that do not utilize EM effects, the
neutron distribution in heavy nuclei cannot be determined despite the fact
that in heavy stable nuclei neutrons outnumber protons.

Excess neutrons in heavy nuclei are predicted to form a “neutron skin”
where the radii occupied by neutrons in the nucleus extends beyond the radii
occupied by protons. The thickness of the neutron skin is then the difference
between the mean neutron radius rn and the mean proton radius rp

∆rnp =
√
⟨r2n⟩ −

√
⟨r2p⟩. (1.2)

Experiments as early as 1980 measured ∆r
(208)
np using hadronic scattering

techniques [11]. These experiments have since measured ∆r
(208)
np through

proton scattering, alpha scattering, π− scattering, and antiprotonic atoms
[12]. However, these experimental measurements are inherently limited by

systematic uncertainties from QCD, which makes extracting ∆r
(208)
np from

experimental observables challenging.
Strong and electromagnetic interactions conserve parity, but because weak

interactions do not, this nonconservation can be exploited by scattering ex-
periments. Parity violation in electron-nucleon scattering was first observed
in 1978, and the result was a major milestone in confirming the Weinberg-
Salam model of electroweak unification [13]. Since then the parity-violating
electron scattering (PVES) technique has been a remarkable probe of nuclear
structure and tests of the standard model.
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Weak charge is analogous to electric charge in that weak charge measures
a nucleus’ coupling to weak interactions. Parity violation in atomic systems
and in electron scattering have verified that the proton weak charge is less
than that of the neutron. Consequently, scattering techniques that can take
advantage of weak interactions can act as probes of neutron density, anal-
ogous to how electromagnetic elastic scattering acts as a probe of proton
density.

To obtain a precise measurement of ∆rnp on two key nuclei two experi-
ments employing the parity-violating electron scattering technique were pro-
posed. The first was PREX-II, designed to measure parity violation in elec-
tron scattering off 208Pb, while the second CREX was proposed to measure
parity violation in 48Ca. A description of the mathematical formalism of the
observable quantities in both experiments will be discussed in Sec. 1.2, while
a description of the implications of the results of both experiments as well as
the importance of these two nuclei will be discussed in Sec. 1.3.

1.2 Theory

Scattering experiments in all their different forms are traditionally one of
the most common experimental techniques employed by nuclear and particle
physicists. The primary observable in scattering experiments is the cross
section σ which measures the likelihood of scattering happening for any given
reaction. To calculate the cross section from first principles we must first
calculate the matrix element M for each reaction considered. In the case
of electron nucleon scattering the reaction is the elastic scattering of two
spin-1

2
particles. The propagation of a spin-1

2
particle is governed by the

Dirac equation1 which is

(i∂µγ
µ −m)ψ = 0, (1.3)

where γµ are the covariant gamma matrices, m is the particle mass, and ψ
is the particle wave function.2

This equation is solved generally by a wave function of the form

ψ = u(p)e−ipµxµ

, (1.4)

1The calculations in this dissertation will be written in units where h̄ = c = 1 and
therefore factors of h̄ and c will be omitted from equations.

2This dissertation also uses the Einstein summation notation to shorted sums: aµb
µ =∑

µ

∑
ν η

µνaµbν where ηµν is the metric tensor.
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where u(p) is a Dirac spinor vector, and pµx
µ is the inner product of 4-vector

position and momentum.
From this it can be shown that the cross section σ for four-particle scat-

tering can be expressed in terms of the scattering amplitude M as

dσ =
|M|2

4
√

(p1 · p2)2 −m2
1m

2
2

(
d3p⃗3

(2π)32E3

)(
d3p⃗4

(2π)32E4

)
× (2π)4δ(p1 + p2 − p3 − p4),

(1.5)

where p1, and p2 are the four-momenta of the two initial-state particles, p3
and p4 are the four-momenta of the two final-state particles, m and E are
the mass and energy respectively of each particle numbered 1-4, and δ is
the Dirac delta function, included to account for conservation of energy and
momentum [14].

For electron-nucleon scattering we can take the approximation m1 ≪ m2.
In this limit if we neglect the effects of nuclear recoil then the cross-section
of electron-nucleon scattering becomes

dσ

dΩ
=

(
1

8πM

)2

|M|2, (1.6)

where M is the nucleon mass. The cross section here is calculated with the
assumption that the nucleon is a point like particle. In practice the finite size
of nucleons and their structure must be taken into account. This correction
will be described in Sec. 1.2.3.

For the PREX-II and CREX experiments, the electrons measured were
scattered either by EM processes or by the weak processes. Thus the scat-
tering amplitude had two components:

|M|2 = |MEM +Mweak|2. (1.7)

These matrix elements then have to be constructed dependent on the kine-
matics of each of their respective processes.

1.2.1 Electroweak Unification

Knowing the scattering amplitude M is important to these calculations as
it is used in calculating both cross section and reaction rate. The kinemat-
ics contained within also must be taken into account while integrating over
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the outgoing particle momenta. Constructing the amplitude requires under-
standing the nature of each interaction, and this can be different for both
electromagnetic interactions and weak ones.

While the rules for electromagnetic interactions were codified in the late
1940’s [15], the development of the theory of the weak nuclear interaction was
still ongoing. The weak force was originally proposed in 1934 as a solution
to describe β-decays [16] and, as described above, was developed further in
the 1950’s when it was shown that the weak force did not conserve parity.
The next major development in the weak interaction was the development
of a unified theory of the electromagnetic and weak interactions. In 1967
Steven Weinberg proposed a theory of weak interactions which proposed the
existence of left- and right-handed Dirac spinors analogous to the ones that
are used in quantum electrodynamics [17]:

uL(p) =
1− γ5

2
u(p), uR(p) =

1 + γ5

2
u(p), (1.8)

where γ5 is the so-called “fifth” gamma matrix defined by:

γ5 ≡ iγ0γ1γ2γ3. (1.9)

Once the Lagrangian for the interaction is calculated, three vector bosons
become apparent. The first is the massless electrically neutral photon. The
second is a massive charged boson, the W±. The third is the massive electri-
cally neutral Z0 boson. Though the W and Z bosons would not be directly
detected until later, the masses of the bosons were predicted to be related to
each other as

MW =MZ cos θw, (1.10)

where θw is the “weak mixing angle” which must be measured empirically.
The mass of theW and Z bosons ends up being what suppresses the strength
of the weak interaction relative to the electromagnetic interaction. The prop-
agator for a photon interaction has no mass term and instead leaves the
scattering amplitude inversely proportional to momentum transfer q:

MEM ∝ g2e
q2
. (1.11)

Whereas the amplitude of weak scattering is suppressed by the mass of
each mediating boson:

MW
weak ∝

g2w
q2 −M2

W

, MZ
weak ∝

g2z
q2 −M2

Z

, (1.12)
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where gw and gz are related to the electromagentic coupling constant as:

gw ∝ ge
sin θw

, gz ∝
ge

sin θw cos θw
. (1.13)

While the charged weak interaction with W± is not relevant for the mea-
surements of nuclear structure taken in PREX-II and CREX, the weak neu-
tral current interaction mediated by Z0 is. The Z-boson mass MZ ≈ 90
GeV≫

√
⟨q2⟩ for both PREX-II and CREX kinematics the weak scattering

amplitude then becomes

Mweak ∝
g2z
M2

Z

. (1.14)

In an energy regime where q2 > M2
Z then the relative suppression of

weak interactions disappears and the unified “electroweak” interaction can
be observed. However, for the kinematics for PREX-II and CREX the mass
suppression of the weak interaction is a significant effect, making the relative
size of the weak cross section of electron-nucleon elastic scattering small.

1.2.2 Electroweak Scattering Amplitude

To understand the dependence of the specific kinematics of the cross section
on the scattering, we must calculate |M|2. As equation 1.7 demonstrates,
the electromagnetic amplitude dominates the full scattering. Therefore the
calculation of MEM yields information about the overall magnitude of the
cross section, whereas the calculation of Mweak yields information about the
size of the asymmetric effect from parity violation.

First the EM scattering amplitude can be written in the Feynman calculus
as

MEM = − g2e
(p1 − p3)2

[u(s3)(p3)γ
µu(s1)(p1)][u

(s4)(p4)γµu
(s1)(p1)], (1.15)

where p1...p4 are the four-momenta of the incoming and outgoing particles,
and s1...s4 specify the spins of the particles. The particles are labeled in the
diagrams shown in Fig. 1.2.

By assuming the mass of the nucleon M is much larger than the mass
of the electron me, and that the effects of nuclear recoil can be safely ne-
glected, the calculation of both scattering amplitude and cross section can
be simplified. This has already been taken into account in equation 1.15 as
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e−(p3) X(p4)

e−(p1) X(p2)

e−(p3) X(p4)

e−(p1) X(p2)

γ Z0

Figure 1.2: Feynman diagrams for electron-nucleon scattering for EM pro-
cesses (left) and weak processes (right). The nucleon X represents either
protons or neutrons.

the integration over momentum transfer causes the factor of q2 to evaluate
as q2 = (p1 + p2 − p3 − p4)

2 = (p1 − p3)
2 because the nucleon is treated

as being at rest both before and after scattering. Also, the magnitude of
the momentum of the electron is treated as equal before and after scattering
|p⃗1| = |p⃗3|, with a scattering angle θ as p⃗1 · p⃗3 = |p⃗1|2 cos θ. With this in mind
the EM scattering cross section is(

dσ

dΩ

)
Mott

=

(
1

8π(E +M)

)2

|MEM |2 =

(
αMZ

2E(E +M) sin2 θ
2

)2

cos2
θ

2
,

(1.16)
where E is the electron energy, Z is the number of protons in the nucleus
and α ≈ 1

137
is the fine structure constant. This is the Mott cross section,

which models the spin-averaged interaction between one light and one heavy
charged particle. Because |MEM |2 is the leading term in the expansion of
equation 1.7 it also serves as an approximation for the overall cross section
of elastic electron-nucleon scattering.

The weak interaction amplitude terms then allow the overall cross section
to include chiral effects due to the weak interaction’s nonconservation of
parity. The amplitude of weak scattering can then be written as

Mweak = − g2z
4M2

Z

[u(p3)γµ(c
e
V − ceAγ

5)u(p1)][u(p4)γ
µ(cqV − cqAγ

5)u(p1)], (1.17)
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where ceV and cqV are vector coefficients for the electron and quark respectively
and ceA and cqA are the axial vector coefficients for the electron and the quark
respectively. While the electron coefficients are known:

ceV = 2 sin θw − 1

2
, ceA = −1

2
, (1.18)

the value of the quark coefficients are dependent on the flavor of the quark
in the scattering:

cqV =

{
1
2
− 4

3
sin2 θw, if quark is u

−1
3
+ 2

3
sin2 θw, if quark is d or s

cqA =

{
1
2
, if quark is u

−1
2
, if quark is d or s.

One important assumption that is made in the calculation of the Mott
cross section is that both the electron and nucleon are point-like particles.
At the energies required to reach the limit of weak scattering the internal
structure of nuclei has an effect on the cross section. The Mott cross section
can still be used in the overall cross section, albeit with a correction factor
taking into account the internal structure of the nucleus.

1.2.3 Form Factors

To take into account the effect of nuclear density on the scattering we must
first consider the electromagnetic effects of scattering off a finite volume of
charge. While the amplitude MEM was calculated for the specific case of
electron-nucleon scattering in Sec. 1.2.2, the amplitude can be expressed
more generally in terms of a scalar potential as

MEM = ⟨ψf |V (r⃗)|ψi⟩. (1.19)

For the electromagnetic component of scattering, the potential is the
Coulomb potential for a charge density:

V (r⃗) =
Ze2

4πϵ0

∫
d3r⃗′

ρch(r⃗
′)

|r⃗ − r⃗′|
, (1.20)

where ρch(r⃗) is the electric charge density and e is the electron charge.
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The result of this formulation is that the integral of V (r⃗) can be param-
eterized into a Fourier transform over the nuclear charge density

Fch(q
2) ≡

∫
d3r⃗′eiq⃗·r⃗

′
ρch(r⃗

′). (1.21)

This is the EM charge form factor, which by definition encodes geometric
information about nuclear structure. Because what remains in the integral in
the inner product in equation 1.19 is the integral over the Coulomb potential
the rest of the integration yields the Mott cross section calculated in equation
1.16 [18] which is

dσ

dΩ
=

(
dσ

dΩ

)
Mott

|Fp(q
2)|2. (1.22)

Now we have succeeded in finding the relation between an experimen-
tally observable quantity (scattering cross section) with a quantity contain-
ing information about the geometry of the scattering nucleus. However, the
formulation above is specifically for the electromagnetic interaction which is
insensitive to the neutron. Thus for measuring neutron density and neutron
skin we need a similar formulation for the weak interaction.

Weak Charge & The Weak Form Factor

To understand how the measurement of the weak amplitude in electron-
nucleon scattering is related to nuclear structure we can add an axial vector
term to the potential in equation 1.20 [18] as

V̂ (r⃗) = V (r⃗) + γ5A(r⃗), (1.23)

where the vector potential term A(r⃗) is

A(r⃗) =
GF

2
3
2

[(1− 4 sin2 θw)Zρp(r⃗)−Nρn(r⃗)]. (1.24)

GF is the Fermi constant, ρp(r⃗) is the nuclear proton density and ρn(r⃗) is
the nuclear neutron density. While the nuclear charge density and nuclear
proton density are interchangeable the effect of nucleons coupling to the
weak interactions is more subtle. When integrating the potential in an inner
product calculation the integration takes the form of a Fourier transform
over the charge density, and this is true when applied to the axial vector
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potential term too. Except this time the weak form factor has both proton
and neutron components:

Fweak(Q
2) =

∫
d3r⃗′eiq⃗·r⃗

′
[(1− 4 sin2 θw)Zρp(r⃗)−Nρn(r⃗)] ≡

∫
eiq⃗·r⃗

′
ρweak(r⃗

′),

(1.25)
where Q2 is the mean momentum transfer Q =

√
⟨q2⟩. Here we define a

density of “weak charge” ρweak analogous to the electrical charge density ρch
used in the electromagnetic potential. The empirical value of the weak mixing
angle sin2 θw ≈ 0.23 meaning that the overall factor governing the proton
component of weak charge is 1− 4 sin2 θw ≈ 0.08. Because the neutron term
has no such factor, the neutron density of the nucleus largely determines the
weak charge density making this quantity a good proxy for neutron density
measurements.

Knowing now that the weak form factor Fweak(Q
2) can be used to mea-

sure nuclear neutron densities (and ultimately the neutron radius) we need
an experimental observable related to this form factor. In addition this ob-
servable must be measurable in spite of the weak interaction’s suppression
relative to electromagnetic effects at electron energies below the electroweak
unification threshold.

1.2.4 Parity Violation, Asymmetry & Neutron Skin
Thickness

One of the weak interaction’s defining features is its nonconservation of par-
ity. To measure parity violation experimentally, one aspect of the weak
interaction must undergo a parity transformation and the results with and
without that transformation can be compared. Any difference in measured
scattering rates or cross sections can be attributed to the weak interaction
exclusively.

The form of the parity transformation in equation 1.1 can be applied
to the electron wavefunction ψ(r⃗). One constraint of the eigenvalues of the
parity operator is that applying two parity transformations should produce
the original function [19] which is

P2(ψ(r⃗)) = P(pψ(−r⃗)) = p2ψ(r⃗) = ψ(r⃗). (1.26)

This eigenvalue then is constrained to be p = ±1 with +1 corresponding to
parity conservation and −1 corresponding to parity nonconservation. While
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the formalism of parity transformation is laid out, we need now to design an
experimental system capable of exploiting and observing this parity violation.

One aspect of the scattering that can be transformed by parity is the spin
of the incident electron beam3. More accurately, the sign of the relative pro-
jection of spin onto the direction of momentum can be reversed under a parity
transformation. Particle spin projected onto the direction of momentum is
termed “helicity” and can be expressed by

h = s⃗ · p̂, (1.27)

where s⃗ is the spin vector and p̂ = p⃗
|p⃗| is the unit vector of momentum. If

the spin of electrons is parallel to the direction of momentum then h = 1
and if the direction of spin is anti-parallel to momentum then h = −1. If
one of these is true then under a parity transformation the sign of helicity is
reversed as

Ph = P(s⃗ · p̂) = s⃗ · (−p̂). (1.28)

This helicity reversal will be apparent in the amplitude (and subsequently
the cross section) of weak neutral current scattering as a parity-violating
component to the overall scattered power.

Once the cross section for scattering in both helicity states has been
measured, the difference between the two corresponds to the parity-violating
component from weak scattering. Because the weak scattering amplitude
can change with parity by a sign transformation the cross section for both
positive and negative helicity states can be expressed by a combination of
equations 1.6 and 1.7. Additionally, because higher order terms of Mweak

are suppressed by a factor of 1
M2

Z
at low energies, only the leading order

parity-violating terms need be taken into account with(
dσ

dΩ

)
±
∝ |MEM ±Mweak|2 ≈ |MEM |2 ± 2M∗

EMMweak. (1.29)

In this convention also “+” is shorthand for the cross section of scatter-
ing with right-handed helicity electrons (that is to say electrons where the

3The 1957 Wu experiment also utilized spin to detect parity violation. The experi-
ment measured the rate of beta decay of spin-polarized 60Co nuclei for spin polarized in
one direction vs spin polarized in the opposite direction. The parity violation effect was
observable in the anisotropy of decay rates between different polarizations [8].
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directions of spin and momentum are aligned) and “-” is for left-handed he-
licity electrons (electrons where the directions of spin and momentum are
anti-aligned. The explicit definition of this convention is written in Eq. 1.8.

The key observable from this formulation is the parity-violating asym-
metry APV . The asymmetry is the normalized difference between scattering
cross sections in left- or right-handed helicity states. APV can be written as

APV =
σR − σL
σR + σL

. (1.30)

By definition APV can be any dimensionless scalar value between -1 and +1.
To show the explicit helicity-dependence of APV we can rewrite APV in terms
of the expansion in equation 1.29 by

APV ≈ 2M∗
EMMweak

|MEM |2
. (1.31)

To relate this back to nuclear geometries, we can again look at the po-
tential in equation 1.23. The key feature of this potential is that once it is
placed in the inner product in equation 1.19 the γ5 factors act in concert
with either the right- or left-handed spinors (uR or uL) to similarly make the
interaction potential helicity-dependent [19] we can show

V̂ (r⃗) = V (r⃗)± A(r⃗). (1.32)

We can relate APV , the scattering amplitude, the cross sections and the
different nuclear form factors by

APV = − GFQ
2

4πα
√
2

Fweak

Fch

(1.33)

and finally we can express this in terms of the neutron and proton form
factors directly as

APV =
GFQ

2

4πα
√
2

[
4 sin2 θw − 1 +

Fn(Q
2)

Fp(Q2)

]
. (1.34)

Then to explicitly state the neutron and proton form factors in terms of
nucleon density (as opposed to either electromagnetic or weak charge density)
the Fourier transforms required can be written as [18]:

Fp(Q
2) =

1

4π

∫
d3r⃗′

sin(q⃗ · r⃗′)
q⃗ · r⃗′

ρp(r⃗
′), Fn(Q

2) =
1

4π

∫
d3r⃗′

sin(q⃗ · r⃗′)
q⃗ · r⃗′

ρn(r⃗
′).

(1.35)
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Figure 1.3: Plot showing different theoretical predictions of APV correlated
with ∆rnp. While the exact number of neutron skin thickness is not con-
strained, the models show a high degree of correlation between predicted
asymmetry and neutron skin thickness. In red are three reported measure-
ments of ∆rnp from hadronic probes. In green is a hypothetical measurement
of APV = 715 ppb, with 3% precision and its corresponding neutron skin
thickness. Reproduced from Roca-Maza et al. [20].

This demonstrates that APV is a powerful technique for isolating weak
interaction features in electroweak scattering at energies well below the Z0

pole. This technique is termed parity-violating electron scattering (PVES)
and its history, as well as some notable PVES results will be discussed in
Sec. 2.1. However, as far as nuclear structure is concerned, the technique
allows for a weak force probe of neutron density which avoids sources of
systematic uncertainty inherent to previous neutron density measurements
using hadronic probes. While the technical challenges involved in conducting
a PVES experiment at high precision will be discussed as the main subject
of Ch. 2, PVES just conceptually as a technique presents a tantalizing op-
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portunity to make a high-precision measurement of ∆rnp.
Fig. 1.3 demonstrates that just knowing APV is enough to know neutron

thickness. Different mean-field models from nuclear theory have a high degree
of correlation between the APV and ∆rnp. Even though the exact size of
neutron skin thickness is not constrained by these different models, a single
APV measurement is enough to apply that constraint.

1.3 Nuclear Structure

In order to further motivate the PREX-II and CREX experiments we must
address the obvious question: “what utility does an accurate measurement
of ∆rnp have towards nuclear theory?” To answer this we must address the
current theory of nuclear structure, as well as its unknowns.

The basic principle of nuclear structure is that every atomic nucleus is
composed of a number of protons Z and a number of neutrons N for a
nuclear mass number of A = Z +N . Nuclei are either stable or unstable as
a function of N and Z, with unstable nuclei eventually undergoing a decay
process to change the nucleus towards a stable one. The primary determinant
of whether a nucleus is stable or not is its binding energy B. Conceptually,
biding energy can be thought of as the energy to disassemble a nucleus into
its constituent nucleons. More quantitatively, the binding energy arises from
the nuclear mass defect, the difference between the sum of the neutron and
proton masses individually and the total nuclear mass is

B = (Zmp +Nmn −mnuc)c
2, (1.36)

where mnuc is the mass of the nucleus [21]. This number is positive for all
nuclei, however as the ratio B/A decreases, the nucleus becomes more likely
to become unstable and undergo some form of decay. The formula to predict
binding energy from just the nuclear configuration N and Z is the Bethe-
Weizsäcker Semi-Emperical Mass formula (SEMF) which is written as:

B(N,Z) = avA− asA
2
3 − ac

Z2

A
1
3

− aa
(N − Z)2

A
+ apδNZ , (1.37)

where the five terms are:

1. The volume term with coefficient av comes from the total nuclear vol-
ume. Since nuclear volume scales with the number of nucleons this
term is proportional to A.
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2. The surface area term with coefficient as represents the fact that neigh-
boring nucleons will interact differently if they’re on the surface of the
nucleus than if they’re near the center. Since for solid shapes surface
area scales with volume

2
3 the surface area term is proportional to A

2
3 .

3. The Coulomb term with coefficient ac represents the effect of electro-
static repulsion of protons with each other. The Coulombic potential
energy of any two positive point charges is proportional to q1q2/r where
r is the distance between charges. The sum total of potential energy
of each proton in the nucleus with every other proton is proportional
to Z2, while the mean distance between protons in the nucleus can
be expressed by the mean charge radius which in this formulation is
proportional to A

1
3 .

4. The asymmetry energy term with coefficient aa is more complex but
results from the Pauli exclusion principle. It reflects the fact that
fermions (such as protons and neutrons) must occupy higher energy
states as more are added to the nucleus. While this term will be justi-
fied later, we can for now say that it is proportional to (N − Z)2.

5. The pairing term with coefficient ap represents the fact that two nu-
cleons in the same quantum state but with opposite spins will “pair”
effectively reducing the interaction energy between the two. The term
is then proportional to δNZ .

The SEMF is a powerful tool itself but as the name implies the coeffi-
cients for each energy term must be determined empirically, which can be
challenging. Specifically, the asymmetry energy term can only be measured
on nuclei which have a larger fraction of neutrons than protons. Some of
the most common light nuclei (such as 4He, 12C, 16O, and 28Si) have N ≃ Z
reducing the size of the contributions from asymmetry energy. However,
stable heavy nuclei have a neutron excess relative to protons, meaning that
a measurement of neutron density in these nuclei can be closely associated
with the asymmetry energy term of the SEMF. The heaviest stable nucleus
is 208Pb, which has a significant excess of neutrons relative to protons so
the asymmetry result of PREX-II will have significant implications for the
asymmetry energy term.
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1.3.1 Nuclear Equation of State

While the SEMF makes it clear that binding energy is a function of nucleon
interactions, these interactions themselves are dependent on nuclear density.
Nuclei are, because of the short range of the strong nuclear interaction, very
compact and dense objects, and the interaction between nucleons is both
difficult to model and non-trivial.

To understand the dependence of energy on nuclear density we must first
consider the density of stable nuclei ρ = ρp + ρn. In particular we look at
the energy around the nuclear saturation density ρ0. The saturation density
of nuclei is estimated by theoretical models to be ρ0 ≈ 0.15 fm−3 [22]. We
can then define the nuclear equation of state (EOS) by an expansion around
ρ = ρ0. The expansion yields two non-trivial terms: one representing the
energy from a nuclear system with N = Z, and one from the neutron-proton
asymmetry α = ρn−ρp

ρ

E(ρ, α) = E(ρ, α = 0) + S(ρ)α2 +O(α4), (1.38)

where the first term is the symmetric energy term expanded around ρ = ρ0
as

E(ρ, α = 0) ≃ E(ρ0, α = 0) +
1

2
(ρ− ρ0)

2∂
2E
∂ρ2

∣∣∣∣
ρ=ρ0

(1.39)

and the second term is the “symmetry energy” again, expanded around
ρ = ρ0:

S(ρ) ≃ S(ρ0) + L
(ρ− ρ0)

3ρ
+

1

2
KS

(
ρ− ρ0
3ρ0

)2

, (1.40)

where the linear factor is L = 3ρ0
∂S
∂ρ

∣∣∣
ρ=ρ0

, and the quadratic factor is

KS = 9ρ20
∂2S
∂ρ2

∣∣∣
ρ=ρ0

[23]. One important detail of this formulation is that

for heavy nuclei ρ ≃ ρ0 meaning that nuclei like 208Pb approximates uniform
nuclear matter nicely. And also near saturation density the linear factor L
is proportional to the nuclear pressure, which again, is a function of nuclear
baryon density.

1.3.2 208Pb and Neutron Stars

At the end of the lifetime of a massive star following a supernova the core
of the star can collapse into an extremely dense system of nucleons called a
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neutron star. Neutron stars are typically formed after supernovae if the core
of the star isn’t massive or dense enough to become a black hole. Neutron
stars are typically held together by both nuclear forces and gravity against the
Fermi pressure that results from many fermions needing to occupy different
quantum states. Ultimately the neutron star equation of state is dominated
by the pressure near saturation density, which PVES on 208Pb can quantify.
Thus, heavy nuclei like 208Pb can function as a terrestrial laboratory to study
the physical properties of neutrons stars despite them being approximately
18 orders of magnitude different in size.

(a) (b)

Figure 1.4: Left: The correlation between ∆r208np and the symmetry energy
parameter L for both saturation density as shown with different structure
models. Reproduced from Thiel et al. [24]. Right: The correlation between
L and the radii of neutron stars RNS. Correlation points are compared
between neutron stars of different masses from the FSUGold theory model.
The correlation is high between both quantities therefore the neutron radius
measurement correlates highly with neutron star properties. Reproduced
from Thiel et al. [24].

The correlation between ∆r208np and neutron star radius RNS is illustrated
by the dual plots in Fig. 1.4. The key correlating quantity is the linear

factor on the symmetry energy term L = 3ρ0
∂S
∂ρ

∣∣∣
ρ=ρ0

. Because a many-

fermion nuclear system is difficult to model from first principles, L can only
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be measured as precisely as physical observables of nuclei can. PREX-II, just
by virtue of measuring ∆r208np , can constrain several physical observables of
neutron stars.

Aside from just radius, L is highly correlated with the baryon pressure of
pure neutron matter at saturation density:

PN ≈ 1

3
ρ0L, (1.41)

which again, is a strong approximation of the conditions inside a neutron
star [24].

One other property of neutrons stars is their deformability Λ, a measure
of the neutron star’s ability to form mass quadrupoles under gravitational
forces. This deformability is a function of neutron star radius in the form of
the neutron star’s compactness (i.e., radius per mass)

Λ ∝
(
RNS

MNS

)5

, (1.42)

where MNS is the neutron star mass [25]. This is particularly relevant to
LIGO’s 2017 detection of a binary neutron star merger, which set an upper
bound on the deformability at 800 [26]. Though the gravitational interferom-
etry used in the LIGO detector and the electron-nucleon scattering used by
PREX-II are by all practical means quite different experimental techniques,
they nevertheless can constrain the same astrophysical properties of neutron
stars.

1.3.3 The Importance of 48Ca

While the PREX-II asymmetry result has very important implications not
just for the theory of nuclear structure, but for nuclear astrophysics as well,
the implications of the CREX results are more subtle. For one, 48Ca is
a neutron-rich nucleus that is much lighter than 208Pb and as a result is
governed by a different realm of nuclear theory. For example, heavy nuclei
can be modeled using a mean-field approach in the realm of density functional
theory. In this treatment individual interactions between nucleons are only
used to constrain an overall functional used to parameterize a mean field for
the nuclear system [27].
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Another approach exists in the computational ab initio models which seek
to model nuclear behavior from first principles. In this treatment, individ-
ual interactions between nucleons are centered and solved for in traditional
nonrelativistic quantum mechanics [28]. As nuclei get larger and more nucle-
ons are in the system, the number of interactions between each grows. This
means that greater and greater computation power is needed for larger and
larger nuclei.

An example of another approach to nuclear modelling is the dispersive
optical model (DOM) which constructs a complex non-local potential for the
nuclear interaction. The real and imaginary components of the potential are
then connected with dispersion relations. The potential can then be used to
predict observables from 48Ca scattering [29].

Scattering from 48Ca can then be used to resolve the tensions that arise
between various approaches. Especially PVES with 48Ca can measure ∆r48np
which structure models from all three approaches can predict [30].
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Chapter 2

PREX-II/CREX Overview

The experiments PREX-II and CREX were proposed to measure the neutron
radius, and consequently neutron skin thickness ∆rnp. While the physics
motivation for these experiments has been laid out as the primary subject
of Ch. 1, there are a number of practical concerns that must be addressed
in order to run these experiments effectively. This chapter discusses these
practical concerns as well as the conceptual design of PVES experiments to
measure ∆rnp.

2.1 Parity-Violating Electron Scattering

While PVES still has novel uses for making high-precision measurements
of weak-interaction-correlated phenomena, the experimental technique has a
history of over 40 years. In that time, various refinements and improvements
have been made to the experimental technique and process in order to achieve
progressively higher precision on progressively lower asymmetries.

Table 2.1 contains the measured asymmetries from selected PVES ex-
periments between 1978 and 2018 as well as the precision on current PVES
experiment proposals1. The experiments listed in the table have different
purposes, although the same PVES technique was used in each. E122 was
run to test different models of the electroweak interaction. Experiments like
SAMPLE, A4 and HAPPEX measured the strange quark contribution to

1It should be noted that PREX-II and CREX results have already been made public,
however for the purpose of this dissertation these results will be presented in Ch. 6 after
a thorough discussion of the experimental analysis process.
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Experiment Year APV × 109 δAPV /APV Citation
E122 1978 152,000 17% [13]
SAMPLE 2004 3,510 23% [31]
A4 2004 5,440 11.1% [32]
E158 2005 131 17% [33]
HAPPEX-I 2006 6,720 12.8% [34]
HAPPEX-III 2011 23,800 3.6% [35]
PREX-I 2012 656 9.3% [36]
Qweak 2018 226.5 4.1% [37]

PREX-II Proposal ≈ 600* 3%* [38]
CREX Proposal ≈ 2, 000* 2.4%* [39]

MOLLER Future ≈ 35.6* 2.0%* [40]

Table 2.1: Measured asymmetries of various parity-violating electron scat-
tering experiments throughout history. Measured asymmetries as well as the
measurement precision have gotten progressively smaller as the experimen-
tal technique gets more refined and experimental technologies improve. The
next generation of PVES experiments will be able to measure an asymmetry
on the order of 10−8.
*Numbers from proposal only

nucleon form factors. E158 and MOLLER are designed to measure the weak
mixing angle θw. Qweak measured the weak charge of the proton as well as
θw. While the overall technique is the same for various PVES experiments,
each one has different design requirements (such as scattering kinematics
and experimental apparatus design) which makes each experiment unique in
execution.

Of particular importance to this dissertation are the PREX-I, PREX-II
and CREX experiments, each designed to measure the neutron form factor in
either 208Pb or 48Ca. PREX-II specifically was designed to be a continuation
of the PREX-I experiment from nine years prior, which sought to measure the
same neutron radius. PREX-I required a continuation because the original
run period was beset with a number of difficulties during running which
limited statistical precision to ≈9%. PREX-II would increase the precision
on this measurement and also on ∆r208np in general. The CREX experiment
follows much of the same design as the PREX experiments, although it seeks
to provide constraints on a different realm of nuclear theory, as was described
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in Sec. 1.3.3.

Figure 2.1: A diagram of the layout and interactions of the primary experi-
mental systems of PREX-II and CREX. The electron beam is created at the
polarized source, accelerated, and then fed into the experimental hall where
it scatters off the target. Several feedback systems are implemented to allow
for fast corrections to the beam configuration to minimize false asymmetries.

PVES experiments are often very technically challenging, especially as
measured asymmetries and uncertainty requirements get progressively lower.
If the electron beam quality is poor or unstable, a number of helicity-correlated
asymmetric effects can be produced on target or in the beam itself but are not
related to the parity-violating asymmetry APV . These are sources of “false
asymemtries” and they must be either minimized or corrected2 in order to
make the highest-precision measurement possible. As a result PVES exper-
iments often employ specialized technological refinements in the polarized
source, accelerator, target, and detectors. Fig. 2.1 lays out these systems as
they were used for PREX-II and CREX to ensure beam quality high enough
to measure APV to high precision.

The main practical requirement for running PVES experiments is a longi-
tudinally spin-polarized electron source with the ability to flip between helic-
ity states h = +1 and h = −1. Additionally the helicity flip rate must be fast
enough that slowly changing beam conditions, detector response, electronics
gain or noise, etc. are negligible in comparison. For PREX-II and CREX
this helicity flip rate has to be on the order of ≈100 Hz. This is implemented
by a laser and Pockels cell system in the polarized source which controls the

2In the specific case of PREX-II and CREX, both minimization and correction are
done.
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polarization of the laser, and thus the polarization of the electrons off the
source. While this system will be described in more detail in Sec. 3.1.1,
for now it will suffice to say that the system is capable of delivering highly
spin-polarized electrons to the experiment at a rapid helicity flip rate.

2.2 Kinematics

Once the experimental principle has been laid out then we must address the
question “how can we configure the target and scattering mechanics such
that the precision we measure on APV is maximized?” This is, perhaps
unsurprisingly, not a trivial question. There are many factors to consider
including the rate of scattering and which scattered electrons from the target
make it to the detector, the size of the physics asymmetry measured, and
the dependence on the kinematic beam parameters such as beam energy E,
momentum transfer q and scattering angle θ.

The primary metric for judging the data quality for different scattering
kinematics is the figure of merit (FOM). The FOM is in general

FOM =
dσ

dΩ
A2

PV ϵ
2, (2.1)

where dσ
dΩ

is the scattering cross section, APV is the expected parity-violating
asymmetry which is calculated from mean-field theory models, and ϵ is the
asymmetry sensitivity [41]. The statistical uncertainty then for asymmetry

measurements then goes as δA(stat)
PV ∝ (FOM)−

1
2 . So as FOM increases so

does the precision of the measurement, so kinematics should be selected to
maximize FOM.

The scattering cross section is included as it is proportional to scattering
rate. Higher rate means a larger electron signal produced in the experiment
detectors. The cross section increases for smaller scattering angles for both
208Pb and 48Ca targets, as seen in Fig. 2.2. It should also be noted that
cross section similarly increases for lower q values because as as q → 0 then
θ → 0.

The opposite is true for APV , however. At higher values of both θ and q
the predicted value of APV increases3. Larger asymmetries also increase data

3It should be noted that the APV plot in Fig. 2.2 includes Coulomb corrections so the
trend in asymmetry is generally increasing but not monotonic.
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Figure 2.2: Left: Cross section dependence on scattering angle for both 208Pb
and 48Ca at 855 MeV. Right: APV dependence on scattering angle for both
208Pb and 48Ca at 855 MeV. Both figures reproduced from Reed et al. [42].

quality by virtue of making the relative size of false asymmetry corrections
smaller. The asymmetries can be seen as a function of angle in Fig. 2.2.

The asymmetry sensitivity ϵ is defined by

ϵ ≈ A(1)
PV −APV

APV

, (2.2)

where APV is the predicted parity-violating asymmetry, and A(1)
PV is the pre-

dicted parity-violating asymmetry assuming ∆rnp is increased by 1%. A high

difference between APV and A(1)
PV indicates that measured asymmetries will

have a high resolution in determining ∆rnp. The plots of sensitivities can be
seen in Fig. 2.3.

While the chosen experimental values of E, q, and θ are all related there
are additional considerations to be taken into account when optimizing FOM.
For example, scattering with high q2 run the risk of generating inelastic scat-
ters where the nucleus enters an excited state. While the PREX-II and CREX
spectrometers are designed to reject inelastics (as will be described in Sec.
3.6) a high rate of inelastic scatters contributes backgrounds to the measure-
ment of APV which reduces the FOM [19]. Additionally there are practical
considerations for the selection of angle θ which must be taken into account.
Steering electrons from accepted elastic events towards the experimental de-
tector package is only feasible for angles above ≈3°. The combination of
maximized FOM and practical constraints informs experiment kinematics.

The original PREX-II proposal found FOM was maximized at θPREX = 5°
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Figure 2.3: Dependence of asymmetry sensitivity ϵ for 208Pb at 950 MeV
(left) and 48Ca at 2220 MeV (right). Solid black lines indicate the sensitivity
of asymmetry on neutron skin thickness, whereas the red dashed lines indicate
the sensitivity of asymmetry on weak charge radius. Both figures reproduced
from Reed et al. [42].

and EPREX=0.95 GeV [38], while the CREX proposal called for scattering
kinematics of θCREX = 4° and ECREX=2.1 GeV [39]. Midway through the
development of both experiments the decision was made to increase θ to 5°
for the CREX experiment [43]. The rationale for this decision was to run
with the CREX target in the PREX-II target position, thereby easing the
installation process for both experiments. The change would not necessitate
changes to the design of other experimental hardware.

2.3 Measuring a Small Asymmetry

The predicted parity-violating asymmetries for PREX-II and CREX are on
the order of ∼ 1 part per million, which means false asymmetries should be
tracked and controlled at that level or better. The polarized source was care-
fully configured to minimize residual helicity-correlations. Also, to control
false asymmetries during experimental running, a feedback system to control
beam intensity asymmetries was used. The feedback system will be discussed
in more detail in Sec. 3.3.

The second method was to measure the false asymmetries during running
and subtract them out during analysis. The beam monitors that could be
used to send feedback could also measure beam kinematic properties during
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each helicity state. Then by correlating observed changes in the measured
asymmetries with the output of the beam monitors, false asymmetries can
be subtracted. The subtraction takes the form of

Ameas = Araw −
∑
i

Ci∆xi ≡ Adet −AQ −
∑
i

Ci∆xi, (2.3)

where Ameas is the corrected asymmetry, Adet is the asymmetry read directly
off the detectors, AQ is the helicity-correlated asymmetry in the number of
electrons deposited on target, ∆xi is the helicity-correlated difference in the
kinematic quantity xi, and Ci are the correlation slopes between Adet and
∆xi [44].

While the subtraction of charge asymmetry is straightforward the de-
tails of measuring correlation slopes and the subsequent subtraction will be
discussed as a topic of Ch. 6. However, it should still be noted that the
combination of feedback and false asymmetry subtraction were used to keep
false asymmetries low and to subtract the remainder.

2.4 Beam Polarization Effects

The theory calculations for APV assume a perfectly longitudinally spin-
polarized beam. In reality, the beam polarization cannot practically be 100%
at all times. The beam polarization was monitored either continuously or
periodically throughout the running of both the PREX-II and CREX experi-
ments. While the specific design, function, and analysis of these polarimeters
will be discussed in Sec. 3.2.4, what matters for the parity-violating asym-
metry measurement is that they each can produce a beam polarization Pe

with some uncertainty δPe.
Pe can be conceptually thought of as the fraction of electrons deposited

on target in the correct helicity state. The spin state of the electrons does
not affect the EM scattering amplitude, but it does affect the weak scatter-
ing amplitude. The weak scattering amplitude for any one helicity state is
proportional to the average electron spin polarization. As Eqn. 1.31 demon-
strates the the beam polarization is added as a factor of Mweak meaning that
the measured asymmetry is proportional to polarization by [45]

APV =
Ameas

Pe

. (2.4)
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This demonstrates, perhaps quite obviously, that more highly polarized
electrons results in a higher measured asymmetry. Thus the configuration in
the polarized source and accelerator were configured before both experiments
ran to maximize the beam polarization.

2.4.1 Transverse Polarization

Both PREX-II and CREX must be designed with the possibility of electrons
with spins polarized transversely to the beam direction contributing to scat-
tering as well. In the case of an electron scattering with its spin exactly
normal to the direction of propagation the helicity h = 0 for this electron,
but also if the spin were completely flipped. This effect produces a source of
false asymmetry AT which is parity-conserving:

AT =
σ↑ − σ↓

σ↑ + σ↓ , (2.5)

where ↑ and ↓ denote spins transverse to the direction of electron beam
motion [19]:.

To correct for this asymmetry the PREX-II and CREX detector package
employed two detectors per spectrometer arm to detect scatters from trans-
verse polarized electrons. The kinematics of scattered transverse electrons
are dependent on the in-scattering-plane angle θ and the out-of-scattering-
plane angle and transverse polarization angle ϕ. The AT detectors can then
not just measure an asymmetry between transverse polarized states but also
can use the optical reconstruction to integrate AT as a function of detector
geometry. The specific details of the transverse asymmetry measurement and
correction will be presented in Sec. 6.5.

2.5 Measuring ∆rnp from Asymmetry

While the high degree of correlation between measured APV and ∆rnp for
both 208Pb and 48Ca is promising, it behooves us to define a more specific
formalism for converting asymmetry to neutron skin thickness.

Eqn. 1.33 allows us to relate the measured value of APV to the weak
charge form factor Fweak which as Eqn. 1.25 reminds us, is the Fourier
transform of weak charge density ρW (r). The functional form of weak charge
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density can be given by

ρW (r) =
ρ0

1 + e
r−R
a

, (2.6)

where ρ0 is then weak charge normalization factor, R is the weak charge
radius parameter, and a is a surface thickness parameter (calculated from
mean-field theory models). The weak charge density, when integrated over
volume gives the total weak charge

QW =

∫
d3rρW (r) = Zqp +Nqn, (2.7)

where qp = 0.0721 is the weak charge of the proton and qn = −0.9878 [46].
The mean radius squared of weak charge is then obtained by

R2
W =

1

QW

∫
d3rr2ρW (r). (2.8)

According to Horowitz et al. [46], the charge radius of any nucleus can be
expressed as

R2
ch = R2

p + ⟨r2p⟩+
N

Z
⟨r2n⟩+

3

4M2
+ ⟨r2so⟩, (2.9)

where Rp is the proton radius of the nucleus ⟨r2p⟩ = 0.691 fm2 [47] is the
mean charge radius squared of a single proton, ⟨r2n⟩ = −0.110 fm2 [48] is the
mean charge radius squared of a single neutron, M is nuclear mass, and ⟨r2so⟩
is the spin-orbit current corrections. It should be noted that the mass term
is small and can be neglected.

This illustrates that the overall method of getting the mean charge radius
for both electromagnetic and weak charge is to integrate form factors over
nuclear volume weighted by charge density. It can be shown in this treatment
that the mean neutron radius squared is

R2
n =

QW

qnN
R2

W − qpZ

qnN
R2

ch − ⟨r2p⟩ −
Z

N
⟨r2n⟩+

Z +N

qnN
⟨r2s⟩, (2.10)

where ⟨r2s⟩ = 0.02± 0.04 fm2 is the mean strangeness radius squared [46].
The parameters used for the calculation of Rp and Rn are shown in table

2.2. To express this explicitly in terms of R2
W then for 208Pb the neutron

radius becomes
R2

n208
= 0.9525R2

W208
+ 0.7875fm2, (2.11)
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Quantity 208Pb 48Ca Citation
Z 82 20 -
N 126 28 -
QW -26.22 -118.55 -
⟨r2so⟩ -0.028 fm2 -0.110 fm2 [46, 49]
Rch 5.503 fm 3.47 fm [10]
Rp 5.458 fm 3.41 fm -

Table 2.2: Parameters used in Rn calculation for both PREX-II and CREX
targets.

and for 48Ca the neutron radius is

R2
n48

= 0.2107R2
W48

− 0.0193fm2. (2.12)

Once then the neutron radius is obtained it, as well as the proton radius
Rp can be entered into Eqn. 1.2 to measure ∆rnp for each nucleus.
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Chapter 3

PREX-II/CREX Experimental
Apparatus

Both PREX-II and CREX were run at the Thomas Jefferson National Ac-
celerator Facility (JLab for short) in experimental Hall A. PREX-II was run
between June and September 2019 while CREX was run in three intervals
the first interval in December 2019, the second interval between January and
March 2020 and the third interval in August and September 20201.

This chapter will describe the physical equipment and control systems
used for the PREX-II and CREX experiments. For the purposes of this
dissertation the systems are divided up into two categories, the first being
the source and accelerator and the second being the Hall A equipment.

3.1 CEBAF Complex

The main feature of JLab is its Continuous Electron Beam Accelerator Fa-
cility (CEBAF). CEBAF was originally brought online in 1994 capable of
delivering 4 GeV (and subsequently 6 GeV) polarized electrons at beam cur-
rents reaching 100 µA to one of three experimental halls. In 2012, CEBAF
received a substantial upgrade, which increased the beam energy to 12 GeV
and added a fourth experimental hall [50]. The current CEBAF appara-

1The interruption between March and August 2020 was not originally planned but was
implemented out of caution due to the global COVID-19 pandemic. Accelerator running
was not restarted until after pandemic safety protocols and protections were implemented
both at JLab and statewide in the US state of Virginia.
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tus can deliver up to 200µA of beam to all four halls simultaneously while
fulfilling different individual experimental requirements for each hall.

Figure 3.1: A CEBAF complex schematic detailing the components added
during the 12 GeV upgrade. The injector can be seen in green on the left-
hand side of the picture.

The layout of CEBAF can be seen in Fig. 3.1. The process of delivering
the electron beam begins with the injector which contains the source of the
beam. Once the beam is generated, the beam is then fed to the north linear
accelerator (LINAC). There the beam gains energy by passing through a
series of superconducting radio frequency (SRF) cryogenic modules [51]. The
module fields operate at radio frequency and are capable of producing beam
in continuous wave (CW) excitation. The beam then passes through an arc
which steers the beam into the south LINAC. The beam then passes through
the west arc where it can continue in the CEBAF system or be deposited into
its destination hall before the arc. The beam is fed into a separate parallel
arcs in both the east and west arcs for every circulation it makes around the
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CEBAF system, for up to 5.5 passes.
Once the beam has made the required number of passes it is fed into

Hall A by moving on an arc in a beam switchyard where it continues on a
straight path through the experimental hall. The hall then uses the beam for
whichever experiment is installed in it. The beam that then passes through
the hall is deposited in a beam dump which consists of a series of water-
cooled aluminum cylinders in a tank located down a concrete tunnel on the
far side of Hall A [52].

3.1.1 Polarized Source
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Figure 3.2: Layout of the polarized source showing the path of the source
laser through the Pockels cell and half-wave plates and onto the GaAs pho-
tocathode. Adapted from [53] and [54].
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The main principle behind the source of the electron beam is that by
directing circularly polarized light onto a gallium arsenide (GaAs) photo-
cathode, whereby the photoelectric effect produces the polarized electrons
that form the electron beam in the accelerator. The laser intensity can be
controlled remotely and could create different beam currents on request (up
to a maximum value).

The partial layout of the injector laser table configuration can be seen in
Fig. 3.2. Laser light pulsed at RF-frequency with wavelength λ = 780 nm is
passed through an Intensity Attenuator (IA) cell, and continued through a
linear polarizer. The laser is then combined with the laser light for halls B,
C, and D such that the total laser light that will eventually land on the pho-
tocathode produces the correct amount of electrons for all four experimental
halls. The laser is also passed through several optical elements which control
the direction of polarization.

RTP Pockels Cell

One core feature of PVES experiments is the ability to measure scattered
signal in opposite beam helicity states, as described in Sec. 1.2.4. This is
accomplished by, at the beam source, quickly flipping helicity state. This
allows the experiment to make many independent measurements of APV

during running.

Figure 3.3: Schematic drawing of the two RTP crystals and the voltages ap-
plied for positive (left) and negative (right) helicity states. The two voltage
states V1 through V4 and V5 through V8 are alternated rapidly to alternate
between helicities. Optical axes U and V are labeled on the diagram. Re-
produced from [55].

The mechanism for fast helicity-flipping is a Pockels cell which can convert
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the linearly polarized laser light to either left- or right-handed circularly
polarized light by applying different voltages. The assembly of the Pockels
cell as well as the tests and calibration were carried out by experimental
collaborators from the University of Virginia. At the core of the Pockels
cell are two piezoelectric crystals of Rubidium Titanyl Phosphate (RTP) to
which high voltage is applied to achieve the optical properties necessary to
produce circularly polarized light. The high voltage is then alternated at the
helicity flip rate, which changes the birefringence of the RTP cells to produce
circularly polarized light in opposite directions. A diagram of the voltages
applied to the RTP cells can be seen in Fig. 3.3.

During helicity flipping, time must be allotted out of every helicity period
to allow for the RTP crystals to settle into a final state. This time is referred
to as tsettle, and it is separated from the rest of the helicity period where the
RTP crystal was stable which was designated as tstable. RTP was specifically
chosen for PREX-II and CREX due to its low settle time roughly tsettle ≈
90 µs. Thus the remaining stable time of the helicity period is tstable =
106/120µs− 90µs ≈ 8243µs [53].

To analyze the laser polarization as it entered the beam line, a linear
polarizer and mirror could be inserted into the laser between the rotating
half-wave plate (RHWP) and the focusing lens. The light was then reflected
onto a series of photodiodes. By adjusting the setting of the RHWP with
the analyzer and measuring the photodiode response the laser polarization
parameters could be obtained. This procedure was done for intermittent
tests of laser quality while the electron beam was not running.

The Pockels cell is potentially a source of false asymmetries if the laser
configuration exiting the Pockels cell is helicity-correlated. If there is a resid-
ual degree of linear polarization in the laser after the Pockels cell this can
create intensity asymmetries on the photocathode. If there is a polarization
gradient either asymmetries of laser position or laser spot size can result.
These asymmetries can be seen visualized in Fig. 3.4. Several steps are
taken to reduce the effect of these asymmetries. One such step was to opti-
mize laser spot sizes on the Pockels cell which reduced the effect of crystal
nonuniformity on the outgoing laser. Another such step was to adjust the
laser entrance angle to minimize the effect of refraction and birefringence.
The two-crystal setup also helped reduce systematics arising from nonuni-
form effects in any one crystal [55].
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Figure 3.4: Asymmetries arising from the first three moments of the laser
spot. The intensity asymmetry (where the laser intensity changes with he-
licity state), the position asymmetry (where the laser position is different in
different helicity states) and the spot size asymemtry (where the laser beam
size changes with helicity state). These asymmetries result from there being
a polarization gradient across the RTP material or a birefringence. Repro-
duced from [53, 55].

Insertable Half-Wave Plate

Along the laser line in the injector, there is an additional half-wave plate
which can be remotely inserted or retracted (IHWP for short). When the
IHWP was inserted the direction of laser polarization entering and exiting the
Pockels cell was reversed relative to when it was retracted. This was one of
two methods of slow helicity-reversals which were used to isolate and identify
any helicity-correlated contamination. The IHWP state would be flipped by
experimenters on timescales ranging from 8 hours to 1 day. Ultimately the
decision of whether or not to flip was made if the statistical precision of the
current IHWP period matched the previous ones. This control allowed for
similar statistical weights in each IHWP sample.

The other form of slow helicity reversal, changing the electromagnetic
wien filter, will be discussed in Sec. 3.1.2.

Photocathode

After the laser passes through the polarizers, Pockels cell and HWPs, the
laser is passed through a lens which focuses the beam. The laser then passes
through a vacuum window into the vacuum chamber in which the photocath-
ode sits. The photocathode is primarily composed of GaAs, a semiconducting
material with a band gap of about 1.4−1.6 eV. The laser light then is enough
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to excite electrons in GaAs up to the conduction band where they are ejected
from the material by the photoelectric effect, and accelerated towards the an-
ode [56]. This whole setup forms the electron gun which begins the electron
propagation to the accelerator.

3.1.2 Injector

Figure 3.5: A diagram of the double Wien filter in the injector. Electron
spins are progressively changed using electromagentic fields until they are
aligned for the accelerator. The spin solenoid angle can be changed to flip
spins either to the left or to the right of the beam line. Changing this angle
is what changes the Wien filter direction. Adapted from [54, 57].

The electrons off the gun must then have their spins aligned such that
after passing through the accelerator and entering Hall A the electron beam
is maximally longitudinally polarized. To do this a double Wien filter is
placed along the injector beamline. The Wien filter consists of, in order,
a focusing solenoid, a vertical Wien field, a spin solenoid, and a horizontal
Wien field. The fields precess the electron spins according to the field angles
of each component. Importantly, the spin solenoid field precesses the spins in
opposite directions depending on the sign of the solenoid angle. A diagram
of the Wien filter can be seen in Fig. 3.5.

The spin solenoid angle could be changed during experimental running
to flip electron spins in the opposite direction from the previous angle set-
ting. This, after the IHWP flipping, was the second method of slow helicity-
reversals. By reversing the Wien angle the electrons entering Hall A would
have the opposite sign relative to the Pockels cell voltages in the other Wien
period. Flipping this angle was not a trivial process and could only be con-
ducted once every few weeks, for no more than four flips per experiment.

Additionally the injector beamline had numerous position and current
monitors to monitor beam quality at the source.
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3.1.3 Accelerator

JLab’s CEBAF accelerator is composed of two parallel LINACs (north and
south) and two steering arcs (east and west). With each pass of the electron
beam in the LINACs the electrons gain energy. For PREX-II and CREX
purposes however, electrons passing through each LINAC once was sufficient
to meet the beam energy requirements of both experiments.

Once electrons reach the desired energy for each hall they can be extracted
from the accelerator loop by a series of RF-extractor magnets. The beam is
then steered by a series of magnets along an arc leading into experimental
Hall A.

3.2 Hall A Beamline Features

Experimental Hall A at JLab is cylindrical with a radius of ≈ 26.8 m, and a
height of between 16 m at the edge and 24 m at the center. The beamline
is mounted 3.05 m above the floor. The floor, wall, and roof of the hall are
made of concrete.

Figure 3.6: Top-down view of the layout of Hall A with important compo-
nents labeled. Distances and lengths not to scale. Adapted from [19].

On the upstream end of the hall is a narrow alcove in which the Compton
polarimeter and other important beamline elements are placed. The Hall
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A alcove is separated from the arc in the beam switchyard by a retractable
concrete shield wall. The wall was left in place for the entirety of PREX-II
and CREX running as well as during the time in between the experiments.
At the downstream end of the hall is the high-power beam dump. The beam
dump serves to contain power from the exhaust beam as well as very low
angle scattered electrons along the primary beamline.

Fig. 3.6 shows the Hall A configuration as seen from above. The figure
also contains a number of important experimental components labeled.

3.2.1 Beam Charge Monitors

PREX-II and CREX employed a series of Beam Charge Monitors (BCMs)
along the primary beamline to track not just how much current was being
delivered to the hall but also if there were any helicity-correlated charge asym-
metries. There were three components to the BCM setup: a magnetically-
shielded parametric current transformer called the “Unser” and two resonant
RF-cavities on each side of the Unser, upstream (US) and downstream (DS).
The schematic cross section of the Hall A BCMs can be seen in Fig. 3.7.

Figure 3.7: Diagram of the Hall A BCMs. BCMs are approximately 25 m
upstream of the target. Reproduced from [58].
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For stable operations the Unser was electrically, magnetically, and ther-
mally isolated from surrounding fields. Once the beam passed through the
Unser a response was generated in a calibration wire proportional to the
beam current2 [59]. The output voltage of the Unser was then recorded and
beam current calculated from it. Data from the Unser was not used during
regular experimental running, as the Unser output would drift even after just
a few minutes of beam running. Instead, the Unser was used periodically to
calibrate the current response of the RF-cavity current monitors on either
side of it.

Like the Unser, the US and DS BCMs read out a voltage dependent on
the magnitude of the beam current passing through them. Unlike the Unser
however, the US and DS BCMs function by using resonant RF cavities. The
response function—though highly linear over the region of interest—required
calibration. The output of the BCMs was fed to an amplifier and then into
a 1 MHz RMS-to-DC converter. The analog converter output was read by
a voltmeter, while three copies of the same output were digitized into three
channels with ×1, ×3 and ×10 amplification. These US and DS BCMs, when
properly calibrated, provided a continuous current monitor for each helicity
period in both experiments.

3.2.2 Beam Position Monitors

A number of beam position monitors (BPMs) were placed along the Hall A
beamline to track the beam position and direction along the beamline. BPMs
were placed frequently after beam steering magnets, quads and other focusing
beam elements. A diagram of a typical BPM can be seen in Fig. 3.8. The
BPMs consisted of four wire antennae running parallel to the beamline placed
diagonally on each of the four corners of the beamline. When beam is passed
through the BPM the beam induces current in the antennae depending on
the beam position.

The beam current-independent beam position in each direction can be
computed from the signals for each of the four wires Xp, Xm, Yp, and Ym:

xrot = C
Xp −Xm

Xp +Xm

, yrot = C
Yp − Ym
Yp + Ym

, (3.1)

where C = 18.76 mm is a calibration constant [54]. To convert the rotated
positions to the normal hall coordinates the positions must be rotated around

2The Unser voltage response was 4 mV per µA of beam current.
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Figure 3.8: An isometric diagram of a typical stripline BPM like the kinds
used in PREX-II and CREX. The four wires run parallel to the beamline
and are read externally from the BPM. Adapted from [59].

the beam direction by θ = 45°:[
x
y

]
=

[
cos θ − sin θ
sin θ cos θ

] [
xrot
yrot

]
. (3.2)

The BPMs enabled several key experimental processes. The first of these
was to lock of the beam position into place by feeding back BPM information
to corresponding steering magnets. The BPM positions could as well be read
out by experiment electronics to get position information for each helicity
period. Finally, the BPM information from all along the beamline was fed
back to the accelerator and injector to minimize sources of beam noise. This
feedback system will be described in Sec. 3.3.

For PREX-II and CREX there were six key BPMs used to track helicity-
correlated position differences. Three of these were in Hall A: bpm4E which
was on the beamline 1.642 m upstream of the target, bpm4A which was 5.725
m upstream of the target, and bpm1 between the Hall A BCM and the Møller
. The other three, bpm11, bpm12, and bpm16 were on the arc leading into
Hall A. All six of these beam monitors provided a continuous measurement
of the beam x and y positions at the monitor.

The drawback with this design of BPM was that the signal from the
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BPM would be unreliable below 0.5 µA. Typical running for both PREX-II
and CREX operated well above this threshold so this was not an issue for
asymmetry measurements. However counting mode measurements, including
raster checks (described in Sec. 3.2.5) and Q2 measurements (described in
Sec. 3.6) needed to be conducted at very low current in order to maintain
acceptable rates for the spectrometer detector package. To lock the beam
position into place three alternate BPMs using the RF-cavity model like the
US and DS BCMs. These BPMs were not used beyond this function and
were not factored into the parity analysis [60].

3.2.3 Beam Modulation Coils

Both PREX-II and CREX employed a beam modulation system (otherwise
known as “dithering”) which introduced artificial beam motion. This pro-
cess was used in conjunction with correlation slope regression calculations
described in Sec. 6.2.2 to correct false asymmetries.

The beam modulation is comprised of six magnetic coils (3 for modulating
trajectory in the X-direction and 3 for modulating in the y-direction.) These
coils were placed on the beamline arc leading into Hall A after the switchyard
separation with halls B and C. In addition, the beam energy modulation was
done with an energy vernier on the south LINAC. During beam modulation
cycles the coils would activate and modulate the beam position and angle
with a frequency of 15 Hz and an amplitude of ≈100 µm. BPMs along the
beamline would then record the small changes in beam position and angle in
order to correlate the modulation with changes in the uncorrected asymmetry
[61].

A beam modulation cycle was run once every ten minutes during typical
PREX-II and CREX experimental running. Each cycle would pause fast
feedback trajectory control processes for approximately one minute per cycle.

3.2.4 Polarimeters

PREX-II and CREX employed three separate systems for conducting beam
polarimetry measurements. Two of the systems, the Møller and Compton
polarimeters sat in Hall A while the third, the Mott polarimeter, was on
the injector beamline. While these beam polarimetry measurements were
expected to have consistency with each other, the physical mechanisms be-
hind each subsystem varied greatly. As a result, each polarimeter was run at
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different times from the other in different beam configurations.

Mott Polarimeter

The Mott polarimeter is located in the 5 MeV section of the injector beam line
between the Wien filter and the entrance to the north LINAC. To measure the
magnitude of polarization the horizontal Wien field is scanned to maximize
transverse polarization onto the polarimeter target. Electrons then scatter
off of one of either gold, silver, or copper targets. Light from the scattering
is read by four scintillator detectors placed orthogonally to each other. The
asymmetry from the scattering is then compared to a theoretical analyzing
power to calculate polarization [62].

The Mott polarimeter analyzes the electron beam polarization before the
beam reaches the accelerator, meaning that the polarization was indepen-
dent of any accelerator components or spin-precession. However, the specific
conditions of Mott polarimetry running limited the usefulness of Mott mea-
surements for the experimental polarimetry data. Firstly, the Mott polarime-
ter was run with a perfectly transverse electron beam which would have a
different spin-polarization direction than the longitudinally-polarized beam
entering Hall A. Secondly, Mott polarimetry measurements are invasive and
cannot be run in parallel either with Hall A running or indeed, running from
any other hall.

Thus the usefulness of the Mott measurements is primarily to determine
the Wien configuration which produced the highest degree of polarization.
The absolute degree of polarization measured by the Mott was not used for
PREX-II/CREX Pe measurements3.

Compton Polarimeter

The first of the two polarimeters in hall A is the Compton polarimeter. Dur-
ing Compton operations the electron beam is diverted about 30 centimeters
below the primary beamline in a magnetic chicane into a resonant optical cav-
ity in which a circularly polarized green laser is locked in a resonant wave.
The beam then passes through the laser resulting in Compton scattered pho-
tons received by a photon detector. This signal is then used to calculate an
asymmetry in the photon detector which is proportional to electron beam

3However it could be used as a cross-check for polarization measurements from the
Møller and Compton polarimeters.
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polarization Pe. The remainder of the electron beam is then diverted out
of the cavity & chicane and continues along into Hall A. This meant that
unlike the Mott or Møller polarimeters the Compton could be run in parallel
with the main experiment with a minimal effect on beam. Any asymme-
tries induced on the beam by Compton running are negligible for the main
experiment.

The Compton polarimeter and its associated data is the core subject of
this dissertation and will be discussed in great detail elsewhere. The theory
and practical setup of the Compton polarimeter will be discussed in chapter
4 and the data and analysis from the Compton will be discussed in chapter
5.

Møller Polarimeter

The Møller polarimeter is the second polarimeter system within Hall A lo-
cated along the beamline between the raster coils and the target BPMs. The
primary function of the Møller is to scatter the polarized electron beam off a
spin-polarized target and measure the helicity-correlated asymmetry in the
scattered electrons.

Figure 3.9: Diagram of the Møller polarimeter including the target, the
Møller quads, the Møller dipole and the detector array with the acceptance.
Reproduced from [63].

During Møller running the electron beam is scattered off an iron foil tar-
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get. The Møller target is placed inside a solenoidal magnetic field, generated
by superconducting Helmholtz coils around the target. The magnet is also
maintained via a cryogenic line at a temperature of 4 K. The strong B-field
magnetically saturates the target, polarizing the atomic electrons. At the
target elastic Møller scattering off the atomic electrons then occurs and the
scattering cross section contains a spin- and helicity-dependence.

The scattered electrons are then passed through four quadrupole magnets
to focus the Møller electrons on their path to the detectors. After passing
through an aperture the Møller -scattered electrons are then steered by a
dipole magnet down off the primary beamline towards the detector array.
The detector system consists of both left and right arrays consisting of two
blocks of four PMTs each (for a total of 8 PMTs).

The Møller measures the helicity-correlated scattering asymmetry

Amol =

(
dσ
dΩ

)
↑↑ −

(
dσ
dΩ

)
↑↓(

dσ
dΩ

)
↑↑ +

(
dσ
dΩ

)
↑↓

= PePf⟨Azz⟩, (3.3)

where
(
dσ
dΩ

)
↑↑ is the cross section when the beam and target spins are aligned,(

dσ
dΩ

)
↑↓ is the cross section when the beam and target spins are anti-aligned,

Pf is the degree of target polarization and ⟨Azz⟩ is the integrated theoreti-
cal analyzing power of the Møller measurement which is calculated through
simulation [64].

For PREX-II and CREX running the Møller analyzing power was ⟨Azz⟩ ≈
0.75 and the foil polarization was Pf ≈ 0.08. At 100% beam polarization this
meant measured Møller asymmetries would be as high as 6%. Thus, high
statistical precision could be achieved with even short Møller running time.
The limiting source of systematic uncertainty for the Møller measurement was
the foil polarization itself, which was limited by both constraints from theory
and nonuniformities in the target. The second leading source of systematic
uncertainty for the Møller came from the extrapolation from low-current to
high current. The Møller target could only accept beam current up to 3
µA while PREX-II and CREX were run at 70 µA and 150 µA respectively.
The heating of the photocathode at high current could in principle affect
polarization and as such the Møller data must be corrected for high-current
running.

Because of the low current requirements and need for a spin-polarized
target insertion the Møller polarimeter cannot be run in parallel with the
main experiment. In order to conduct a Møller measurement several hours
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of setup are needed to enter the Møller run configuration and to return to
normal running in addition to the time needed to actually take the measure-
ments. In total a single Møller measurement could take between 8 and 16
hours depending on the number of systematic tests that are needed to be
performed. So during PREX-II and CREX Møller measurements were typi-
cally taken once every other week. During the first few months of PREX-II
when it was not clear the Compton would run at all during the experiment,
Møller measurements were taken weekly.

3.2.5 Raster

For both PREX-II and CREX the intrinsic beam size is on the order of 100
µm when it entered the hall. If a beam with this spot size were to be delivered
directly on either the 208Pb or 48Ca targets the high thermal density would be
too high to be dissipated and the target would be damaged. Thus a system
was required to distribute the beam profile over the target.

This system was the beam “raster.” The raster consists of a set of mag-
netic coils placed along the beamline upstream of the target between the
charge monitors and the Møller polarimeter. While active, the raster coils
modulate the beam steering at high frequency such that when it arrives at
the target its profile is on the order of 1 mm. If the raster is too large then
the spectrometer optical calibration becomes difficult, but if the raster is too
small then the target is at risk of being damaged by high beam intensity. The
optimum raster size for each target was computed using thermal simulations
before the experiment began.

The size of the raster is verified using the counting mode scintillator
detectors (described in Sec. 3.8). The raster current is measured as a function
of time in order to find detector rates for each rastered position on the target.
The raster size is determined by running the rastered beam on a carbon target
with a 2 mm hole in the center. As shown in Fig. 3.10 the hole would be
visible on the raster map, and the size of the hole could be compared to the
size of the raster.

In addition to raster size the intrinsic beam spot size before the raster
must be optimized. Small spot sizes could still damage the target (even
while rastered) and large spot sizes would be susceptible to noise from beam
position differences or halo. The spot size is checked by passing an array of
conductive wires through the beam, which is referred to as a “harp scan.”
Both the raster checks and harp scans are invasive, and are only performed
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a) b)

Figure 3.10: a) Raster map on a 208Pb target. b) Raster map on the car-
bon hole target. Both plots use uncalibrated raster units. To perform the
calibration the size of the hole is compared to the size of the raster. In this
case the raster is found to be 5.3 mm in the horizontal and 3.9 mm in the
vertical.

at low current and without 208Pb or 48Ca targets in the path of the beam.

3.2.6 Small-Angle Monitors

The primary beam monitors downstream of the target are an array of eight
small-angle monitors (SAMs). The SAMs are placed about 7 m downstream
of the target in the beamline at 45° angles to each other. The layout of the
SAMs can be seen in Fig. 3.11. The SAMs consist of a small piece of fused
quartz attached to the end of a light guide which leads to a PMT at the
end of each SAM. PMTs and the light guide geometry are chosen to produce
accurate detector signal at high light yield and rate.

The SAMs record the energy from very low angle scatters which carried
zero asymmetry at low Q2. The SAMs are also sensitive to changes in beam
position, angle, energy and quality on the target. The SAMs also provide a
way to check the health of the target, and to identify false asymmetries. The
SAMs saw higher rate during PREX-II than during CREX due to the wider
scattering cone produced at lower energies [19].
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Figure 3.11: Diagram of the SAMs in the downstream beamline. Reproduced
from [19].

3.3 Feedback

To minimize false asymmetries in the beam, two systems of feedback were
used to maintain high beam quality. There are two feedback systems that
were run independently: charge feedback and fast feedback.

3.3.1 Charge Feedback

The charge feedback system measures the charge asymmetry AQ and feeds
back that asymmetry to the Pockels cell. There the Pockels cell voltage is
automatically adjusted to drive the charge asymmetry down. The charge
feedback is run any time beam was in the hall, but is usually restricted to
high enough current to be accepted as normal running. Charge feedback was
run for the entire duration of normal running for both experiments.

3.3.2 Fast Feedback

The second system of feedback was fast feedback, which monitored asymme-
tries from position and energy in Hall A and sent those feedback signals to
the accelerator RF cavities. The feedback is done to suppress beam noise
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resulting from power line harmonics (which occur in multiples of 60 Hz) [65].
Establishing fast feedback requires several BPMs along the Hall A beamline
to achieve a stable calibration, so it requires comparably more time and fine-
tuning to run than charge feedback. If the fast feedback calibration took too
long to achieve stability then either experiment could be run without it.

3.4 Target System

Both the PREX-II and CREX targets were sealed inside an aluminum scat-
tering chamber. All targets were arranged on two copper “ladders” which
could be inserted into the beamline or retracted, centering the beamline on
any one target. The primary ladder (the “cold” ladder) contained ten 208Pb
targets, one 48Ca target, one 40 Ca target, three natural Pb targets, one car-
bon foil target, and one carbon foil target with a 2 mm diameter hole drilled
in. This ladder can be seen with the targets labelled in Fig. 3.12. This
ladder was cooled by liquid helium and during normal running the ladder
temperature would be between 17 K and 26 K.

Be
am

lin
e

Cold Target Ladder
Insertion System

Warm Target Ladder
Insertion System

Target Chamber

Figure 3.12: Left: A picture of the cold target ladder before installation in
PREX-II. The targets are labelled. Note that the calcium targets had not
been inserted in the ladder yet when this photo was taken. Right: CAD
visualization of the PREX-II/CREX target chamber.
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The second ladder (the “warm” ladder) contained five targets which were
used for optics calibration. This ladder contained one natural Pb target, one
tungsten target (which was not used), one carbon foil target, one carbon
hole target, and one cell of water. This ladder was maintained at room
temperature. The warm ladder was oriented at a 45° angle relative to the
cold ladder in the target chamber.

3.4.1 PREX-II Targets

The primary targets used for PREX-II are the ten 208Pb foil targets. Each
foil is ≈0.5 mm thick and 90-95% isotopically pure. Nine of the ten foils are
sandwiched by thin foils of diamond (0.25 mm thick) on both the upstream
and downstream ends of each target, with the last target foil sandwiched by
graphite foils. Diamond has a high thermal conductivity and helped dissipate
the power deposited by the beam.

As more beam is deposited on each target foil, the diamond eventually
degrades and the 208Pb target underneath would be damaged. This was to be
expected as the approximate lifetime of the targets in beam was measured
in PREX-I. Degraded or nonuniform 208Pb targets would result in excess
noise in the detector and increased radiation in the hall. This motivated the
inclusion of ten separate 208Pb foils, so that there would always be a fresh
target to switch out with any damaged targets4. Degradation is measured
using the raster map technique described in Sec. 3.2.5. An example of both
a uniform and degraded target raster map can be seen in Fig. 3.13.

The contribution to the asymmetry from scattering off of carbon in the
diamond foils is predicted using an optical simulation. The carbon correction
to the asymmetry is

Aphys =
Acorr

Pe
−ACfC

1− fc
, (3.4)

where AC is the asymmetry from carbon, and fC is the background fraction
of carbon events. In the limit that Acorr

Pe
≃ AC (like in PREX-II) then the

correction factor approaches 1.
Of the nine diamond-encased 208Pb targets seven were used throughout

experimental running and the graphite-backed 208Pb target was not used at
all.

4PREX-I by comparison had three production targets, all of which saw some amount
of beam.
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a)

b)

Figure 3.13: a) Raster map on one of the 208Pb targets when it was fresh.
b) The same target after a week of PREX-II running. Note in the bottom
plots nonuniformities have formed, indicating the diamond has degraded and
the target has been damaged. After the data shown in the bottom plots was
taken, a new 208Pb target was commissioned and then used for the rest of
experimental running.

3.4.2 CREX Target

The CREX target is a single 6 mm thick piece of 95% pure isotopic 48Ca.
Calcium already has a high thermal conductivity and therefore diamond
backing was not needed. Calcium also experiences oxidation when exposed
to air, so the target is kept in mineral oil when not under vacuum. The
target does not experience beam-based degradation in standard operation
unlike the 208Pb targets.

On January 18th, 2020 there was a beam mis-steering incident which
resulted in the destruction of the original 48Ca target. The remainder of
the experiment was conducted using an alternate 48Ca target which had
been constructed for earlier tests. The replacement target had minor surface
oxidation, which was removed at the cost of a small bit of target thickness.
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The rest of the experiment was conducted with this target without incident.

3.5 Radiation Controls

One of the primary complications which limited the statistical precision of
PREX-I was the occurrence of radiological damage to experimental equip-
ment. For example, the electronics on the High-Resolution Spectrometer
(HRS) platforms contain optocouplers which are particularly sensitive to
damage by neutron radiation. Additionally, the beam pipe leading to the
dump that was during PREX-I sealed by an elastomer O-ring which degraded
under a high radiation load. The radiological hazards are partly due to the
design of the experiment which required high-luminosity, high-Z targets.

In order to safely run the two experiments, steps towards radiological mit-
igation had to be taken. There were several categories of radiological hazards
which had to be controlled in different ways. Firstly, ionizing radiation on
any of the Hall A electronics needed to be significantly reduced from PREX-I
levels.

Secondly, controls were implemented to ensure that PREX-II complied
with JLab’s regulations concerning environmental radiation. The specific
hazard to control were high-energy neutrons which could escape through the
hall roof and enter the ambient environment (so-called “skyshine” radiation).
JLab measured this radiation by placing radiation dosimeters on the fence
along the perimeter of the CEBAF complex. Shielding to regulate the energy
of neutrons heading towards the Hall A roof, was needed to control the
amount of skyshine radiation detected at the JLab site boundary.

The experimental radiation load was estimated before experimental run-
ning through simulations of experimental running with the simulated Hall A
geometry. Estimated radiation in different areas of Hall A could be extracted
from the simulation.

3.5.1 Monte Carlo Simulation

The principle of a Monte Carlo (MC) simulation is to simulate particle scat-
ters in software by randomly selecting the incident particle’s kinematics from
random variable distributions. For PREX-II and CREX the primary scat-
tering to be simulated was the incident electron on each experimental target.
This MC was implemented through a particle physics simulation toolkit,
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GEANT4. The PREX-II and CREX implementation of GEANT4 not only
specified the beam electron’s kinematics, but also could simulate the scaled
geometry of Hall A equipment including beamline components, the HRSs,
the beam dump, and the hall walls and roof [66].

The MC simulates each particle resulting from the scattering and tracked
its propagation through the simulated hall geometry. Particles are only
recorded upon reaching a geometrical element designated as a “sensitive de-
tector.” Once reaching a detector, the particle’s information is recorded
including its type, position, momentum, energy, and the position of the par-
ticle’s origin. This simulated process could be repeated millions of times to
achieve a high statistical precision on the measured radiation load.

3.5.2 Collimator

The combination of having a 1 GeV beam plus a high-luminosity target means
that the forward scattering cone (i.e., scatters that have very low θ) is com-
parably wide relative to scatters at higher energy. This means a significant
portion of scatters will have a scattering angle too large to reach the dump,
but too narrow an angle to reach the HRSs. To prevent these scatters from
doing damage to hall equipment, a collimator was installed approximately 80
cm downstream from the target. The design of the collimator and its jacket
can be seen in Fig. 3.14.

The collimator is made out of a copper-tungsten alloy and is aligned with
the central beam axis. The collimator is 10 centimeters in diameter and 10.5
centimeters in length. The collimator central bore is widened as the beam
moves downstream with a widening angle of 0.78° from the target. The col-
limator absorbs low-angle scatters from the target and ensures that the only
scatters making their way down the beampipe are less than 0.78° scattering
angle, thus protecting Hall A components downstream of the target. The
collimator is fit inside a tungsten jacket which held the collimator mount
and absorbed higher-angle scatters than the collimator face.

The collimator is included in the MC simulation. The simulated energy
absorption on the collimator face is measured by the difference between the
total particle energy incident on the upstream collimator face and the total
outgoing particle energy downstream of the collimator. The results from the
simulation can be seen in table 3.1.

The collimator is expected to absorb just over 2.5 kW during normal
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Figure 3.14: A CAD model of the contents of the PREX-II/CREX collimator
chamber. Included are the collimator, the collimator jacket, the cooling water
system, and the insertable sieves.

Quantity PREX-II CREX
Power per Current [W µA−1] 36.22 5.96
Power [kW] 2.536 0.893
Total Energy [J] 6.13× 109 2.78× 109

Table 3.1: The collimator power deposition for each experiment, derived from
simulation. PREX-II deposits significantly more power on the collimator face
than CREX due to the lower beam energy widening the angle distribution
of scatters.

PREX-II operations5. To handle this thermal load the collimator is fitted
with a water-coolant system. Cool water is piped into the collimator assem-
bly, and would follow a spiral groove along the outside of the collimator where
it would get pumped into an exit pipe, where it could be cooled outside the
hall and recirculated into the assembly. This added another design constraint

5It was decided before the last few days of PREX-II to increase beam current to 85
µA, which would deposit 3.1 kW on the collimator face.
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to the collimator where the power deposition had to be low enough that the
water would not boil before entering the exit line. The water temperature
in both the entrance and exit lines were monitored to make sure the water
stayed below boiling.

3.5.3 Shielding Concept and Design

Neutrons and electrons not intercepted by the collimator have the potential
to create hazards for electronic components in Hall A. Radiation shielding
placed around the areas where most of the beam power is deposited controls
this effect. The MC measured the radiation load on the HRS platforms as
a metric for radiation deposited in Hall A. Additionally, the MC tracks the
radiation absorption by radiation shielding to verify that the total radiation
load is within manufacturer-recommended limits.

Collimator Shielding

The target and collimator collectively absorb the most energy of components
in Hall A, and thus are the main region of concern for radiological hazards. If
not controlled, radiation from this region has the potential to cause damage
to hall equipment or components. Additionally, thermal energy neutrons
from the target region could in principle be absorbed by Hall A electronics
and produce single event upsets (SEUs) which would interrupt the function
of the electronics resulting in software crashes elsewhere.

To prevent this a layer of shielding is added to the target and collimator
region. The shields between the target and collimator were made of high-
density polyethylene (HDPE) with a five percent boron content. The shields
are approximately 90 centimeters tall and wide, and about 65 centimeters
long. The shields are fitted around the target beamline and the collimator
housing such that the scattered beam passes through the center of the shields.
The shields can be seen visualized in Fig. 3.15.

The concept behind the HDPE shields is that neutrons produced by the
collimator and target enter the shielding and lose energy due to nuclear
recoils with the hydrogen in the HDPE. After the neutrons lose energy, they
are absorbed by the boron content, which has a high neutron absorption
cross section at low energies [67]. This shielding then mitigates both the
electronics damage and SEU risk with one mechanism.
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Figure 3.15: A cross sectional CAD visualization of the collimator shields as
seen from the right side of the beam, with the cross sectional plane at the
beam axis. The visualization covers about 1.3 meters of beamline from left
to right. Components are labeled.

Downstream of the collimator is covered by concrete shields without any
boron content. These high density shields are in place to reduce ionizing
particle energy that otherwise proceeds to the HRS platform. The advantage
of using concrete shields in this region is concrete’s high radiation hardness
relative to plastic.

The effectiveness of the collimator shielding is measured by the total dose
per area on the simulated HRS platforms. Because the dose is partially from
neutrons and partially from electrons, the full dose is measured in a total 1
MeV neutron equivalent neq per surface area. The results from the MC can
be seen in table 3.2. The MC shows the collimator design markedly reduced
the expected dose on the HRS platforms from PREX-I, which did not have
beam collimation or shielding.

The HDPE shields need additional considerations due to the radiation
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Units of 1 MeV neq/cm
2

Particle Type PREX-1 PREX-II CREX
n 3.9× 1010 4.6× 109 1.5× 109

e 3.4× 1010 8.5× 109 1.9× 109

Total 7.3× 1010 1.3× 1010 3.5× 109

Ratio with PREX-I 1.00 0.18 0.05

Table 3.2: Integrated dose on the HRS platform per surface area for PREX-
I, PREX-II and CREX. Dose is expressed in 1 MeV neutron equivalent.
All values calculated from the same Monte Carlo simulation with different
experimental geometries and beam energies.

tolerance of HDPE plastic. Manufacturer recommendations suggest that
borated HDPE is radiation-safe up to 1 MGy of dose [68]. Above this limit
it would be possible for the HDPE shields to degrade and produce HDPE dust
which is a contamination hazard. In order to proceed, the MC would have
to demonstrate that for the full PREX-II and CREX run period combined,
the shields receive less than 1 MGy. This is complicated by the fact that the
MC shows that the energy absorption of the HDPE shields is not uniform
across the shield volume. Simulations indicate the HDPE shields absorb the
most dose in the region closest to the beamline.

To lower the local dose on the collimator shields, the shields are designed
to allow for a 2.5 centimeter-thick hollow cylinder of aluminum to be placed
around the beamline between the beamline and the shield. The aluminum
“liner” shield stops low-energy electromagnetic radiation, lowering the local
dose on the HDPE shields enough to prevent degradation. With the liner
in the MC the dose is then measured on a section of the shields 1 cm thick
nearest the beamline which is expected to receive the highest dose of any
part of the shield.

The results of the MC including the full shield geometry show that with
the Aluminum liner in place the shield dose was reduced below the 1 MGy
threshold for even the highest radiation parts, as is summarized in table 3.3.

Skyshine Shielding

In order to prevent skyshine radiation a shield had to be placed between
the target/collimator region and the hall roof. The main source of skyshine
is known to be high energy neutrons (>30 MeV) incident on the hall roof.
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Experiment Quantity Whole Shield 1 cm Section

PREX-II
Power Deposited [W] 7.08 0.23
Power Density [µW/cm3] 18.8 96.4
Dose [kGy] 46.9 241

CREX
Power Deposited [W] 3.47 0.16
Power Density [µW/cm3] 9.22 69.6
Dose [kGy] 29.6 223

Total Dose [kGy] 76.5 464

Table 3.3: Radiation dose on both the full collimator shield and the 1 cen-
timeter radial section nearest the beamline including the 2.5 cm-thick Alu-
minum liner shield. Totals are for the total run time of each experiment. All
numbers computed from Monte Carlo simulation data.

Skyshine is simulated before experimental running by integrating the to-
tal neutron flux for the run time of both experiments. The MC simulated
skyshine radiation and it is measured by integrating the total neutron flux
for the run time of both experiments.

Two skyshine shields are installed above the target and collimator as seen
in Fig. 3.16. Both skyshine blocks are made of concrete, and extended for
about 60 cm on the left and right side of the target beamline. The two blocks
collectively extend 3.3 meters along the beamline. The length and width of
the blocks are designed to block as many neutrons from either the target or
the collimator from the hall roof as possible.

PREX-I PREX-II CREX
n’s >30 MeV flux [cm−2 × 108] 7.60 4.92 6.31
Ratio with PREX-I 1.00 0.65 0.83

Table 3.4: Simulated skyshine neutron rate on the Hall A roof for multiple
experiments.

The rate of neutrons with energy >30 MeV on the Hall A roof is simulated
with the PREX-I, PREX-II and CREX experimental configurations. The
results of these simulations can be seen in table 3.4. The results show that
both PREX-II and CREX generate a neutron flux at a similar magnitude
to PREX-I when integrated over the full experimental run times of all three
experiments. Site boundary dosimetry data from 2010 revealed that PREX-
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Figure 3.16: Top: Cross sectional CAD view of the PREX-II/CREX target
region as seen from the right side of the beam. bottom: The same view, but
taken during the experimental install. The skyshine shields can be seen as
two blocks of concrete mounted above the target and beamline.
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I produced significantly less dose than the JLab administrative limit, thus
demonstrating that PREX-II and CREX are similarly safe to run.

3.6 Spectrometers & Optics

To transport the scattered electrons to the detector, a series of magnets are
run at the proper strength to focus the electron acceptance onto the detector
plane. These magnets form the septum and spectrometers, and are tuned
to maximize detector rate before experimental running. Also, an electron
“acceptance” had to be defined to maximize figure-of-merit (FOM). The
calculation of FOM is discussed in Sec. 2.2. The acceptance also had to be
measured during experimental running to define the measured APV .

3.6.1 Septum Magnet

The PREX-II and CREX proposals called for a central acceptance scattering
angle of 5°. However, due to the physical constraints of equipment, the
minimum angle the spectrometers can be rotated to with respect to the
beamline is 12.5°. To direct the scattered 5° electrons to the spectrometer
axis, a septum magnet is placed downstream of the collimator.

The magnetic septum has twelve coils mounted inside an iron yoke which
generates magnetic fields such that scattered electrons on either side of the
beamline are steered to the spectrometer axes. The septum design can be
seen in Fig. 3.17. An optical simulation is used to measure the deflection of
the scattered electrons through the septum, which informs the design of the
vacuum vessels through the septum. The septum also limits the inner and
outer angles of the acceptance by needing to steer the acceptance out of the
way of the coils.

3.6.2 Acceptance Collimator

At the end of the septum two additional collimators are installed, one on
the left spectrometer, and one on the right spectrometer. The collimators
are placed at the entrance of the first quadrupole magnet (Q1) on each spec-
trometer. The Q1 collimators are made of lead and are designed based on the
optimal shape of the acceptance. Both collimators have the same dimensions
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Figure 3.17: A cross sectional CAD rendering of the septum as seen from
above the beamline. The acceptance path is drawn in blue on the left and
right sides of the septum magnets.

in the inner cut, but were placed in opposite orientations on opposite sides
of the beamline. The Q1 collimators can be seen in Fig. 3.18.

3.6.3 Spectrometer Quads & Dipole

A diagram of the HRS magnets can be seen in Fig. 3.19. The two Hall A
HRSs are positioned symmetrically on opposite sides of the beamline with
each spectrometer axis at an angle of 12.5° to the beamline. Once leaving
the septum and passing through the Q1 collimators, both the left and right
scattered electrons pass through two quadrupole magnets (Q1 and Q2) which
focus the electrons. The electrons then enter the dipole magnets on each arm
which deflect the accepted electrons above the beamline to a 45° angle. In-
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Figure 3.18: Both Q1 collimators as seen during the PREX-II installation.
The primary beamline facing downstream can be seen in between the Q1
magnets. Adapted from [19].

elastic scatters (which enter the HRSs with lower energy than their elastic
counterparts) are steered on a tighter arc than elastic scatters, providing a
clean separation between the two. After leaving the dipole the acceptance
passes through one more quadrupole magnet (Q3) before entering the detec-
tor package.

The correct currents for each of the four spectrometer magnets on each
arm are determined by analyzing detector tracks of accepted electrons for
different current configurations. The detector tracks are mapped back to
target scattering angles θ and ϕ by calibrating the detector optics for each
arm [70]. For both PREX-II and CREX a spectrometer configuration is used
for both arms which focus elastics onto the detector plane while providing a
physical separation from the lowest lying inelastic level.
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Figure 3.19: A diagram of the HRS optics and electron acceptance seen from
the right side of the beamline. The septum and the four primary spectrometer
magnets as well as the relative positions of the detector package can be seen.
Positions, sizes, and angles not to scale. Adapted from [19, 69].

3.7 Main Detectors

All PREX-II and CREX detectors sat atop the spectrometer arms inside con-
crete huts. The detector huts had mechanical doors which could be opened
for detector access, or closed for experimental running. Both the main de-
tectors and the counting mode detectors are placed inside each hut on each
arm.

Both PREX-II and CREX had four main detectors, with two in each
spectrometer arm. The two detectors in each arm are placed one upstream
and one downstream, with the detectors normal to the path of the electrons.
The detectors are each a single piece of fused quartz with an area of 16 cm ×
3.5 cm and thickness of 0.5 cm. A photomultiplier tube (PMT) was attached
to each detector which would detect the Čerenkov light of scattered electrons
in the quartz.

The main detectors can be realigned during experimental running, which
is needed to account for changes to the detector optics. Detector alignment
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Figure 3.20: The detector package used during PREX-II and CREX with
main detectors labeled. Counting mode detectors S0 and S3 are just out of
frame above and below the photo respectively.

is done using the tracking vertical drift chambers (VDCs)6 [19].

3.7.1 AT Detectors

Two additional quartz detectors are placed approximately 1 meter down-
stream of the main detectors in each spectrometer arm. These “AT” detec-
tors are aligned with the main detector package to maximize sensitivity to
the vertical scattering component. Because scattering from the horizontal
transverse-polarized beam component dominates in these regions, the AT

6As a cross-check for high-rate tracking PREX-II and CREX also use several gaseous
electron multiplier (GEM) detectors.
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detectors are used to calculate the horizontal transverse polarization correc-
tion ATPH [70]. The correction for the vertical transverse-polarized beam
component ATPV is taken from the main detectors.

3.8 Counting Mode Detectors

While the main detectors produce the measurement of APV , they cannot
measure individual particle tracks which are used to reconstruct the scatter-
ing kinematics on target. To obtain particle tracks a series of detectors are
used periodically throughout running for detector alignment, Q2 measure-
ments, and raster checks. These detectors are usually only run with very
low current on the target otherwise measured rates in the counting detectors
become unmanageable.

3.8.1 Drift Chambers

Included as part of the standard Hall A detector package are two vertical drift
chambers (VDCs) in both spectrometer arms. Each VDC is positioned just
below each detector hut with one VDC being approximately 50 cm down-
stream of the other. The gas in the VDCs is a mixture of argon, ethane and
alcohol vapor. Each VDC also has several planar grids of thin high-voltage
signal wires. Charged particles passing through the VDCs ionize the gas
which is detected as an electrical signal in the wire grids. The position of the
ionization track in the corresponding VDC are used to identify the position
and angle of incoming electrons, which were then used to reconstruct the
electron scattering kinematics [59].

3.8.2 S0 & S3 Detectors

The PREX-II and CREX counting detector package also includes two BI-
CRON 408 plastic counting scintillators in each detector hut. The first de-
tector dubbed “S0” is placed between the second VDC and the main detectors
in each arm. The second detector, which consists of an array of scintillators,
dubbed “S3” is placed downstream of the entire detector package. These two
scintillators cover a wide area of the acceptance each with an area of 170 cm
× 25 cm. The S0 scintillator has multiple PMTs placed on different ends of
the physical scintillator material. During PREX-II only one S3 scintillator
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was used, but two additional scintillators were used for CREX. These detec-
tors are used to gauge rate at low current and for checks of the size of the
raster.

3.9 Data Acquisition

PREX-II and CREX had two different data acquisition systems (DAQs) run
independently at different times. The first DAQ, the integrating DAQ mea-
sured APV and helicity-correlated beam quantities such as AQ and other
measures of beam asymmetries. The second DAQ, the counting DAQ, mea-
sured detector rates and was used whenever a measurement requiring particle
tracks of kinematic reconstruction was needed.

3.9.1 Integrating Mode DAQ

PREX-II and CREX operate at very high scattering rates, so individual elec-
tron events happen too fast to record individually. Instead, for measurements
of APV , many parity experiments, such as PREX-II and CREX, use an inte-
grating technique for data acquisition (DAQ). The principle of this technique
is to integrate the measured Čerenkov light from acceptance electrons in the
detectors over pedestal for the stable time tstable of each helicity period. APV

is then calculated using the light-weighted integrated helicity-period sums
rather than individual electron counts.

This system is implemented by a series of interconnected electronic mod-
ules placed in either the injector, Hall A or in the counting house7. The
first of these was a helicity control board (HCB) in the injector which gener-
ates a binary signal matching the helicity state. Helicities are generated in
patterns where one of two helicity sequences are chosen at a 30 Hz pattern
frequency. These patterns either contain four helicity periods (quartet) or
eight helicity periods (octet). For both modes there are only two helicity
patterns that could be used. For quartet running the pattern, expressed in
terms of helicity sign is either + - - + or - + + - while for octet running the
two patterns are + - - + - + + - or - + + - + - - +, where here “+” and “-”
refer to the sign of of the voltages applied to the Pockels cell. Each pattern
is selected pseudorandomly, and helicities are generated in the sequence in

7Which is the name of the experimental control room.
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each selected pattern [71]. A timing diagram of these periods, including the
RTP cell settle time can be seen in Fig. 3.21.

a)

b)

c)

Helicity
Pattern

Helicity
Period tsettle

tstable

Figure 3.21: Quartet helicity pattern timing used for both PREX-II and
CREX showing the a) pattern signal, b) Macro-Pulse Signal (MPS) and c)
helicity sign. There are four helicities per pattern in one of two patterns.
Which pattern is used is selected pseudorandomly. Each helicity period is
divided into two times: the settling time tsettle and the stable time tstable.
Note that for octet helicity patterns the patterns are different.

The helicity pattern system limited possible false asymmetries or noise.
Commercial electricity in the United States is delivered at 60 Hz AC and thus
the helicity flip rate is a multiple of 60 Hz for both experiments. PREX-II
was initially run at 120 Hz quartet pattern mode, though halfway through
running it was changed to 240 Hz octet mode which further suppressed noise
and therefore increased statistical precision on APV . CREX was run entirely
at 120 Hz quartet mode.

The HCB does not send the helicity signal directly to the Hall A DAQs but
instead delays the signal by two patterns to minimize the effects of helicity-
correlated noise in the electronics. The delayed helicity signal would then
be sent to a HAPPEX timing board (HAPTB). The HAPTB is triggered by
the Macro Pulse Signal (MPS). MPS triggers at the start of tstable in each
helicity period and end at the beginning of the next helicity-period’s tsettle.
The HAPTB’s start signal is generated upon starting a new tstable though
the stop signal is generated a pre-programmed amount of time after start

67



[72, 73]. DAQ integration only happens during tstable in order to eliminate
effects from the helicity transition.

The start of tstable from HAPTB is distributed to the ADCs which inte-
grated the quartz detector signals over the tstable period. During the tsettle
period in each subsequent helicity-state, the integrated ADC signals are read
out of the electronics and pushed to a software data stream that is saved at
the end of the run. In addition to the HAPTB and ADC chain the integrat-
ing DAQ also includes different modules for beamline components such as
voltage-to-frequency converters (V2Fs), and counting scalers.

The DAQs are remotely controlled, and at the end of every DAQ run
a data file is generated from the DAQ electronics. The experimental DAQ
systems are run through software called the CEBAF Online Data Acquisition
(CODA). Through CODA DAQs are stopped and started by experimenters.
At each start CODA initializes the DAQ system and begin recording data. At
each stop CODA stops data recording, finalizes the raw data file and moves it
to experimenter computer systems. DAQs are stopped and started regularly
with each period of continuous data recording being a “run.” During PREX-
II and CREX typical runs are between 30 minutes and 90 minutes long with
few exceptions.

To read the data file which CODA produces and extract the quantities
needed to do a full analysis a software analyzer was developed for PREX-
II and CREX. This analyzer (dubbed “JAPAN” for Just Another Parity
ANalyzer) is developed from previous parity analyzers used on the PREX-I
and QWeak experiments.

3.9.2 Counting Mode DAQ

The two counting DAQs were located one in each detector hut. The S0 and S3
signals were amplified before being fed into a discriminator which registered a
pulse whenever the scintillator PMT signal exceeded the channel threshold.
A total of five signals were combined in different logical combinations to
measure different trigger rates. During running S0 trigger signals were used
more frequently owing to the S0 scintillators closer position to the VDCs.

The VDC and GEM signals were read by the same DAQ in parallel con-
figurations. The signals from all detectors were sent through different dis-
criminator channels with different thresholds to count individual tracks.

The counting DAQ analyzer was developed for Hall A experiments gen-
erally, and was a separate analysis process from the one in JAPAN.
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3.10 Slow Controls, EPICS, & CODA

While running PREX-II and CREX, experimenters require a real-time infor-
mation system to monitor the apparatus. For this a system of “slow controls”
are used. The system which collects experimental information and reports it
is the Experimental Physics and Industrial Control System (EPICS). EPICS
was developed at Argonne National Laboratory and is implemented at JLab
for most accelerator and experimental systems. EPICS works by polling a
series of servers called Input/Output Controllers (IOCs) for desired signals or
DAQmeasurements. The results of the polls (which are conducted on average
once per second though some systems are polled slightly faster or slower) the
readback is updated system-wide and visible on all JLab computer systems
and even remotely over the internet.

PREX-II and CREX use EPICS to track relevant beam quantities and
spectrometer and detector information. EPICS gives experimenters real-time
information on critical experimental quantities including but not limited to
the beam position and angle, beam charge deposited on target, spectrome-
ter magnet currents, raster currents, target temperature, energy resolution,
and beamline vacuum strength. EPICS also provides the ability to control
experimental hardware remotely though the critical systems that could be
controlled this way are too numerous to list here.
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Chapter 4

Compton Polarimetry
Principles

The Hall A Compton polarimeter uses backscattered Compton photons to
measure beam polarization. Since its commissioning in 1999, the Compton
polarimeter has been used in a number of Hall A experiments that require
additional beam polarization measurements besides the Møller polarimeter
(described in Sec. 3.2.4). The Compton polarimeter works by passing green
laser light into a high-finesse Fabry-Pérot resonant cavity which amplifies
the laser light. First, the primary electron beam is diverted downwards by
dipole magnets in a magnetic “chicane” separate from the primary beamline.
At the center of the chicane the electron beam is then passed through the
laser in the cavity, which creates a high rate of backscattered Compton pho-
tons. The physics of Compton scattering for beam polarimetry is discussed
in Sec. 4.1 and Sec. 4.2. The laser system that produces high optical power
and rate is discussed in Sec. 4.3.1. The backscattered Compton photons
impinge on a photon detector consisting primarily of a scintillating crystal,
and a photomultiplier tube. The photon detector system is discussed in Sec.
4.3.2. Nominally, Compton scattered electrons, having lost a small fraction
of their energy, will be bent by the downstream chicane dipole magnets up
into an electron detector system which itself can make Compton asymmetry
measurements. There is a discussion of the electron detector systems in Sec.
4.3.3, however it will be brief as only data from the photon detector was used
in the primary experiment.

There are two principal methods for calculating a scattering asymmetry
from Compton-scattered photons, which can be used to extract the beam
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polarization Pe. The first is an integrating method that integrates the full
backscattered photon energy received in the photon detector per helicity
period. The asymmetry is then calculated from the energy measured per
helicity pattern. The second method instead counts the the number Compton
photon pulses per helicity period and calculates the asymmetry of these pulse
counts. The first method is discussed in Sec. 5.2 and the hardware that reads
this measurement is discussed in Sec. 4.4.1. The hardware components used
in the counting mode measurement are discussed in Sec. 4.4.2, however the
Compton counting mode asymmetry calculation is not discussed as only the
integrating mode asymmetries were used for PREX-II and CREX.

The Compton photon analysis also relied on the results of a GEANT4-
based Monte Carlo simulation to calculating the analyzing power for our
measurement. The analyzing power is discussed in Sec. 5.4, and the sim-
ulation parameters are discussed in Sec. 5.4.1. The method for calculating
Compton analyzing power varies between the two asymmetry calculation
methods—for the former the energy-weighted average is calculated over the
entire Compton spectrum, while for the latter, a rate-averaged analyzing
power is calculated over the range of the Compton spectrum that lies above
the discrimination threshold.

Additionally the Compton photon detector analyzer, which converts the
raw data written by our DAQ into a human-readable form will be discussed
in Sec. 4.5.

4.1 Compton Kinematics

Compton scattering is the process of an electron and photon scattering off
each other in the reaction e−γ → e−γ as seen in Fig. 4.1. The effect was first
observed in 1923 by Arthur Holly Compton and was a significant develop-
ment for physicists’ understanding of the photon as a particle in relativistic
quantum mechanics [74]. In the near century since, Compton scattering has
found diverse applications including astrophysics, materials science and nu-
clear medicine [75, 76, 77].

The geometry of Compton scattering as it pertains to the Hall A Compton
polarimeter can be seen in the lab frame of reference in Fig. 4.2. The beam of
polarized electrons enters the cavity with energy E and momentum p where
me is the electron mass 0.511 MeV/c2. The electron beam passes through
the resonant laser with λ = 532 nm and photon energy k =2.33 eV. The
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γ(k) γ(k′)

e−(p) e−(p′)

γ(k) γ(k′)

e−(p) e−(p′)

Figure 4.1: Left: Feynman diagram for Compton scattering at the tree level
with labeled momenta. Right: Tree-level crossing diagram for Compton
scattering.

αc
θe

θγ

γ(k)

γ(k′)

e−(p)

e−(p′)

Figure 4.2: Diagram showing the relevant Compton angles for kinematics.
Angles in Fig. are exaggerated, and not to scale.

limitations of our setup also means the photon beam must pass the electron
beam at a slight crossing angle αc ≈23 mrad. After scattering occurs the
scattered photon leaves the interaction point at in-plane angle θγ and energy
k′ while the electron leaves with in-plane angle θe and outgoing energy E ′.
The initial and final state of the electron and photon can be described by
the four-vectors

pµ = (E, 0, 0, p), (4.1)
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kµ = (k,−k sin(αc), 0,−k cos(αc)), (4.2)

p′µ = (E ′, p′ sin(θe), 0, p
′ cos(θe)), (4.3)

k′µ = (k′, k′ sin(θγ), 0, k
′ cos(θγ)). (4.4)

For a two-body scattering the conservation of momentum holds that only the
in-plane scattering angle θγ needs to be accounted for.

By applying both conservation of energy and conservation of momentum
we derive the energy for the outgoing photon as

k′ =
E + p cosαc

E + k(1 + cos(αc − θγ))− p cos θγ
. (4.5)

We then, because αc is small, treat it as zero, without significant loss
of accuracy. Understanding that p =

√
E2 −m2

e find the photon energy in
terms of our initial beam kinematic quantities [78]

k′ =
4kaE2

m2
e + aθ2γE

2
, (4.6)

where a is a dimensionless kinematic variable

a ≡ 1

1 + 4kE
m2

e

. (4.7)

Of note is the dependence of outgoing photon energy on the value of
the photon scattering angle θγ. As θγ increases, the energy of the Compton
scattered photon decreases. Consequently, the highest value of backscattered
photon energy k′max can be found when θγ = 0

k′max =
4kaE2

m2
e

. (4.8)

This represents the “Compton edge” energy and corresponds to a Comp-
ton photon being backscattered a full 180°. Table 4.1 contains the calculated
Compton edge values for both experiments. Plots of the backscattered pho-
ton energy as a function of θγ are shown in Fig. 4.3 for both PREX-II and
CREX. Because of the higher beam energy for the CREX experiment, the
CREX Compton edge energy is approximately 5 times higher.
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Figure 4.3: Compton photon energy plotted vs scattering angle for both
experiments. The Compton edge energy is reached when θγ = 0, and the
Compton photon is completely backscattered.

Experiment
Beam Energy

[MeV]
Compton Edge
Energy [MeV]

PREX-II 950 31.2
CREX 2182.5 157.7

Table 4.1: Table of Compton edge values for both PREX-II and CREX.

4.2 Compton Cross Sections & Asymmetry

If we assume crossing angle αc is small, then we can write the unpolarized
Compton differential cross section as

d2σ0
dρdϕ

= r20a

[
ρ2(1− a)2

1− ρ(1− a)
+ 1 +

(
1− ρ(1 + a)

1− ρ(1− a)

)2
]
, (4.9)
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where r0 = αh̄c/mc2 = 2.817 × 10−13 cm is the classical electron radius,
ρ = k′/k′max is the fraction of Compton edge energy and a is the kinematic
factor defined in Eqn. 4.7 [78].

We then have to take into account the dependence on the Compton dif-
ferential cross section on the electron and photon polarization. The laser
system will be discussed in more detail in Sec. 4.3.1 but relevant to this
discussion is the laser polarization is determined by a series of waveplates on
the laser table that can be adjusted until we have 100% circular polarization
in the cavity.

Similarly, the CEBAF accelerator delivers a longitudinally spin-polarized
electron beam into the hall, which flips helicity state by a pseudo-random
pattern. This system is described in more detail in Sec. 3.1.1.

To properly modify dσ0/dρ to account for beam polarization we must
include terms dependent on both the beam longitudinal polarization and the
beam transverse polarization. The cross section resulting from longitudinally
polarized electrons [79] is

d2σl
dρdϕ

= ar20(1− ρ(1 + a))

[
1− 1

(1− ρ(1− a))2

]
, (4.10)

and similarly the cross section from transversely polarized electrons is

d2σt
dρdϕ

= ar20ρ(1− a)

√
4aρ(1− ρ)

1− ρ(1− a)
. (4.11)

The complete differential cross section can be written as:

d2σ

dρdϕ
=
d2σ0
dρdϕ

∓ PγPe

(
cos(ψ)

d2σl
dρdϕ

+ sin(ψ) cos(ϕ)
d2σt
dρdϕ

)
, (4.12)

where Pγ is the laser degree of circular polarization (DOCP), Pe is the elec-
tron beam polarization, ϕ is the out-of-plane scattering angle, and ψ is the
angle of the direction of the electron spin with respect to the beam propa-
gation axis ẑ. The sign of the polarized cross section terms is determined by
whether the laser polarization and electron beam polarization are parallel or
antiparallel.

Because the out-of-plane scattering angle ϕ only contributes in the trans-
verse asymmetry term, we can integrate over ϕ to remove that term from our
cross section measurement. The differential cross section becomes

dσ

dρ
=
dσ0
dρ

∓ PγPe cos(ψ)
dσl
dρ
. (4.13)
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Figure 4.4: The unpolarized Compton cross section dσ
dρ

(left) and theoretical

analyzing powerAc (right) both plotted as a function of backscattered photon
energy.

Measurement of the beam polarization is then contingent on our ability to
measure the difference between the Compton-scattered signal in each electron
helicity state. For this purpose it is convenient to define the experimental
Compton asymmetry as

Aexp ≡
(dσ/dρ)+ − (dσ/dρ)−

(dσ/dρ)+ + (dσ/dρ)−
= PePγ cos(ψ)Ac, (4.14)

where the Compton scattering analyzing power Ac is

Ac ≡
dσl/dρ

dσ0/dρ
. (4.15)

We can compute the analyzing power in the limit that ρ = 1 or equiva-
lently k′ = k′max. The limiting values are most easily calculated in the cross
sections

dσ0
dρ

(ρ = 1) = (2πr0a)
1 + a2

a
, (4.16)

dσl
dρ

(ρ = 1) = (2πr0a)
1− a2

a
, (4.17)

Amax
c = Ac(ρ = 1) ≡ (1− a)(1 + a)

1 + a2
. (4.18)
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The expression for Aexp then still retains a dependence on the angle ψ
which measures the transverse component of the electron spin. The experi-
mental asymmetry is maximized when ψ = 0, (i.e., when the electron spin is
purely longitudinal). The asymmetry goes to zero when ψ = π/2, meaning
that if the beam is perfectly transverse then we should measure zero asym-
metry. PREX-II and CREX were both set up to have a purely longitudinal
beam, so we can safely make the approximation cosψ ≃ 1.

4.2.1 Compton Analyzing Power

We then calculate the experimental analyzing power which would be our
measured Compton asymmetry if we had 100% polarized beam and 100%
circularly polarized laser light. The difference between the theoretical ana-
lyzing power and the experimental analyzing power is that the experimental
analyzing power corrects for measured detector effects such as nonlinear-
ity. The exact calculation of analyzing power depends on if the asymmetry
measurement made is via energy-weighted integration or rate-averaged inte-
gration [78].

Compton Counting Asymmetry Measurement

If individual Compton scattering events can be measured then a Compton
counting measurement can be performed. In this technique the asymmetry
of the number of Compton events is calculated. This can be done one of two
ways.

The first way is simply to calculate the asymmetry of all events mea-
sured over the entire Compton energy range. This Compton energy range
lies between the lower threshold energy ρmin and the Compton edge energy
ρmax = 1. The number of Compton pulses for each helicity state is

N± = L
∫ 1

ρmin

dρϵ(ρ)
dσ

dρ
(1± PePγAl), (4.19)

where L is the integrated Compton scattering luminosity, and ϵ(ρ) is the
detector response function. The asymmetry of this measurement is

Aexp =
N+ −N−

N+ +N−
= PePγ⟨Al⟩, (4.20)

77



where ⟨Al⟩ is the experimental analyzing power for this measurement

⟨Al⟩ =
∫ 1

ρmin
dρϵ(ρ)dσ

dρ
Ac(ρ)∫ 1

ρmin
dρϵ(ρ)dσ

dρ

. (4.21)

If the Compton detector has the ability to discriminate pulses based on
scattered photon energy then the Compton asymmetry can be measured as
function of energy. In this technique the Compton energy range is divided
up into Nb bins and the scattering rate is integrated over each bin i by

n± = L
∫ ρi+1

ρi

dρϵ(ρ)
dσ

dρ
(1± PePγAc(ρ), (4.22)

where ρi and ρi+1 are the energy thresholds for bin i and bin i+1 respectively.
The experimental for asymmetry for each bin is

A(i)
exp =

n
(i)
+ − n

(i)
−

n
(i)
+ + n

(i)
−

= P(i)
e Pγ⟨A(i)

c ⟩, (4.23)

where P(i)
e is the mean polarization for each bin i and ⟨A(i)

c ⟩ is the average
theoretical analyzing power for each bin. If Nb is large enough then we can
approximate the analyzing power with the analyzing power at the center of
each bin [80]. The mean polarization is then taken from the weighted mean

of the bin asymmetries A(i)
exp.

Both of these techniques have an arbitrarily small threshold ρmin at the
lower end of the Compton energy range. In principle this energy threshold
can be arbitrarily small. In practice, practical Compton detection systems
may potentially identify pulses arising from low-energy backgrounds and elec-
tronics noise. So for practical measurements ρmin is a small positive fraction
of the Compton edge. The system that makes this measurement will be
discussed in Sec. 4.4.2.

Compton Integrating Asymmetry Measurement

Another method to measure the asymmetry is to measure the total scattered
energy in each helicity state and compute the asymmetry from that. This
technique does not require individual pulses to be measured, instead requiring
that the total deposited energy be integrated for each MPS.
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In this technique we measure the “energy-weighted” mean signal

S± = L
∫ 1

ρmin

dρY (ρ)ϵ(ρ)
dσ

dρ
(1± PePγAc(ρ)), (4.24)

where Y (ρ) is the mean detector signal in each helicity state [78]. For this
technique the asymmetry analyzing power also uses the mean detector signal

⟨Al⟩ =
∫ 1

ρmin
dρY (ρ)ϵ(ρ)dσ

dρ
Ac(ρ)∫ 1

ρmin
dρY (ρ)ϵ(ρ)dσ

dρ

. (4.25)

This integrating measurement was the asymmetry measurement tech-
nique used for PREX-II and CREX, chosen over counting due to the poor
resolution of individual detector pulses at low Compton energies, like those in
PREX-II and CREX. For this also ρmin = 0, as the backgrounds are asumed
to be equal in each helicity state.

Ultimately, the experimental asymmetry for all measurements is

Aexp = PγPe⟨Al⟩, (4.26)

where the experimental analyzing power ⟨Al⟩ is computed differently for each
asymmetry measurement technique.

4.2.2 Compton Radiative Corrections

The primary correction to the analyzing power was that of radiative cor-
rections (i.e., the asymmetry contribution from 1-loop Compton scattering
diagrams.) At JLab energies we can use an approximation provided by Den-
ner and Dittmaier [81] that uses only corrections that are first-order in β:

Al = ABorn(1 + ∆A), (4.27)

∆A =
α

π

3 cos θCM
γ − 1

4(β + cos θCM
γ )

, (4.28)

where β = k′CM/E ′CM , and θCM
γ is the photon scattering angle measured in

the center of mass. The correction would make the analyzing power larger,
which in turn would be a negative correction on measured polarization.
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4.3 Hall A Compton Polarimeter

Figure 4.5: The layout of the Hall A Compton polarimeter. Distances and
angles not to scale. Beam enters from the left, is diverted down in a magnetic
chicane where it scatters off green laser light. The beam is then steered
towards the main experiment. The Compton-scattered photons proceed to
the main detector downstream. Figure courtesy of Don Jones.

The Compton polarimeter has three key subsystems, two of which were
extensively used during PREX-II and CREX. The first important subsystem
is the laser system which included not only the laser and amplifier itself, but
the optics on the table leading up to the cavity, the cavity itself, photodiodes
to measure transmitted and reflected laser power and the locking electronics
that relied on the signals from these photodiodes. The laser and associated
components will be discussed in Sec. 4.3.1.

The second subsystem is the Compton photon detector which primarily
consisted of a scintillating crystal and a photomultiplier tube. The exper-
imental measurement of Compton asymmetry and beam polarization came
exclusively from this detector. The physical detector will be discussed in
Sec. 4.3.2 while the data acquisition system for the photon detector will be
discussed in Sec. 4.4.

The final main subsystem is the electron detector which consisted of 4
planes of 1̃00 strips of silicon which could read pulses from Compton scat-
tered electrons diverted out of the part of the beam. This subsystem will be
discussed in Sec. 4.3.3. This detector was not used at all during PREX-II
and was only used for diagnostic measurements during CREX so no data
from the electron detector will be presented as it did not contribute to our
overall polarimetry measurement.
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4.3.1 Laser System

Figure 4.6: Compton laser table system with the primary components la-
beled. Figure courtesy of Abdurahim Rakhman with minor alterations [82].

The primary laser component is a narrow-linewidth Nd:YAG IR laser
(λ = 1064 nm), which can output up to 250 mW power. The laser is coupled
via optical fiber to an IPG Photonics YAR-LP-SF yttrium-doped 10 W fiber
amplifier which can output up to 10 W laser light from the initial seed. The
fiber output of the amplifier is focused and fed into a Periodically Poled
Lithium Niobate (PPLN) crystal which frequency-doubles the IR laser light
to green (λg = 532 nm). The PPLN is placed in a temperature-controlled
housing behind a Faraday optical isolator (FOI) which protects the laser
emission components from back-reflected light. The optical components on
the laser table are illustrated in Fig. 4.6.

The green laser passes through a stationary half-wave plate which op-
timizes the laser polarization for transport on the laser table. The green
laser passes through a polarizing beam splitter (PBS), which is also used to
polarize the reflected laser before it reaches the retro-reflected photodiode
(RRPD). The laser then goes through a quarter-wave plate and a half-wave
plate (abbreviated QW1 and HW1 respectively). The combination of the
QW1 and HW1 determines the laser polarization state of the laser that gets
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fed into the cavity, and each wave plate can be rotated remotely. The laser
also passes through several lenses to optimize the beam waist at the Compton
interaction point (CIP), as well as a vacuum window [83].

The laser is then directed through a series of partially-transmitting mir-
rors into the Fabry-Pérot cavity which is sealed under vacuum, and through
which the electron beam passes. Between the QW1/HW1 and the Compton
interaction point there are numerous sources of birefringence that mean the
DOCP as measured on the table is different from the DOCP as measured in
the cavity. For example, the cavity mirror birefringence contributes to de-
polarization of the laser. The polarization of the laser could not be directly
measured at the CIP with the cavity mirrors in place so measurements of the
polarization along the cavity entrance line, plus the effects of birefringent
elements before the cavity could be used to indirectly measure CIP DOCP.

In order to “lock” the cavity onto a resonance the Pound-Drever-Hall
technique is used. The core principle of the Pound-Drever-Hall technique
is to generate an error signal based on the frequency sidebands added to
the primary laser harmonic. The error signal is then fed back to the laser
which adjusts the output for frequency stabilization. For most of PREX-II
and CREX running the laser was quickly locked and unlocked regularly. A
schematic of the locking electronics can be seen detailed in Fig. 4.7.

Many aspects of the laser system are controlled remotely either manually
or by automated programs through the laser’s slow control program. The
power output of the fiber amplifier, the position of the QW1 and HW1, and
the precise angle of the mirrors on the laser table are controlled through the
laser’s slow controls. Notably, the laser locking system is also activated or
deactivated through an automated script, which allows our photon detector
periodic measurements of both Compton scattered signal and background.
This system of “laser cycling” is a key component of the Compton data set
for both experiments.

Polarization & Stokes Parameters

As Eqn. 4.26 demonstrates, the Compton experimental asymmetry must
be normalized by both analyzing power ⟨Al⟩ and laser DOCP Pγ in order to
accurately reflect the measured beam polarization. While ⟨Al⟩ can be derived
from simulation, Pγ must be measured directly in our physical setup.

The monochromatic plane wave can be written as

E(z, t) = (Ex0e
iϕxx̂+ Ey0e

iϕy ŷ)ei(k·x−ωt), (4.29)
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Figure 4.7: The electronics for locking the laser in the cavity onto resonance.
The retro-reflected photodiode (RRPD) is read and their signals mixed to
determine the phase offset of the laser necessary to maintain a lock. Repro-
duced from Rakhman et al. [83].

where Ex0 and Ey0 are the real-valued amplitudes of the electric field, x̂ and ŷ
are unit vectors orthogonal to each other and to the direction of propagation,
and ϕx and ϕy are the relative phases of the two orthogonal components [84].
We can then rewrite this in terms of complex amplitudes Ex and Ey [85]:

E =

(
Ex

Ey

)
=

(
Ex0e

iϕx

Ey0e
iϕy

)
. (4.30)

In this basis the Stokes parameters can be written as

s0 = ExE
∗
x + EyE

∗
y , (4.31)

s1 = ExE
∗
x − EyE

∗
y , (4.32)

s2 = ExE
∗
y + EyE

∗
x, (4.33)

s3 = i(ExE
∗
y − EyE

∗
x). (4.34)
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The Stokes parameters also contain information about laser polarization.
While the total polarization of the laser can be written as PTOT

γ =
√
(s21 +

s22 + s23)/s0 only s1 and s2 pertain to the linear part of polarization and only
s3 pertains to the circular part. Thus we can measure the degree of linear
polarization (DOLP) and DOCP separately as

PL
γ =

√
s21 + s22
s0

, (4.35)

PC
γ = Pγ =

s3
s0
. (4.36)

The polarization is defined such that for 100% left-handed circular polar-
ization Pγ = 1 and for 100% right-handed circular polarization Pγ = −1.0.

Entrance Function & Cavity Birefringence

In the Jones vector treatment of polarization we can treat any arbitrary
optical element that modifies the direction of light polarization as a two-by-
two matrixM . Optical reversibility states that light in an optical system will
follow the same path if direction is reversed, which means that the parameters
for the change in polarization through each element will have their signs
reversed. For general transformation M the reverse transformation is its
transpose [86]:

Mrev =MT . (4.37)

Reversibility is important for Compton laser DOCP measurements as the
RRPD can be used to characterize the laser polarization. The RRPD receives
the reflected laser light from the cavity mirror while the cavity is not locked.
If the laser polarization at the cavity is completely circular then the reflected
laser polarization will be orthogonal to the incident laser polarization at the
PBS. In this case the PBS will extinct the reflected light and the RRPD will
receive no signal.

This fact is exploited to build the laser “entrance function” which de-
scribes the laser polarization at each element along the entrance line, between
the PBS and the cavity entrance mirror. The function is obtained by scan-
ning many different combinations of QW1 and HW1 angles and measuring
the response in the RRPD. These scans were done with the cavity open to
air. The function is fit using a set of parameters characterizing the QW1 and
HW1 to give entrance DOCP for each waveplate angle [87].
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Next, we account for the birefringence of the cavity mirrors and the cavity
entrance vacuum windows, which can be caused by the vacuum pressure
differential. This is done by closing the laser cavity and locking the cavity at
different QW1/HW1 angles. The range of QW1/HW1 angles is limited by the
fact that the cavity polarization must be near-circular in order to cleanly lock
the laser. The polarization of light transmitted through the second cavity
mirror can be characterized to find the cavity mirror birefringence. The
transformation applied to the entrance function to account for the cavity
mirror birefringence is of the same form as a generic birefringent optical
element

Mcavity(η, δ, θ) = R(η)P (δ)R(θ), (4.38)

where R(θ) is a rotation of the polarization by angle θ, R(η) is a rotation of
coordinates by angle η, and P (δ) is a phase shift by angle δ, [83]. These are
determined from fits of the Stokes parameters of the reflected laser. Between
PREX-II and CREX the cavity mirrors were changed, so the measurement
of cavity birefringence was done separately for each experiment.

Finally, a second entrance function is fit when the cavity as under vacuum,
as opposed to the first entrance function, which is measured with the cavity
open. The parameterization of this entrance function is done the same way
as with the cavity open.

With both the birefringence parameterization and the entrance function
with the cavity under vacuum we can construct an optical model of the CIP
DOCP for arbitrary QW1/HW1 angles. The results of this function are
shown in Fig. 4.8. The maximum value of DOCP was then chosen before
each experiment ran to maximize Pγ during the experiments.

4.3.2 Photon Detector

The Compton photon detector sits approximately 6 meters downstream from
the Compton interaction point. While the primary beam is bent by the third
downstream dipole magnet in the chicane out of the path of the photon
detector, the backscattered Compton photons themselves will continue on a
straight path towards the detector. The detector sits just in front of the final
Compton dipole magnet about 21.5 centimeters below the primary beamline.

Before arriving at the photon detector the primary photon beam must
first pass through a lead collimator 6 cm long and 2 cm in inner diameter.
The collimator serves to reduce background from non-Compton processes.
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(a) CIP laser DOCP value as a func-
tion of QW1 and HW1 angle with data
taken before PREX-II. Left Circular
Polarization (LCP) and Right Circular
Polarization (RCP) angles are labeled.

(b) CIP laser DOCP value as a func-
tion of QW1 and HW1 angle with
data taken before CREX. This was
taken after the cavity mirrors had been
changed.

Figure 4.8: CIP laser DOCP balue as a function of QW1 and HW1 angle
for PREX-II (left) and CREX (right). The chosen values for left circular
polarization (LCP) and right circular polarization (RCP) are labeled on each
plot.

Figure 4.9: Compton photon detector layout as seen from beam-right. Com-
ponent shapes and sizes not to scale.

The collimator’s position relative to the Compton interaction point is fixed,
unlike the detector itself. Mounted on the photon detector table behind
the photon collimator is a secondary “jaws” collimator consisting of two
pieces of tungsten metal that could be moved vertically to narrow the photon
acceptance. The jaws collimator was not used during either PREX-II or
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CREX beyond diagnostic measurements.

Photon Collimator

Jaws Collimator

Finger Scintillator

Sync Shield

Photon Detector

Figure 4.10: Photo of upstream photon detector components as they were
arranged during CREX running.

To reduce the contribution of synchrotron light from the electron beam
from adding to the background of the photon detector a small circular lead
shield is affixed to the front of the photon detector housing. The shield is
only 250 µm thick, which was sufficient at PREX-II and CREX energies to
block synchrotron light at these beam energies.

Also upstream of the photon detector are two tungsten “fingers,” each of
2 mm diameter mounted perpendicularly to each other. The vertical finger
is mounted 2 cm to the left of the central axis of the photon detector and
the horizontal finger is mounted 2 cm above the central axis. Just behind
the fingers are two small scintillators, each about 8 cm long, 1 cm wide, and
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1 cm thick. These scintillators are each attached to photomultiplier tubes
separate from the primary photon detector. The fingers, their scintillators,
and the photon detector are all mounted onto the same table which had the
ability to move horizontally or vertically by remote control. By moving the
table such that each finger is placed in the center of the photon beam, the
backscattered photons would themselves scatter in the tungsten fingers and
produce a high rate in the scintillators behind the fingers. By finding the
table position for each finger that yielded maximum rate, we could identify
the center of the photon beam to align the central axis of the photon detector
to it. The collimator, synchrotron shield, and fingers can be seen in Fig. 4.10.

The primary scintillator for the Compton photon detector is a cerium-
doped gadolinium orthosilicate (Gd2SiO5:Ce, “GSO”) crystal approximately
15 cm long and 6 cm in diameter. GSO was chosen as the scintillator for the
Compton polarimeter due to its high light yield at low energies, producing
up to ≈10,000 photons per Compton photon [88]. GSO photon pulses have
a fast decay time of ≈56 ns making it possible to support high rate in the
detector [89]. The Hall A Compton photon detector was also already tested
at both JLab and the HIγS facility and shown remarkable agreement with
simulation contributing to low systematic uncertainty on the experimental
analyzing power ⟨Al⟩ [90].

One of the primary challenges with using a GSO scintillator is the high
thermal neutron capture rate of Gadolinium. In particular 157Gd has the
highest thermal neutron capture cross section of any stable element (254,000
barns at 0.025 eV neutron energy) [91]. This is a problem for experiments
with heavy-element isotopic targets (like the ones used for both PREX-II
and CREX) because of thermal neutrons created from the target. These
neutrons get captured in the gadolinium of GSO producing high backgrounds
for our detector. During analysis we frequently measure these backgrounds
and subtract them, but this produced a number of limitations on measuring
our systematic uncertainties which will be discussed more in sections 5.3.3
and 5.6.1. This effect was far more pronounced during PREX-II running
than for CREX running.

An RCA BURLE 8575 12-stage end-window photomultiplier tube (PMT)
was placed flush up against the downstream end of the GSO crystal and
acted as the primary photon detector. PREX-II and CREX each had their
own PMTs used for running though both were the same make and model.
The PMT voltage was calibrated for both experiments such that a single
Compton-edge photon pulse would have a height of 1,200 raw ADC units
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LEDs

Pulser Control

Photon Calorimeter

Figure 4.11: Photo of the photon detector as it looked during PREX-II
running. LED and pulser components are labeled. The “photon calorimeter”
houses both the GSO crystal and PMT/base combo.

(which will be discussed more in Sec. 4.4.1). Both PMTs also used cus-
tomized base electronics to create a resistance chain between PMT dynodes.
The photon detector assembly can be seen in Fig. 4.11.

For CREX running the PMT high voltage was produced by a LeCroy
Series 1450 modular high voltage system with individual cards producing up
to 3 kV per channel with a <1 V resolution. The PMT voltage could be
changed via remote control, allowing us to dynamically change PMT voltage
as required during experimental running. For PREX-II we found the LeCroy
source could not provide the voltage we required as it would exceed the
card’s trip current (2.5 mA). Instead the PREX-II PMT high voltage was
supplied by an Ortec 556 3 kV power supply mounted on a rack in Hall A.
The Ortec high voltage module had a readback resolution of 10 V. In order to
control the high voltage remotely we enabled the Ortec module’s “external”
control and connected to it the output from a Tenma 72-2690 30V DC digital
power supply, which was placed outside Hall A and connected to the high
voltage supply with a long patch panel cable routed into the hall. The
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Tenma DC power supply had a resolution of 0.01 V. By changing the output
voltage of the low voltage power supply we would proportionally change the
output voltage of the high voltage module without needing access to the hall,
allowing us to dynamically change PMT high voltage during experimental
running (albeit with slightly lower resolution that what we could measure
with CREX).

4.3.3 Electron Detector

In addition to the photon detector, the Compton polarimeter also has a de-
tector for measuring Compton-scattered electrons. The detector is placed
above the primary beamline on the chicane between the third and fourth
chicane dipole magnets. The detector consists of four planes of 192 silicon
microstrips each. Compton scattered electrons (which leave the laser cavity
with lower energy than primary beam electrons) will be bent by the third
chicane dipole out of the path of the primary beam into the electron detec-
tor which sits above the beam. The Compton edge for Compton-scattered
electrons E ′

min corresponds to the minimum electron energy and relates to
the photon Compton edge k′max as

E ′
min = E − k′max. (4.39)

The kinematic expression for electron deflection above the the primary
beamline by a dipole magnet is

∆y = ecBxdet

(
1

E ′
min

− 1

E

)
, (4.40)

where e is the electron charge, B is the field integral of the dipole magnet
(0.129 T·m for PREX-II and 0.291 T·m for CREX), and xdet is the beamline
distance between the dipole magnet center and the electron detector (4.453
m) [80]. These Compton edge electrons were diverted furthest from the beam
of all the Compton-scattered electrons. The information from the detector
is fed to the electron detector DAQ which calculates an asymmetry through
electron counts per microstrip and in each plane.

The electron detector was not used at all during PREX-II because of the
low separation between the Compton-scattered electrons and the primary
beam. The electron detector was used for diagnostic measurements during
CREX but was not used for the main polarimetry measurement.
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4.4 Compton DAQ

The Hall A Compton polarimeter photon detector data acquisition system
“DAQ” can simultaneously perform two different types of asymmetry mea-
surements from the photon detector signal and beamline monitor signals:
an integrating-mode measurement, and a counting-mode measurement. Al-
though for PREX-II and CREX only the integrating-mode asymmetry was
used for polarimetry data, the electronics and modules necessary for the
counting-mode measurements were critical for quantifying our sources of sys-
tematic uncertainty, and for applying cuts in the data analysis, so both DAQ
components will be discussed.

The physical photon DAQ is placed inside Hall A and could only be
accessed during pauses in experimental running. The DAQ sits on the floor
of the hall, ≈15 m on beam-right and ≈20 m upstream of the target. The
DAQ is divided up into several crates onto which modular electronics could
be added or removed. The Compton DAQ fits primarily into three crates:
two of them with the Nuclear Instrumentation Module (NIM) format and
the others with the VMEbus (Versa Module Europa) format, the latter of
which contains our Compton Read-Out Controller (ROC). The modules used
for making asymmetry measurements, auxiliary detector counters, and DAQ
timing equipment are primarily mounted on the VME ROC while the NIM
crates mostly contain electronics for digital logic, signal format conversation,
and pulse discriminators. The DAQ programs are run through a computer
running the CEBAF Online Data Acquisition system (CODA) on a machine
running Linux CentOS 7 in the MATE environment.

The Hall A Compton polarimeter DAQ is separate from both the pri-
mary Hall A DAQ systems and the parity DAQ which was used to measure
main experimental asymmetry. The photon DAQ is also separate to, and
functionally independent from, the Compton electron detector DAQ, which
is mounted in the same racks as the photon detector DAQ. This meant the
Compton photon detector had its own instance of CODA which could be
started and stopped independently of any other DAQ system. Similarly, the
Compton photon detector has its own analysis software to turn the raw out-
put data files constructed by CODA and the VME ROC into the ROOT tree
format for analysis. This analyzer system will be discussed further in Sec.
4.5.
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4.4.1 Integrating Mode Components

A series of DAQ electronics implemented the asymmetry measurement tech-
nique referenced in Sec. 4.2.1. Of particular note are the electronics modules
which performed the integration and the DAQ integration timing system.

Helicity Trigger

MPS Signal

Start Signal

Stop Signal

DAQ Readout

tsettle

tstable

Readout Time

Integration Time

Figure 4.12: Compton integrating mode timing diagram showing the se-
quence of two MPS’s. The helicity for each MPS is chosen from a pattern
which is chosen pseudorandomly. Times and pulse sizes shown not to scale.

The Compton DAQ module which performs the integration is a modified
Struck SIS3320 8-channel 12-bit 5 volt flash ADC (fADC) with a sampling
rate of 200 MHz1. To correctly time the module’s integration and readout
times such that they correspond to individual helicity periods and are equal

1The physical layout of the fADC channels will be discussed in Sec. 4.4.1.
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times in each period, a trigger system is implemented to send timing signals
to the electronics.

The Compton DAQ helicity trigger used the same principle described
in Sec. 3.9.1. A delayed helicity signal sent to the Compton DAQ would
trigger a HAPTB to send out signals to the fADC to start and stop integra-
tion. The helicity signal timing matched both the integrating DAQ and the
Compton DAQ however the HAPTB’s in each DAQ were programmed inde-
pendently to account for detector-specific effects. The specific timing used
for the Compton DAQ, including the electronic readout time can be seen in
Fig. 4.12.

Integrated Photon Signal

Figure 4.13: A DAQ map of the photon detector signal. Colors of arrows are
only for ease of readability.
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The fADC referenced in the previous section in normal Compton run-
ning has one active channel, which contains the signal from the PMT. Before
it reaches the fADC the PMT signal is passed through a LeCroy 612A 12-
channel PMT amplifier which amplifies the PMT signal by a factor of 10.
During integrating mode the fADC counts every sample it takes from the
amplified PMT signal at a frequency of 200 MHz. During the readout pe-
riod the fADC sums up the samples taken during the previous integration
period and the sum is pushed to the data stream as “Acc0.” During analysis
the MPS sums are mapped onto their correct helicity state, which makes
it possible to use these sums to calculate an asymmetry. The connections
supporting the Compton photon detector signal can be seen in Fig. 4.13.

The fADC reads from 0 to 4096 in each sample, and saturates at 5 V and
above2. fADC sample measurements are reported in the number of channels
each sample exceeded pedestal, in “raw ADC units (RAU).” The Compton
edge from the PMT in both experiments is calibrated to, at the normal gain
used for experimental running, correspond to a peak height of 1.25 V out of
the PMT amplifier, which means that Compton edge pulses would have a
height of 1024 RAU reported. This limit is sufficiently below the saturation
threshold that even with nonzero pileup, Compton scatters are unlikely to
saturate the fADC.

Once the integrating period for each MPS ends, the fADC sums up
each sample in the period reporting the result in “summed raw ADC units
(sRAU).” During analysis the effect of electronic pedestal must be taken
into account at a 120 Hz helicity flip rate, the fADC takes ≈ 1.6 million
samples per MPS meaning a small mismeasurement in pedestal can become
large when multiplied per each sample. Fortunately, as will be explained
in Sec. 5.3.1, because of signal background-subtraction the final asymmetry
measurement is immune to any sufficiently slow changes in pedestal.

4.4.2 Counting Mode Components

The key to building a DAQ to make the counting measurements described
in Sec. 4.2.1 is to build a mixed-trigger system where counting per helicity
period is triggered by the MPS signal but individual pulse integrating is trig-
gered by the pulse itself. While for PREX-II and CREX the counting mode

2In actuality the PMT outputted negative voltage so really the fADC reads from 0 V
to -5 V and saturated for voltages less than -5.
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asymmetries were not used to calculate Pe the counting mode components
were nonetheless indispensable for characterizing systematic uncertainties.

Pulse Trigger & Prescale

In addition to the amplified PMT signal going to the fADC, another copy
of the PMT signal is sent to a splitter, a crate-mounted voltage divider that
divided the input signal up in an 80%:20% ratio. From the splitter the 20%
output is fed into an Ortec 579 fast filter amplifier (FFA) with ×0.9 gain.
The amplifier acts primarily as a signal shaper, which creates a more smooth
shape while preserving the integral×gain. The shaper helps prevent sudden
transient spikes in PMT voltage output from causing double-triggers.

The output of the FFA is then connected to the input of a LeCroy 623B
8-channel octal discriminator. The discriminator has a programmable thresh-
old for each independent channel, which if an input exceeds, will output a
short NIM pulse to register a pulse. The discriminator threshold is pro-
grammable only by physically adjusting the measured threshold on the front
panel of the module. Because this module was in the photon DAQ lower NIM
crate, the threshold can only be changed with access to the hall which is only
possible during long pauses in experimental running. In addition, the dis-
criminator threshold cannot be adjusted lower than 30 mV for any channel.
This voltage is a small fraction of the Compton edge: (0.03 V)/(0.9×0.2×1.25
V)≈15.7% which left plenty of dynamic range of energy for the PMT signal.
Additionally there is an alternative pulse trigger that can be used instead of
the regular pulse trigger. The alternate trigger has the same threshold as the
regular trigger, but used the 80% PMT signal, meaning the relative height
of Compton edge pulses to threshold is 4 times higher.

The discriminator output is then added to the input chain of a series
of transistor logic gates in multiple identical Phillips Scientific model 758
8-channel octal logic units, which perform either AND or OR operations on
NIM signals. The PMT signal is fed through AND gates with the output of
the HAPTB such that the HAPTB bit bGMN would be 1 during the integrat-
ing period and 0 any time else. In effect this logic circuit only returns 1 if
the discriminator fired a pulse from the photon detector and the fADC is in
integrating mode.

In principle the photon DAQ is able to read out the integrated sums of
each pulse recorded during tstable. In practice the DAQ is limited by readout
time. Each recorded pulse requires 2 µs of fADC readout time. This is in
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addition to the 87.2 µs needed to perform the integration of fADC samples,
and the ≈20 µs needed for the HAPTB to produce a “start” signal response.
In addition, 25 µs is added to readout time to account for electrical line noise
if the experiment decided to run with the helicity window synchronized with
the electrical line AC signal. Too many pulses cause the readout time to
start before the end of the integration period. During Compton running a
designated maximum number of pulses per helicity window to read is specified
via configuration file, after which the fADC would not record any more pulse
sums. The maximum was determined before experimental running to be
nmax =10 pulses per helicity window. This added an addition 20 µs to the
photon DAQ readout time bringing the total readout time to ≈150 µs.

For normal photon detector rates on the order of 100 kHz, the number
of pulses received in a single integrating window far exceeds the limit nmax,
meaning that for every integration window the allotment of accepted pulses
would be exhausted long before the integration period would be over. This
creates a potential problem in that recorded pulses from each MPS would be
localized in time around the beginning of each integration period, introducing
potential time-dependent effects to the pulse sums. To preserve time non-
locality, the Compton DAQ uses a VME prescale module, which counts a
number of pulses and fires a signal once every npre counts. In practice, npre

could be adjusted from run to run based on the average photon detector rate.
The ideal value of npre is then

npre =

⌈
1

nmax

fPMT

fhel

⌉
, (4.41)

where fPMT is the rate of photon detector pulses and fhel is the helicity flip
rate. With the prescale, it is possible to space out accepted photon pulses
throughout the MPS integration period.

The output of the trigger logic circuit is fed to the prescale module which
fires one pulse every npre triggers. The output of prescale is then fed to a
Struck SIS3801 latching scaler. The latching scaler also receives input from
an external 40 MHz pulse clock module, which is mounted in the VME crate.
The latching scaler would count clock pulses and upon receiving a photon
detector signal from the prescale, record the clock pulse number coincident
with the signal. Because the 40 MHz clock also had output to the fADC, the
fADC read the latching scaler’s saved clock pulses to map a triggered pulse
to an fADC sample to identify samples to sum up. A DAQ map of modules
which receive clock pulses can be seen in Fig. 4.14.
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Figure 4.14: A DAQ map of the modules that receive an external 40 MHz
clock pulse from our VME crate.

For each accepted pulse a sum over pedestal was calculated during anal-
ysis. Each pulse sum is 300 samples long, which at 200 MHz is equivalent
to a 1.5 µs window. For each pulse a number of samples n1 are selected
from the beginning and a number of samples n2 are selected from the end of
each window to determine the pedestal. The triggering pulse is timed so the
trigger-crossing would be several samples after the end of the first pedestal
window. The measured pedestal is determined by the average of the average
sample value for each pedestal period

p =
1

2

[
1

n1

(
n1∑
i=0

si

)
+

1

n2

(
Ns∑

i=Ns−n2

si

)]
, (4.42)

where p is the measured pedestal, Ns = 300 is the number of samples per
sum window, and si is the RAU value of the fADC readout for sample i. The
remaining samples outside the sum window are used to compute the pulse
sum which is

s =

Ns−n2∑
i=n1

p− si. (4.43)

For most of PREX-II and CREX running the pedestal sample values were
set to n1 = 40 and n2 = 40. However halfway through the CREX run the
values were changed to n1 = 90 and n2 = 150 because of concerns that the
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Figure 4.15: Example of a single photon pulse with Compton-edge energy
from CREX showing the sampling ranges for each sum in the window. t

(1)
ped

is the first pedestal window, tsum is the sum window and t
(2)
ped is the second

pedestal window. The bounds for the same periods after the change during
CREX running are also labelled above. For this t

′(1)
ped is the first pedestal

window, t′sum is the sum window and t
′(2)
ped is the second pedestal window.

extended sum window was allowing for a large number of pileup pulses in the
sum region. The change to shrink the sum window lowered the probability
of pileup pulses being included in the primary sum in exchange for increased
probability of pileup pulses landing in either pedestal window. Pedestal
window values were recorded in the photon detector analysis allowing for
post-analysis cuts on pedestal value to be applied.

98



Auxiliary Detectors

In addition to the PMT for the photon detector, several other detectors are
used for both beamline monitoring and detector positioning. There are four
beamline scintillating detectors placed on the laser table: two upstream of
the cavity and two downstream. The rate in the laser table “background”
detectors is the primary indicator of the health of the electron beam in the
chicane. Additionally, the detectors measured any potential damage to laser
electronics which are in the hall during experimental running. Though the
rates in these background detectors could not always be controlled, keeping
the rates suitably minimized is a beam quality requirement of the experi-
mental programs. As an indicator of beam quality, the measured rates in
the background detectors are also a useful metric to make data cuts on, as
discussed in Sec. 5.2.3.

The two upstream background detectors are placed approximately 80 cm
upstream from the Compton interaction point, placed just to the left and
right of the beam pipe. The two downstream detectors are placed approxi-
mately 80 cm downstream from the Compton interaction point, placed just
above and below of the beam pipe. The energy thresholds and response of
these detectors are not calibrated, so the rate comparison between different
detectors is not used.

As already described in Sec. 4.3.2 the two perpendicular finger scin-
tillators are also read by the photon DAQ. The primary function of these
detectors was to find the maximum rate as a function of photon detector ta-
ble position so as to locate the center of the photon beam. While the vertical
finger signal is an appropriate size, the horizontal finger signal is not large
enough to trigger the discriminator except in special cases. To fix this, the
horizontal finger signal is routed through the ×10 gain PMT amplifier before
being sent to the discriminator. The horizontal signal is placed in a channel
on the opposite side of the amplifier from the main PMT signal to minimize
cross-talk between the two detectors.

Discriminators and Scalers

In total, nine discriminator channels are used over two different discriminator
modules of identical model. Four channels are reserved for each of the laser
table detectors, two channels are the reserved for each finger scintillator. The
last three channels are reserved for the photon detector signals of different
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size and at different thresholds. Table 4.2 contains the threshold information
for each discriminator channel.

Discriminator Channel Input
Threshold

[mV]
Lower 1 PMT FFA 35.3
Lower 2 Horiz. Finger 30
Lower 3 PMT 80% 30
Lower 4 Top DS Scint 100
Lower 5 Left US Scint 71.1
Lower 6 Vert. Finger 30
Lower 7 Lower DS Scint 113
Upper 5 Right US Scint 75.3
Upper 7 PMT FFA 150.4

Table 4.2: Discriminator channels, inputs and threshold values for each oc-
cupied discriminator channel during PREX-II/CREX running.

The discriminator outputs go to (in addition to the outputs specifically
enumerated in previous sections) scaler modules used for counting pulse in-
puts. The modules used are two Caen V560E 32-bit 16-channel VME scalers
with a maximum input frequency of 100 MHz. The first of the two scalers
dubbed the “integrating period (IP)” scaler has its channel counts reset once
at the start of every integrating period. The second scaler dubbed the “run”
scaler has its counts reset at the start of every new CODA run. The DAQ
map of all run scaler inputs is shown in Fig. 4.16 and the map of all IP scaler
inputs is shown in Fig. 4.17.

Of particular interest are the Hall A beamline component signals fed
to the photon DAQ. To dynamically track the beam position in the laser
cavity, the information for two BPMs is fed to the photon DAQ: one ≈1 m
upstream of the Compton interaction point and one ≈1 m downstream of
the Compton interaction point. The two BPMs are stripline BPMs, whose
functionality was described in Sec. 3.2.2. Eight channels are required to
track both BPMs (four wires per BPM times two BPMs). These channels
are then fed through a V-F module converting them into pulse signals with
frequency proportional to input voltage. These are then fed to the IP scaler
which recorded the counts to be calibrated later. The same module path
is used for the laser power photodiode signal and the primary Hall A BCM
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Figure 4.16: All components connected to the Compton run scaler module.
The module is reset at the start of each new run.

(whose functionality is discussed in Sec. 3.2.1. The process for calibrating
the signals from these monitors to their original values is described in Sec.
5.1.
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Figure 4.17: All components connected to the Compton integrating period
(IP) scaler module. This module is reset at the start of each new MPS.

4.4.3 Pulser DAQ Control

As part of the Compton upgrade in the early 2010s that allowed for high
precision polarimetry during HAPPEX-III and PREX-I, a new electronics
system was designed in order to automate detector characterization bench
tests. This “LED pulser” system was built to automatically control two
LED’s positioned at the front of the photon detector that could characterize
the photon detector nonlinearity in situ.

The photon detector has a nonlinearity where the detector yield as a
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Variable Enable Bit
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Timing Pulse

Figure 4.18: Pulser electronics timing diagram showing the pulser enable bits
and timing bits for each LED. Adapted from [92].

function of photon light intensity Y (I), has small nonlinear terms modifying
the measured yield by

Y (I) = I + c1I
2 + c2I

3 + c3I
4 + ...+ cnI

n+1, (4.44)

where c1...cn are dimensionless coefficients for a polynomial of arbitrary de-
gree n. In a perfectly linear system then c1 = c2 = c3 = ... = cn = 0
but in a nonlinear system, measuring these coefficients will characterize the
nonlinearity.

To measure the coefficients we employ two LEDs, dubbed “variable” and
“delta,” flashed for short intervals in sequence at 1 kHz. The sequence of
flashing is shown in Fig. 4.18 and shows the sequence as

1. Delta + Variable flash simultaneously
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2. Variable flashes alone

3. Delta flashes alone

4. Both LED’s off

repeated. For each iteration of the sequence the variable LED is programmed
to decrease in brightness while the the delta LED stays at a constant bright-
ness throughout. We then compute the difference between the variable +
delta flash and the variable alone flash Y (V +∆)− Y (V ) and plot it vs the
variable alone yield Y (V ). For a perfectly linear system the plot will have a
slope of zero, but for a nonlinear system this “finite difference” of PMT yield
will change as function of Y (V ).

To characterize the nonlinearity we then fit this function with an polyno-
mial of arbitrary degree and find that the fit parameters are the coefficients
c1, c2 . . . cm where m is the polynomial degree of the fit function. For PREX-
II and CREX nonlinearity studies polynomial fits of degree m = 3 were
sufficient for obtaining nonlinearity measurements with a high degree of ac-
curacy. Once the coefficients are obtained then we can modify the PMT
response function to express the nonlinear components only by

Y (I)

I
− 1 = c1I + c2I

2 + c3I
3 + ...+ cmI

m. (4.45)

The integral of this function from I = 0 until when I produces a PMT yield
matching the Compton edge brightness will give us the yield correction for
nonlinearity.

Pulser Electronics

The pulser control system originates in the Compton DAQ with a Caen
VME 2-channel programmable gate generator. By feeding the end of the first
gate generator channel into the start of the second channel and vice-versa,
the gate generator ends up generating a pulse signal at the programmed
frequency for each gate generator. The board is programmed to emit a 1
kHz pulse, which became the input to the pulser electronics system. The
first component of this system creates (from the 1 kHz signal input) the
timing and pulse signals for each linearity LED. This system is dubbed the
“mini-Megan” (so named in honor of a previous Hall A Compton student
Megan Friend.) The mini-Megan generates the enable pulses for both LEDs.
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Figure 4.19: Compton DAQ map of pulser signals. The “Mini-Megan” con-
trol box sat atop the lower NIM crate on the photon DAQ.

The delta LED is enabled at a 500 Hz frequency while the variable LED is
enabled at 250 Hz frequency. The result is that one full pulser cycle over
all four states has a frequency of 250 Hz. The signal to pulse the LEDs is
generated at 1 kHz, and each pulse was only a few µs long. Additionally,
the mini-Megan generates a ”synchronization bit” to synchronize the LED
flashes from different controllers.

To control the brightness of the LEDs the pulser system uses the DAC
outputs of the HAPTB. The delta LED uses the 12-bit DAC output and was
not changed during linearity measurements. The variable LED uses the 16-
bit DAC output and can changed programatically through the CODA DAQ
control during linearity measurement.

The enable bits, LED pulse timing, DAC outputs and synchronization
bits are sent to the pulser drivers which sit on the photon detector table.
There are two drivers, one for each LED, and the corresponding signals are
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sent to each. The drivers used the timing signals and DAC brightness setting
to produce the actual LED flash inside the photon detector housing. Each
LED driver is electrically insulated from the photon detector table. A map
of LED pulser DAQ signals can be seen in Fig. 4.19.

The pulser is enabled and disabled against the two PMT trigger options
(the normal PMT trigger, and the alternate low-threshold trigger.) For each
CODA run one of these three options could be selected by setting one of
three bits: b1 for the regular trigger, b2 for the alternate trigger and b3 for
the pulser. All three triggers are then be used in a single logic system for
triggers with the prescale value similarly changes for linearity runs compared
to Compton data runs.

Pulser Systematics

There are two key systematic effects that must be taken into account in
order to produce correct nonlinearity measurements. The first of these is the
electrical cross-talk between flashing LED’s producing a different LED signal
than intended. The placement of the LEDs and the LED drivers allows for
the current from one circuit to induce currents in the other. To measure
the contribution of this effect to nonlinearity running we use a third LED
dubbed “dark delta.” The dark delta uses the same electronics as the regular
delta LED and is placed close to the delta LED wire however, the dark delta
LED is placed outside the photon detector housing. Running with the dark
delta LED instead of the regular delta LED allows us to mimic the electrical
effects of the delta LED without contributing any delta light to the photon
detector. In this case, the finite difference function Y (V +∆DARK)− Y (V )
shows the effect of the delta cross-talk on the variable and the fit function
parameters of this function can be subtracted out to account for cross-talk
effects.

The second of these systematic effects is the thermal effects on the PMT
resulting from the sequence of the pulser. The variable LED is varied by the
pulser system starting at a brightness roughly corresponding to 2×Compton
edge decreasing incrementally to zero with every pulser cycle, after which
the pulser sets the variable LED to its initial brightness and continues the
cycle. Bench tests with the pulser system revealed that when the variable
LED changes from its dimmest setting to its brightest setting the PMT gain
changes noticeably for the first few pulser settings of the subsequent cycle.
We surmised this was due to the PMT cooling off when receiving dim LED
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Figure 4.20: Photon detector nonlinearity plot showing the finite difference
function Y (V +∆)−Y (V ). PMT yield is scaled such that a yield of 1 equals
the Compton edge. At around the Compton edge a large change in PMT gain
can be seen as the tube warms up. the effect disappears when measurements
are taken under load.

pulses, only to heat up again and needing to re-thermalize when receiving
brighter LED pulses. To fix this we add a fourth LED, “load” which was
supplied with a small DC voltage to run at a constant low brightness. This
LED could be tuned such that the PMT response from it matches the exper-
imental signal size for both PREX-II and CREX. This LED keeps the PMT
under a low brightness load at all times, thus negating the thermal changes
from the variable cycle starting over.

4.5 Compton Analyzer

The CODA run control software at the end of every CODA run outputs a
single software data file containing the records contents of the ROC including
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the fADC Acc0 and pulse sums and the outputs of all scalers. Additionally,
while CODA runs are active the run controller runs an EPICS logger script
that pulls data from EPICS every time the EPICS data was updated. The
resulting file as generated by CODA is not human-readable, requiring a soft-
ware suite to translate the raw output into a ROOT tree format, which is
more convenient for analysis.

For the Hall A photon DAQ this software suite is called “CompMon”
(short for “Compton Monitor”) and has been used and developed extensively
before PREX-II and CREX ran. The output data file was formatted as a
series of CODA “events” which contain ROC readout information for each
MPS. The critical calculations handled by CompMon are the calculation of
pedestal and pulse sums, the pedestal-subtraction of accumulators, and the
summing of accumulators based on helicity state in the helicity pattern.

The format of the output of CompMon has several recorded data tables
encoded in files for the ROOT data analysis suite [93]. These files internally
follow a ROOT tree structure. The tables from which Compton data taken
are:

• mpswise: Records accumulator and scaler data per MPS.

• multipletwise: Records accumulators summed separately for positive
and negative helicity states in each helicity pattern. Compton asym-
metries were calculated from data in this tree. Multiplets were either
quartets or octets depending on what was running at the time that
data was collected.

• triggerwise: Records the sums and pedestals for each accepted Comp-
ton pulse, maps them to their constituent MPS and multiplet.

• epicswise: Records the data grabbed from EPICS with each new
EPICS event (≈1 per second).

CompMon is run after the completion of each CODA run, producing
Compton polarimetry data during experimental running. CompMon is also
paired with an external analysis suite which will be discussed in Ch. 5.
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Chapter 5

Compton Polarimetry Data

Compton polarimetry data are analyzed both during and after experimental
running. For PREX-II the Compton polarimeter only ran during the final
half of the experiment, owing to hardware failures with the laser system
that kept the device offline during June and July of 2019. For CREX, the
Compton polarimeter ran consistently for nearly the entire exfaNperiment,
only missing early data taken in December 2019 and January 2020, and a
few days of experimental running in late September 2020. The main goal
of polarimetry running during these experiments is to achieve an overall
uncertainty δPe/Pe of <1%. To accomplish this the analysis software suite
has to be improved with new additions with experimental precision and up-
to-the-minute diagnostics in mind.

In addition, the Compton analysis also relies on the analyzing power
calculations carried out by a GEANT4-based Monte Carlo simulation of the
Compton photon detector. A description of the simulation is in Sec. 5.4.1.
The focus of this chapter is the important calculations carried out by the new
analysis suite and Monte Carlo, as well as the overall polarimetry results for
both experiments.

5.1 Beam Monitor Calibrations

Like the main experiment DAQ the Compton DAQ has to keep track of
BPM and BCM data during experimental running. Unlike the parity DAQ,
the Compton tracks these signals through a series of V2F converters which
converts the raw wire signal into pulses with frequency proportional to the
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voltage of the original signal. The pulses are then fed to the IP scaler (de-
scribed in Sec. 4.4.2) which counts pulses per MPS (defined in Sec. 3.9.1).
The raw value that the ROC (described in section 4.4) reports then from
the IP scaler is in counts, not in voltage. This means that to get the actual
BPM positions, beam current, and laser power (so that they could be used
in calculations) the numbers are calibrated to meaningful units.

There are four components fed through the V2F converters before they
are read by the IP scaler. The first two are the two Compton BPMs, 2A and
2B. 2A is located on the laser table, just 58 cm upstream of the CIP, while 2B
is 58 cm downstream of the CIP. The BPM readouts are critical for tracking
the beam position and angle in the cavity, and keeping the electron beam
locked on the laser at the CIP. The third component fed into the V2Fs is the
Hall A BCM 4A, which tracks the electron beam current in the hall. The
final component in the V2Fs is the Compton laser transmitted photodiode
(described in section 4.3.1), which is indicative of the laser power in the
cavity.

Each channel is calibrated against the same component data as reported
in EPICS. Measurements of the uncalibrated BCM signal at multiple beam
current setpoints are needed to calibrate the beam current properly. This
is to measure the BCM pedestal value βBCM as well as the gain constant
αBCM . This is possible because of periodic calibration runs taken during
both experiments where the beam current was deliberately incrementally
lowered several times. The calibrated BCM value can then be calculated
with

Ibeam = αBCMfclock
nBCM

nclock

− βBCM , (5.1)

where fclock = 40 MHz is the clock frequency, nBCM is the number of BCM
V2F pulses counted over the MPS, and nclock is the number of clock pulses
counted in the MPS. The EPICS BCM calibration comes from a standard
accelerator calibration procedure, based on invasive monitors capable of di-
rectly collecting beam charge (“Faraday cups.”)

The process for calibrating the laser cavity power vs. EPICS (αcav, βcav)
is the same. In this case the EPICS calibration of the RPD is based on the
laser table power meter measurements.

Calibrating the BPMs is a slightly more involved process. The important
beam position parameters as far as the Compton photon analysis are con-
cerned were the beam x-position and beam y-position. However, the DAQ
read in the four BPM wires, which by themselves need to be transformed
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into usable coordinates. The geometry and function of the stripline BPM
wires is described in Sec. 3.2.2. The wire signals from BPMs 2A and 2B
are recorded in the photon DAQ IP scaler after being converted by the V2F
modules. The BPM coordinate position for each direction can be calculated
for each BPM separately as

xrot = s
(x+ − x

(0)
+ )− αBPM(x− − x

(0)
− )

(x+ − x
(0)
+ ) + αBPM(x− − x

(0)
− )

, (5.2)

where x+ and x− are the raw IP scaler counts for BPM wires x+ and x- re-

spectively, x
(0)
+ and x

(0)
− are the pedestal values for the two wires respectively,

αBPM is a calibration constant applied by the analysis configuration file, and
s is the BPM sensitivity measured before the experiments began. The value
of the sensitivity is the same value for both Compton BPMs. The calculation
of the rotated y-position is of the same form, except using the measured and
pedestal value of of the BPM y wires.

Once beam positions xrot and yrot in BPM coordinates are defined, the
coordinates are rotated into lab coordinates as[

x
y

]
=

[
cos θ − sin θ
sin θ cos θ

] [
xrot
yrot

]
−
[
βx
βy

]
, (5.3)

where βx and βy are the zero position values for the x- and y-coordinate
respectively, set in configuration files. For the Hall A BCMs the value of θ is
45°. Like the BCM and laser power, the BPM coordinate data is calibrated
by setting αBPM = 1, βx = 0 and βy = 0 and then calculating the calibration
constants necessary to match the BPM positions to the EPICS readback.
The EPICS readback is itself calibrated using electronic gain and the known
geometry of the BPM. It is confirmed using beam steering measurements,
ultimately benchmarked to to invasive beam-intercepting “harp monitors.”

Experiment Las. Pow. Res. [W] BCM Res [µA]
PREX-II 16 0.06
CREX 26 0.04

Table 5.1: The photon DAQ bit resolution for the laser power and BCM
measurement.

One feature of the V2F setup is that, because the IP scaler could only
count integer numbers of pulses per MPS, there is a measurably finite “bit”
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resolution for each of the channels which were fed through the V2F. This,
in general, did not affect the Compton photon analysis because no instanta-
neous charge or laser power normalization is needed. The charge and laser
power factor into the analysis to determine data which had been taken with
or without beam and with or without the laser unlocked, and for general di-
agnostic purposes. In general the effect of the bit resolution in the Compton
BPM data is not significant for the analysis. Nevertheless the BCM and laser
power resolutions in the photon DAQ are recorded and are shown in table
5.1. The BPM position resolutions in the DAQ are fine enough to not need
consideration regardless of whether they are used or not.

5.2 Measuring a Compton Asymmetry

The ultimate asymmetry calculation for the experimental polarimetry is
contingent on being able to measure uncorrected asymmetries on shorter
timescales first. To calculate these asymmetries during experimental run-
ning a software analysis suite is built to calculate and aggregate the output
of the CompMon analyzer. Additionally, the analysis suite was built to in-
clude diagnostic information from the detector, including pulse sums and
shapes. The software that collected and analyzed this information will be
discussed in the following sections.

5.2.1 Cycles & Snails

Measuring a Compton photon integrating mode asymmetry (as will be shown
in Sec. 5.2.2) is contingent on being able to precisely and accurately sub-
tract signal backgrounds produced by the beam. Running the electron beam,
even with the laser off and no Compton scatters, produces a level of signal
in the photon detector. The background signal in the photon detector po-
tentially changes over the course of several minutes owing to changes in the
beam configuration and quality, meaning that slow intermittent background
measurements do not suffice to measure the correct asymmetry.

To remedy this issue the Compton automates a “laser cycling” system
to measure both background and Compton signal at regular intervals. By
polling EPICS every few seconds, the laser cycling system detects the power
in the cavity and determines whether the cavity is locked or unlocked. If
the cavity is unlocked after a certain period of time the laser cycling system
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engages the cavity locking electronics automatically, as well as makes small
tweaks to the laser setup to allow for easier and faster locking. Once the
cavity locks and is made stable, the laser locking system waits another period
of time, then disengages the lock and starts the cycle all over again. The laser
cycling system used for both PREX-II and CREX is programmed to engage
and maintain a lock for 60 seconds and then leave it unlocked for 30 seconds.
The process of unlocking the cavity is instantaneous, but achieving a locked
cavity takes a few seconds (sometimes even longer) and so the laser-unlocked
periods are often longer than the 30 seconds prescribed. Also, occasionally
the laser loses its lock before the full 60 seconds has elapsed, in which case
the laser cycling system continues with the next laser-unlocked period as if
the lock had lasted the full 60 seconds.

The effect of the laser cycling system is that background measurements
are taken on a timescale much faster than the beam backgrounds change.
While the laser is unlocked, the photon detector reads only backgrounds from
non-Compton scatters which make subtracting the backgrounds a simpler
operation. A challenge in using this system with the photon analysis is that
neither the laser-locked or laser-unlocked periods are necessarily the same
duration due to beam trips or laser locking difficulties. Thus, identifying
complete cycles correctly in the analysis is not trivial. The photon data
analysis is modified to include a method to better identify good cycles from
MPS and multiplet trees as described in Sec. 4.5.

Below is a pseudocode description of the process of finding laser cycles in
analyzed MPS and multiplet data from the photon DAQ:

1. Iterate over all multiplets in the CODA run, tracking multiplet laser
state.

2. Upon encountering a multiplet with a different laser state than the one
before it, record the MPS number of the change and store it as a laser
period with the starting and ending MPSs and laser state

3. If the laser period has less than 3 seconds worth of multiplets with
beam on and dithering inactive then remove it from the list

4. Iterate over all remaining laser periods

(a) If the laser periods before and after a removed laser period are the
same laser state, then merge them into a single period.
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5. If a period of laser-on has a period of laser-off before and a period of
laser-off after it, form it into a candidate laser cycle

6. Verify that:

(a) The laser cycle has an off-on-off pattern

(b) All laser periods have at least three seconds worth of beam-on
data

(c) The first laser-off period and the laser-on period are separated by
no more than ten seconds

(d) The laser-on period and the second laser-off period are separated
by no more than ten seconds

7. If all the above are true, mark the laser cycle with its first and last
MPS of all the laser periods and record it.

Once a laser cycle is verified, and shown to pass the cuts described in Sec.
5.2.3, the laser cycle forms the fundamental unit of the Compton asymmetry
measurement. The laser cycle frequency turns out to be an excellent choice as
the timescale over which the size of Compton signal or background changes
is typically much longer than the scale of ≈ 2 minutes. The changes in
background are slow enough that using the average of detector yields from
both laser-off periods for background subtraction is sufficient to accurately
correct for background.

Slugs & Snails

As discussed in 3.1.2, the main experiment requires that periodically, a in-
sertable half-wave plate (IHWP) is inserted into the laser in the polarized
source before it reached the photocathode. This flipping is necessary in or-
der to cancel systematics resulting from the direction of laser polarizations
[53]. The IHWP is flipped once after every few hours of beam on target.
The IHWP being inserted reverses the direction of laser polarization on the
source, relative to the voltage of the Pockels cell, which reverses the sign of
the recorded asymmetry and the beam polarization. Thus, measurements of
the beam polarization are averaged separately for cycles and runs taken in
one single IHWP state.

In the standard nomenclature of the PVES measurement these IHWP
time periods are called “slugs.” Because the Compton polarimetry data
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employs similar (albeit not exactly the same) divisions, these periods for
Compton data are colloquially known as “snails” (in keeping with an assumed
gastropod theme). The polarization measurements made during cycles are
then averaged for each IHWP state to form snailwise polarizations and (after
correcting for polarization sign-reversals) the snail polarizations are averaged
to produce an average polarization for each experiment.

5.2.2 Measured Asymmetries

The CompMon analyzer in tandem with the new photon detector analysis
suite calculates Compton photon asymmetries from the multiplet information
in every cycle. The measured yields from the photon detector are first divided
up by helicity and by laser state: S+

ON and S−
ON for laser-on data and S+

OFF

and S−
OFF for laser-off data. The important helicity multiplet variables are

then the helicity-correlated differences and sums for each laser state with

DON = S+
ON − S−

ON , (5.4)

DOFF = S+
OFF − S−

OFF , (5.5)

YON = S+
ON + S−

ON , (5.6)

YOFF = S+
OFF + S−

OFF , (5.7)

where in this formulation, the values S+
OFF and S−

OFF are averaged over both
laser-off periods in a cycle.

The asymmetry in this formulation can be written for both laser-on and
laser-off periods as

AON =
DON

YON − ⟨YOFF ⟩
, (5.8)

AOFF =
DOFF

⟨YON⟩ − ⟨YOFF ⟩
. (5.9)

It is necessary to use this averaging over YOFF periods because there are
periods when the background noise is comparable to the separation between
ON and OFF signals leading to large tails in the asymmetry distribution.
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Figure 5.1: Compton multiplet histograms for each quantity needed to mea-
sure a doubly-background subtracted asymmetry as measured in a typical
CREX laser cycle (divided up by laser period within that cycle). On the top
left are helicity correlated differences of photon detector signal, while on the
top left are the photon detector sums of each helicity sign. On the bottom
right is a histogram of the derived asymmetries. The bottom left graph shows
the timescale of the laser cycle, plotting the photon detector multiplet yield
vs time.

Fig. 5.1 illustrates the distributions of the quantities in Eqns. 5.4 through
5.1 during a typical CREX laser cycle.

In principle, the laser-off asymmetry AOFF should be zero, since there
are no Compton scatters to produce an asymmetry. In reality, such beam
properties such as helicity-correlated halo can potentially cause AOFF to be
nonzero and produce a false asymmetry in the Compton photon detector
measurement. However, the magnitude and behavior of the false asymmetry
is such that it can be subtracted from the laser-on asymmetry measurement
to produce the experimental asymmetry. And with the help of Eqn. 4.26,
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we relate this quantity to beam polarization as

Aexp = ⟨AON⟩ − ⟨AOFF ⟩ = PePγ⟨Al⟩. (5.10)

Because the CompMon analyzer produces values for helicity-correlated
difference and sums, but not for asymmetry the statistical error for asymme-
try is most easily calculated by error propagation on the helicity-correlated
multiplet values with

δAexp =

[
⟨AON⟩2

(
δDON

⟨DON⟩

)2

+ ⟨AOFF ⟩2
(
δDOFF

⟨DOFF ⟩

)2

+

[⟨AON⟩2 + ⟨AOFF ⟩2]
δY 2

ON + δY 2
OFF

[⟨YON⟩ − ⟨YOFF ⟩]2

] 1
2

,

(5.11)

where δDON , δDOFF , δYON , and δYOFF are the statistical uncertainties for
each associated multiplet variable.

We can see that the factors that might increase statistical uncertainty
are high uncertainty on the helicity-correlated difference measurements, high
background asymmetry, and a low signal-to-background ratio. These factors
all have to be controlled as much as possible to minimize statistical uncer-
tainty in the Compton polarimeter’s goal of achieving an overall uncertainty
δPe/Pe < 1%.

5.2.3 Data Aggregation

Cycles are collected in each CODA run, which are stopped and started peri-
odically. After asymmetries and polarizations are calculated for each cycle,
every cycle in a snail (that is to say, one continuous period of running in
between IHWP changes) is averaged to produce a snail polarization value,
weighted by the inverse square of each cycle asymmetry uncertainty as

⟨A(s)
exp⟩ =

∑
iwi⟨A(c)

exp⟩i∑
iwi

, (5.12)

where

wi =
1

(δA(c)
exp)2i

, (5.13)
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and ⟨A(c)
exp⟩i, and (δA(c)

exp)i is the cyclewise average asymmetry and asym-
metry uncertainty for cycle i. In this formulation the combined statistical
uncertainty can be expressed as the inverse sum of the weights:

(δA(s)
exp)

2 =
1∑

i
1

(δA(c)
exp)2

. (5.14)

In addition to the asymmetry data, the photon aggregation records infor-
mation from the fADC and scalers for each laser cycle. From the fADC, the
photon analysis records the average PMT signal size for each helicity state
S+ and S−, and the multiplet differences and sums for each laser state in the
cycle: DON/OFF , YON/OFF . From the scalers the photon analysis records the
positions and helicity-correlated position differences in BPMs 2A and 2B, the
calibrated laser power and beam current readouts, the photon main detector
rate, and the rates in the six background detectors.

5.3 Data Quality & Cuts

While the PREX-II experiment ran from June to September 2019, the Comp-
ton polarimeter was inactive in June and July due to a malfunctioning laser
amplifier. As such, the Compton running during PREX-II only covered
≈47% of all experimental data taken on a lead target. By contrast, CREX
Compton running was more reliable, directly covering ≈97.6% of all main
experimental running.

Quantity PREX-II CREX
⟨YON⟩ − ⟨YOFF ⟩ [RAU] 6.56 23.54
Signal/Background Ratio 0.460 6.047
Ibeam [µA] 73.11 147.3
Laser Power [kW] 1.986 2.205
PhDet Rate/Ibeam (Las On) [Hz/µA] 4910 1425
PhDet Rate/Ibeam (Las Off) [Hz/µA] 4280 245.6
Laser Det DS 1 [Hz/µA] 30.1 20.89
Laser Det DS 2 [Hz/µA] 35.0 25.27

Table 5.2: Summary of non-helicity-correlated photon data from both exper-
iments.
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One of the primary differences between the two experiments’ Compton
photon detector data quality is the presence of far higher backgrounds dur-
ing PREX-II running than during CREX running, due to an increased load
from thermal neutrons. PREX-II’s lower beam energy and wider scattering
angle meant that more energy is deposited onto the collimator, producing
thermal neutrons which are absorbed in the GSO photon detector due to
Gadolinium’s high absorption cross section for thermal neutrons[91]. For the
purpose of overall photon data quality the result of this effect is that the
PREX-II Compton data have a much lower signal-to-background ratio than
the CREX Compton data, as quantified in table 5.2.

5.3.1 Pedestal Subtraction

Pulse sums and Acc0 are measured in raw ADC units, and are measured
relative to the fADC electronic pedestal. While individual photon triggers
have their own inbuilt mechanism for calculating pedestal in the 1.5 µs pulse
time window, the pedestal for Acc0 is measured manually. This is done by
taking an average of the fADC response during periods of no electron beam.
Once calibrated and subtracted from each sample, any nonzero beam-off
fADC signal would be due solely to pedestal mismeasurement. Consequently,
the data are reanalyzed, with the beam-off signal added to the pedestal to
produce the correct Acc0 size in the data.

In the case that photon data were taken with an incorrect pedestal the ef-
fect is seen in the helicity-correlated photon detector yield as S+

ON → S+
ON+p

and S−
ON → S−

ON + p where p is the magnitude of the pedestal mismeasure-
ment (and the same effect on S+

OFF and S−
OFF .) In this formulation the

helicity pattern yields change:

YON → YON + 2p, YOFF → YOFF + 2p. (5.15)

But because the asymmetry is normalized to ⟨YON⟩ − ⟨YOFF ⟩, then as long
as the pedestal is stable during the period of measurement then the pedestal
term subtracts out in the asymmetry calculation and does not affect the
polarization measurement.

There are however, periods during the running of both PREX-II and
CREX periods when the pedestal in the fADC appears to change instan-
taneously by irregular amounts. This “pedestal shifting” problem was first
noticed in the first few weeks of the CREX run period. The pedestal shifts
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Figure 5.2: Example of a Compton run from PREX-II which had numerous
pedestal shifts. In the laser cycle seen on the left, the photon detector signal is
mostly stable. In the cycle on the right there are multiple instances where the
signal size for both laser states appears to change instantaneously. Looking
for these jumps in signal was how we identified pedestal shifts.

can be identified, as Fig. 5.2 shows, by looking for instantaneous shifts in
the recorded Acc0, occurring regardless of laser state or beam state. The
problem was eventually traced to a signal attenuator box connected between
the 10× PMT amplifier and the fADC. After the box was removed, no such
shifts were observed in the fADC data. The box was in place during all of
PREX-II experimental running and for the part of the first CREX run pe-
riod until its removal. The inclusion of the attentuator box introduces the
potential for rapid pedestal shifts during laser cycles which can affect the
asymmetry measurement.
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Figure 5.3: Laser-off Acc0 RMS plotted vs time for the CREX experimental
run. The effect of pedestal shifts can be seen in the period before the atten-
uator box was removed.

The first proposed solution to this problem was to implement a dynamic
pedestal tracking algorithm for Acc0. To do this, the calculated pedestals
are taken from the photon trigger data and averaged over intervals of several
seconds in order to produce a pedestal average. It became clear however,
that due to the potential of photon pulses from earlier events existing in
the pedestal sum region, the pedestal measurement was rate-dependent. No
combination of threshold cuts could remove the rate dependence and so the
dynamic correction was not applied.

Instead, the decision was made to isolate cycles which had identifiable
pedestal shifts in them. To identify pedestal shifts, the RMS of the Acc0 is
used as a metric. For stable cycles, the Acc0 RMS is approximately equal
from cycle to cycle, as shown in Fig. 5.3. However, during periods of pedestal
shifting, the recorded Acc0 contains much higher variation over the course
of one cycle, having a higher RMS. We then define a threshold which cuts
the cycle if the Acc0 RMS for any period in the cycle is too large. This
threshold needs to be implemented dynamically because the Acc0 RMS is
also dependent on beam quality and configuration, which can potentially
change at longer intervals throughout the run.
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5.3.2 CycleCut

In order to cut poor-quality or high-background data, a new cutting concept
is implemented to cut laser cycles at analysis-time based on several criteria.
This system is called “CycleCut” and the output of the cutting software is
stored as a numerical flag along with the rest of the cycle data. Development
of CycleCut was borne of the RMS cut discussed in Sec. 5.3.1, and the RMS
cut created is implemented as one component of CycleCut.

In addition to the RMS cut, the other components of CycleCut are:

• Signal size cut: The Compton photon signal is defined as the fADC
Acc0 measurement for laser-on periods minus Acc0 during laser-off pe-
riods. If the signal above background is low, then it increases the chance
that the asymmetry is poorly normalized. To prevent this, all cycles
with laser-on Acc0 less than 0.7 RAU greater than laser-off Acc0 are
cut.

• Double difference cut: When performing the subtraction in Eqn.
5.10, the measurement of AOFF is taken during both laser-off periods
in a laser cycle. In order for the subtraction of AOFF to be valid for the
entire laser-on period, AOFF must not vary (or at least, must be varying
on a timescale much longer than a laser cycle). For this cut the values
of background asymmetry for each laser-off period in a cycle (that is

A(1)
OFF and A(2)

OFF ) are subtracted to define a “double-difference” value,
and then normalized to the propagated uncertainty of both asymmetry
measurements as

ADD =
A(1)

OFF −A(2)
OFF√

(δA(1)
OFF )

2 + (δA(2)
OFF )

2

. (5.16)

If the value of ADD is greater than 3 for any laser cycle, then the cycle
is cut.

• Asymmetry uncertainty cut: The overall data quality for any laser
cycle is in general reflected in the statistical precision of the primary
asymmetry measurement. Low precision can be indicative of beam in-
stability, beam misalignment with the laser target, or low cycle statis-
tics. Because these cycles end up having virtually no contribution to
the asymmetry average, they can be safely removed to negate any resid-
ual correlations with beam properties. PREX-II asymmetries are cut
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if δAexp for any cycle is greater than 5 parts per thousand. For CREX,
the analyzing power is higher so cycles are cut if δAexp for any cycle is
greater than 11 parts per thousand.

• Background rate cut: Another key indicator of the beam quality
are four background detectors mounted on the laser table. Ostensibly
the rate from these detectors is used to measure and limit the radia-
tion dose on the Compton lasers and power supplies. In practice, the
background rates drift and change throughout experimental running,
and have to be regularly readjusted by accelerator operators. For the
purposes of the photon data the upstream background detectors are
recorded, as these detectors measure lower rate, but are more suscep-
tible to beam configuration changes. For PREX-II a cycle is cut if the
rate in upstream detector 1 during the cycle is higher than 192 Hz, or
if the rate in upstream detector 2 is greater than 672 Hz. This cut
is not applied for CREX as no well-defined limits on the background
rates were ever specified.

• Charge asymmetry cut: In order to control the helicity-correlated
beam-charge asymmetry, the main experiment ran a feedback program
to make rapid adjustments to the charge off the polarized source dur-
ing running (which is discussed in Sec. 3.3.) Though the overall charge
asymmetry for production running is well below the Compton asym-
metry value, brief periods of high charge asymmetry could affect the
Compton measurement by depositing a different amount of Compton
photon energy on the detector in different helicity periods. A cycle
is cut if the measured charge asymmetry in the photon DAQ for any
period in a laser cycle is measurably nonzero, which for this analysis
means cutting the cycle if |Acharge|/δAcharge > 3. For the large ma-
jority PREX-II and CREX Compton laser periods |Acharge| < 10 ppm
measured in the Compton DAQ with ⟨Acharge⟩ ≈ 0.05 ppm. Also,
⟨δAcharge⟩ ≈ 5 ppm for both experiments.

The results of CycleCut can be seen in table 5.3. The CycleCut, after
tuning the cut parameters and thresholds, cuts 16.2% of PREX-II cycles
and 4.8% of CREX cycles. This has a negligible effect on the statistical
uncertainty as many of the cut cycles had very little contribution to the
asymmetry average while simultaneously removing systematic effects due to
instability and backgrounds.
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Cut PREX-II CREX
Total Cycles 2867 15232
RMS cut 236 354
Signal size cut 77 11
Double difference cut 65 78
Asym. error cut 11 34
Background cut 45 0
Charge asym. cut 31 257
Cycles Left 2402 14498

Table 5.3: The results of CycleCut once applied to the full Compton data
set for both experiments. Note that the cycles are included in the counts
above only if they haven’t already been flagged by a previous cut. (i.e., the
numbers in the “Double difference cut” row are cycles which haven’t already
been flagged by the RMS cut and the signal size cut.)

5.3.3 Background Sources and Corrections

The Compton background is divided up into two categories. The first of
these categories is signal background. Signal background is measured as the
photon detector yield while the electron beam is running, but the laser is
unlocked. In that circumstance, none of the detector signal is from Compton
scattering, and all of it is from beam-associated radiation. This background
is subtracted out in the initial asymmetry calculation in equations 5.8 and
5.9.

The second category of background is the asymmetric background. These
backgrounds contribute a false asymmetry to the Compton measurement,
and are found by observing a helicity-correlated asymmetry during laser-
off periods. The primary suspected cause of these asymmetric backgrounds
is helicity-correlated beam halo. Beam halo describes an effect where elec-
trons pass down the beamline outside the primary beam spot (which is ≈200
µm in diameter). These electrons are steered into the path of the physical
beamline by entering the fields of dipole and quadrupole magnets off-axis. If
the amount or spatial distribution of beam halo entering Hall A is helicity-
correlated it can produce backgrounds in the photon detector which are also
helicity-correlated. Beam halo was ultimately never positively identified as
the cause of asymmetric backgrounds because conducting measurements of
beam halo with the Hall A equipment is prohibitively difficult. However,
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beam halo is suspected to cause asymmetric background because of its iden-
tification in Compton data during the Qweak experiment, which ran in Jef-
ferson Lab hall C several years prior[72]. Once measured, the asymmetric
backgrounds are subtracted out directly from the measured Compton asym-
metry.

Regardless of the cause of backgrounds, the solution for measuring and
subtracting them is to use the measurements of PMT signal during the laser-
off periods of each laser cycle. By doing cycle-by-cycle background subtrac-
tions instead of subtracting them out with a global average, we are able to
account for slow drifts in any background source over the experimental run.

The difference between PREX-II and CREX signal backgrounds can be
seen in Fig. 5.4. While the neutron background from the CREX target
has a narrow energy range (only extending to ≈8% of the Compton edge)
the PREX-II background peak extends out to ≈35% of the Compton edge.
Additionally the relative rate of background compared to Compton signal
is smaller for CREX data than for PREX-II data. Correctly subtracting
high backgrounds for low Compton energies is prohibitively difficult, mean-
ing that background-subtracted Compton spectra from experimental data
cannot be used to normalize the background subtraction for the accumulator
data. Thus, asymmetry and background data from Compton spectra are not
used for the Compton asymmetry measurement, but are used as a general
diagnostic tool.

5.4 Analyzing Power

In principle the theoretical analyzing power ⟨Ac⟩ is calculated from kinematic
variables as prescribed in Eqn. 4.25. In practice, effects from the finite size
of the Compton detector, the photon collimator, the response of the GSO
crystal, and the nonlinearity of the PMT mean that the analytic calcula-
tion of ⟨Al⟩ is insufficient for high-precision polarimetry. To remedy this
problem, a GEANT4-based Monte Carlo simulation is used for the Compton
polarimeter, which calculates the analyzing power, from simulated Compton
scattered photons received in the detector.
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Figure 5.4: PREX-II and CREX Compton spectra showing the difference
between target-in and target-out configurations for both experiments. Note
the relative size of the Compton spectrum to the background peak caused
by neutrons scattering backwards from the target and collimator. Without
the target, the photon beam offset and the discriminator threshold are the
dominant effects on the spectrum.
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5.4.1 Compton Monte Carlo Simulation

The principle of a Monte Carlo (MC) simulation is to simulate individual
particle scattering and detection by randomly selecting the particle’s kine-
matics from random variable distributions. In particular, the Compton MC
selects its scattered Compton photon energy randomly, following the distri-
bution created by the functional form of the scattering cross section dσ/dρ.
This form can be seen in Eqn. 4.9.

While analyzing power as defined in Eqn. 4.25 uses integration to calcu-
late a weighted average of asymmetry, the Compton MC does not perform
analytic computations. Instead the analyzing power can be calculated nu-
merically with

⟨Al⟩ =
∑

i Y (ρi)ϵ(ρi)Al(ρi)∑
i Y (ρi)ϵ(ρi)

, (5.17)

where as before, Ac is the theoretical analyzing power, ϵ(ρ) is the detector
response, and ρi is the photon energy fraction k′/k′max for energy range i.

To generate a primary Compton scattered photon the simulation first
picks a value of ρ using the cross section dσ/dρ as a distribution. The other
kinematic variables such as a, defined in Eqn. 4.7, and scattering angle θγ
are then calculated from ρ. The out-of-plane scattering angle ϕ is selected
via a flat random distribution between 0 and 2π.

The primary photon is then sent into simulated volumes representing
photon detector components. Once scattered, Compton photons pass down
a 5-meter stainless steel beam pipe under vacuum and then out through a
stainless steel window towards the photon detector. After passing through
about 30 cm of air, the photons then must pass through the lead collimator,
tungsten fingers, and synchrotron shield. Inside the photon detector the
MC contains volumes representing the GSO crystal, the reflective foil wrap
surrounding the GSO, the PMT glass and cathode, and the optical grease
which affixed the PMT to the crystal face. The MC tracks the progression
of the Compton photon down its scattered path through a series of iterative
steps on its track. Once inside a volume the simulation either computes
the probability of scattering and performs it, or registers a particle hit on a
detector in which energy is deposited. Upon registering a hit, the MC saves
information about the particle location, time, momentum, kinetic energy,
particle ID and vertex before applying physical particle creation processes
[94].

The MC also had the ability to simulate the optical properties of GSO
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to create a cascade of photons in the material. The MC was programmed
with the scintillation and optical properties of GSO to produce the correct
photon energy after each optical hit. In addition the simulation included the
reflective, absorption and refractive properties of the mylar foil surrounding
the GSO, the optical grease in front of the PMT and the silicate glass window
on the PMT.

Ultimately, the MC simulation produced an output containing hits in two
primary detectors: the GSO crystal and the PMT cathode. Once the PMT
cathode hits are registered, the asymmetry calculation must be modified
with the real properties of the PMT. From the simulation a realistic detector
response function is generated calculating an average signal size as a function
of ρ accounting for geometry and light yield collection.

5.5 Laser Polarization Measurements

As stated in Sec. 4.3.1, the primary difficulty in obtaining an accurate de-
termination of the of degree of circular polarization (DOCP) of the laser
Pγ, is that due to the configuration of the laser cavity, the DOCP cannot
be directly measured inside the cavity. Instead, an optical model is devised
in order to characterize the polarization transfer function between the initial
laser polarization and the polarization inside the cavity. The formalism is de-
scribed in Sec. 4.3.1, however the specific measurements of laser polarization
parameters will be presented here.

Because there are a number of different parameters that must be empiri-
cally measured in order to construct an optical model, several measurements
and tests are carried out on the laser before and during the running of both
experiments. The first test is the measurement of laser polarization on the
entrance line to the cavity by constructing an entrance function with cav-
ity birefringence terms. This test is described in Sec. 4.3.1. Secondly the
slow axis of the quarter wave-plate along the exit line is periodically rotated
and measure the light yield in two different detectors that could each mea-
sure each directional component of linearly polarized light. This helps quan-
tify the time-dependence of laser DOCP. Finally, electron beam polarization
measurements are taken during experimental running with the cavity-DOCP
tuned off-100% and the effect on the measured asymmetries. This test is
only analyzed with parameters obtained from the former two.
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Figure 5.5: A diagram of the hardware setup used to measure laser DOCP
on the table. Of interest are the low-loss cavity mirrors, non-polarizing beam
splitter (NPBS) which directs the laser towards the photodiode, the QW2 on
the laser exit line, and the photodiode which measured reflected laser power.

5.5.1 NPBS Laser Polarimetry

The important components used in making a laser DOCP measurement can
be seen in Fig. 5.5. In a dedicated configuration with the cavity open to air a
diagnostic station is added after the second cavity mirror. Space limitations
prevented this to be placed in line. For this reason a non-polarizing beam
splitter is used to direct light at a 90° angle where a diagnostic station is
placed. The NPBS could (as advertised) reflect 50% of incident light and
transmit the other 50%. The reflected laser light then passes through a
quarter-wave plate (QW2) which is rotated during measurements1, on to a
polarizer and a photodiode which measures laser power transmitted through
the optical elements.

1Note that this is not the same QWP on the entrance line to the cavity and was rotated
to control the cavity laser DOCP. Hence the entrance line QWP will be referred to as “the
QW1” and the exit line QWP will be referred to as “the QW2.”
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The measurement principle is the combination of the QW2 and the po-
larizer. The QW2’s main function is to convert circularly polarized light into
linearly polarized light and vice versa. The polarization on the exit line is
measured by rotating the QW2 and measuring the photodiode response. The
fit of the polarization vs QW2 angle gives the Stokes parameters s0, s1, s2,
and s3.

While the NPBS is advertised as having a <0.1% difference between re-
flected and transmitted polarized light, the real NPBS has a non-negligible
effect on the polarization. Thus the NPBS is characterized and added to the
overall transfer function of optical elements downstream of the cavity for any
measurement taken during the NPBS tests. To characterize the NPBS laser
light with a variety of polarization states is sent through the NPBS and then
measured using the same QWP/linear polarizer technique described above.
The extinction ratio of light through the QW2 as a function of the angle
of the axis of the QW2 is indicative of the light polarization direction after
the NPBS. The NPBS effect on the polarization is parameterized by a Jones
matrix for a general birefringent element which is composed of a rotation, a
phase shift, and another rotation as

MNPBS = R(η)P (δ)R(θ), (5.18)

where R is a general general rotation matrix, P is a general shift matrix and
η, δ, and θ are empirically determined angles.

5.5.2 Exit Line Scans

To monitor the laser polarization in the cavity, the exit line components are
used though without the benefit of the NBPS. These measurements use the
laser hardware along the cavity exit line including some optical elements used
in the NBPS tests. The components along the laser exit line are illustrated
in Fig. 5.6. The first component is the QW2 which, like before is to con-
vert circularly polarized laser light to linear. After the QW2, the laser is
sent into a Wollaston prism which separates light into two separate beams
with orthogonal polarization directions. Each beam is then sent into two
integrating sphere powermeters, labeled S1, and S2.

The principle of the measurement is that as the QW2 is rotated, so too
will the direction of linear polarization of light entering the Wollaston prism.
The detectors S1 and S2 will then register a change of intensity that is a

130



FP Cavity
Steering Mirror

QW2

Wollaston Prism

S2S1

Figure 5.6: A diagram of the laser on the exit line from the cavity. The laser is
passed through the QW2 then into the Wollaston prism which separates laser
polarization based on direction and sends it into two integrating detectors:
S1 and S2. Adapted from Rakhman et al. [83].

function of the QW2 angle which defines the laser polarization state entering
the QW2. Periodically, with the laser cavity under vacuum, the QW2 is
fully rotated in an “exit line scan” and the S1 and S2 light intensities are
measured. The S1 and S2 intensities are then fit as a function of QW2 angle
and the Stokes parameters are extracted from the fits [95].

These measurements help characterize the time-dependence of the laser
cavity DOCP. These exit line scans are performed during the experimental
run period via remote control. The exit line scans also do not affect the laser
DOCP in the cavity. The degree of variation in the exit line scan fits over
time helps set an upper bound on the variation of DOCP.
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5.5.3 Off-100% DOCP Running

The NPBS tests and the entrance scans determine the polarization at the
CIP. The exit line data is also used throughout the running of both experi-
ments as a relative measurement of DOCP in the cavity.

As expressed in Eqn. 4.26, the experimental Compton asymmetry must
be normalized by the cavity DOCP Pγ. During normal running the laser
DOCP is Pγ ≃ 1.0 in order to maximize the measured asymmetry and min-
imize the size of the laser correction. But for brief periods during both
experiments, the cavity entrance line QWP and HWP angles are changed to
deliberately run with Pγ < 1.0. Without applying a correction to the mea-
sured Compton asymmetry, it would be lower than the asymmetry measured
in run periods taken around the same time. If the statistical uncertainty on
the asymmetry is lower than the size of the laser polarization correction then
the uncorrected asymmetry data can be used as a cross-check of the laser
polarization model.

While in principle the laser DOCP in the cavity is chosen arbitrarily with
each QWP and HWP setting, in practice the degree to which cavity DOCP
could be changed is limited. As described in Sec. 4.3.1, the cavity used a laser
locking technique which used as a metric for locking the reflected light from
the cavity. If the laser DOCP on the table is tuned too far away from either
Pγ = 1.0 or Pγ = −1.0 then too much light is sent back to the laser, which
can possibly damage the fiber amplifier. The challenge then becomes to find
laser DOCP configurations that are sufficiently lower than 100% DOCP to
measure in the asymmetries, but close enough to 100% that the amount of
back-reflected light is minimized.

Fortunately, because of the high statistical precision for PREX-II Comp-
ton running and even higher statistical precision in CREX Compton running,
there are a range of QWP/HWP angle configurations that produce less than
100% DOCP in the cavity. These configurations are listed in table 5.4. The
majority of each experimental run is taken at the configuration which pro-
duced the highest cavity DOCP (specified in the italicized rows in table 5.4),
and the alternate configurations are only run for short times, as the statistics
from those measurements was sufficient to constrain the cavity optical model.
While 15.5% of PREX-II Compton statistics are taken with low DOCP, only
4.3% of the CREX run is taken with low DOCP.

After the asymmetry of the low DOCP running is obtained, it is used to
verify the optical model parameters, and obtain the estimated values of Pγ.
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Experiment QWP Angle HWP Angle Predicted Pγ

PREX-II

49.2° 0.2° 0.9999
49.2° 15.2° 0.9980
49.2° 31.2° 0.9595
47.7° 19.1° 0.9887

CREX

39.3° 63.5° 0.9974
39.3° 73.0° 0.9945
39.3° 56.0° 0.9901
50.5° 27.4° 0.9974
43.5° 63.5° 0.9933
37.0° 63.5° 0.9918

Table 5.4: Various QWP/HWP settings used during PREX-II and CREX
to cross-check the laser DOCP model. Italicized rows indicate the “normal”
settings that most of the experiments were run at. Uncertainties on Pγ are
omitted but were all below 0.5% relative.

With the estimated Pγ the photon analysis is re-run with the low DOCP run
periods correctly normalized making the asymmetries again usable for beam
polarimetry. The optical model used to find the mean values of DOCP for
each run period is discussed in section 5.6.2.

5.6 Sources of Systematic Uncertainty

The majority of time spent on Compton analysis after the experimental run-
ning was dedicated to accurately quantifying sources of systematic uncer-
tainty not handled by cuts. Both PREX-II and CREX offer a high degree
of statistical precision to allow us to engage in systematic studies similar
to studies done for previous Compton polarimeter measurements. With in-
creased precision, new studies of the behavior of known sources of Compton
systematics can be undertaken.

The systematic uncertainties arise from the limitations of the Compton
equipment and running conditions. There are known systematic uncertainties
resulting from the beam energy and position, the photon detector properties,
and the laser system. Each systematic affects one of the three experimen-
tally measured quantities in Eqn. 4.26: the laser polarization Pγ, the mean
analyzing power ⟨Al⟩, and the experimental asymmetry Aexp. The goal of
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this section is to explain the source of each systematic error quantity, how
it is monitored using experimental data, how it is eventually measured, and
how it affects the measurement of beam polarization Pe.

5.6.1 Photon Cone Offset & Simulation

Because the MC simulation discussed in Sec. 5.4.1 takes into account the
geometry of the Compton photon detector space, effects rising from that ge-
ometry can be quantified. The most notable of these is the photon beam
offset from the Compton collimator axis. The scattered photon beam is in
the shape of a cone with its vertex at the CIP and its axis along the direction
of propagation of Compton edge photons at θγ = 0. Because |p⃗e|2 ≫ |⃗k|2
the direction of the backscattered photon propagation is mostly determined
by the direction of the incoming electron beam. The Compton beam setup
allows for beam motion within the cavity which, as long as the beam inter-
cepts the laser, is not visible in the Compton rates. A small movement of the
beam in one of the Compton BPMs can cause the center of the photon beam
relative to the center of the collimator to be shifted. The nominal calculation
for the offset of the photon cone from the collimator axis in BPM coordinates
is

∆d =

√(
∆zPhDet

∆zBPM

(x2B − x2A) + x2A

)2

+

(
∆zPhDet

∆zBPM

(y2B − y2A) + y2A

)2

,

(5.19)
where x2A, x2B, y2A, and y2B are the x- and y-coordinates from BPMs 2A
and 2B, ∆zPhDet = 6 m is the distance between the CIP and the photon
detector and ∆zBPM = 1 m is the distance between the two BPMs.

Photon-cone offset affects the analyzing power by changing the distribu-
tion of Compton photon energy that reaches the photon detector. At low
beam energies (like those used for PREX-II and CREX), the scattered pho-
ton cone has a wider distribution of θγ. At the PREX-II energy (950 MeV)
a Compton photon with k′ = kmax/2 is scattered at θγ = 547 µrad, whereas
at the CREX energy (2183 MeV) it is scattered at θγ = 243 µrad.2 At low
beam energies the interception between the photon beam and collimator is
much larger, hence the effect of an asymmetry in the beam results in an

2A hypothetical experiment running at 11 GeV beam energy would scatter the photon
at θγ = 55 µrad, for reference.
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asymmetry in photon cone interception by the collimator. Thus it becomes
important to quantify the photon cone offset’s effect on the analyzing power
calculation.

PREX-II Photon Cone Offset

First, the PREX-II analyzing power is calculated for different photon cone
offset amounts via simulation. The simulations revealed that the effect of
photon cone offset is most pronounced on the low energy shape of the Comp-
ton spectra. For regular PREX-II running, this is problematic because the
spectrum is dominated by energy from thermal neutrons below 30% of the
Compton edge. The spectrum of the thermal neutron background completely
dilutes any effect from photon cone offset during regular PREX-II running.

Figure 5.7: Left: A single PREX-II spectrum run with the best fit from
a simulation with 1.5 mm photon cone offset. Right: A circle plot with
six PREX-II spectrum runs. The centroid of each circle is the projected
collimator position from the BPM data. The circle radii are the photon
cone offset of each run matched to simulation. The color band in each circle
represents the estimated uncertainty.

To counter this, the Hall A Compton is run periodically for short periods
with the target out to get a reasonable measurement of spectrum. These
“spectrum runs” typically only need to run for 15 minutes in order to acquire
the necessary statistics to have a complete spectrum. Also, these spectrum
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runs run with the detector high voltage set to double the PMT gain of the
regular experiment in order to increase detector resolution over threshold.
The PREX spectra can be seen in the top row of Fig. 5.4, illustrating the
large qualitative difference between the target-in and target-out spectra.

Once a spectrum is obtained, the spectrum is fit by spectra from the MC
with different photon cone offsets. The offset of the Compton running is
then ascertained by finding the MC spectrum which best fits the data and
extracting the offset that produced that spectrum in simulation. The best
fit is chosen as the one that had the lowest χ2-test value.3 A typical MC
spectrum fit to data from a spectrum run can be seen in Fig. 5.7.

After the PREX-II experimental run, offsets determined from the spec-
trum runs are fit to find the overall relative offset between the BPM projec-
tion and the center of the collimator. In principle, the photon cone offsets
and the projected positions of the photon beam should form a map of the
collimator face, where the intersections of all offsets give the approximate
location of the collimator center in projected BPM coordinates. The map
can be seen in Fig. 5.7. The mean of the offset circles are computed to find
the average collimator center position.

The PREX-II asymmetry data is then re-analyzed with the fitted colli-
mator center position included. With the runwise BPM information and a
map from BPM coordinates to collimator coordinates provided by the spec-
trum runs, the photon cone offset is mapped for the entire PREX-II Compton
data. Once the offset is calculated, it is then be used to modify the analyzing
power based on simulations taken with that offset. Though the simulations
are taken at discrete offset values, the average analyzing power is taken from
a polynomial fit applied to the simulated analyzing powers as seen in Fig.
5.8.

The analyzing power increases monotonically as a function of photon
cone offset, as seen in Fig. 5.8. In principle, periods of high offset in any
direction will measure a higher asymmetry than when the photon beam is
well-aligned with the collimator. A dynamic analyzing power correction keeps
the measured beam polarization correctly normalized as long as the pointing
direction towards the collimator face (as measured in the BPMs) is allowed
to change.

3In this formulation χ2 =
∑

i(s
(MC)
i − s

(Data)
i )2/(δs

(Data)
i ) where s

(MC)
i is the MC fit

value for energy bin i, and s
(Data)
i and δs

(Data)
i are the data value and error of each energy

bin, respectively. The lowest value of χ2 represents the best fit.
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Figure 5.8: Analyzing powers calculated from simulation as a function of
simulated photon cone offset from photon beam for PREX-II.
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Figure 5.9: PREX-II analyzing power vs time. The run can be divided into
periods where the beam position in the chicane was mostly constant, which
resulted in analyzing power for these periods also being constant.

During experimental running there are periods of consistent running where
few adjustments are made to the beam and the beam position in the chicane
(and with it the photon cone offset and analyzing power) stays approximately
constant. However, after periods of beam activity where readjustments are
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made, the beam often comes back into the chicane in a different position
than it had been previously. This sort of behavior, of long stretches of stable
analyzing power followed by a sudden change during downtime can be seen
in Fig. 5.9.

To estimate the uncertainty in the analyzing power measurement, we
first attempt to estimate the uncertainty in the photon cone offset. The
BPM resolution is quoted as δx = δy = 0.1 mm. With this in mind the
average analyzing power is calculated as a weighted average of analyzing
power calculations for each cycle where the weights are calculated from the
Compton asymmetries for each cycle i by

wi =
1

(δAexp)2
, (5.20)

and the weighted average is

⟨Al⟩ =
∑

iwi⟨Al⟩i∑
iwi

, (5.21)

where ⟨Al⟩i is the analyzing power calculated from the offset for cycle i.
The uncertainty on the analyzing power for each cycle (δ⟨Al⟩i) is then

calculated from the uncertainty on the photon cone offset (δ∆d). The an-
alyzing power uncertainty is worked out from the analyzing power fit as a
function of offset (Al(∆d)), which can be seen in Fig. 5.8. The uncertainty
on the analyzing power is calculated as the difference between the analyz-
ing power mean and the analyzing power calculated with one standard error
added to the offset with

δ⟨Al⟩i = (Al)i(∆ci + δ∆ci)− (Al)i(∆ci). (5.22)

With the analyzing power uncertainty in hand, the overall analyzing
power uncertainty comes from error propagation of the weighted average
as

δ⟨Al⟩ =
√∑

iw
2
i (δ⟨Al⟩i)2∑
iwi

. (5.23)

The average analyzing power and uncertainty then for PREX-II is (16.599±
0.008) ppt or 0.05% relative uncertainty for the entire PREX-II analyzing
power measurement.
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CREX Photon Cone Offset

Initially the CREX photon cone offset studies followed the same procedure
as was done for PREX-II. There are several spectrum runs taken throughout
the CREX run period, both before and after the COVID-19 shutdown. The
spectrum run circle plot can be seen in Fig. 5.10. While the circle fits do
produce an average collimator central position, the presence of some notable
outlier runs which did not have the offset within 1 mm of the average gives
us doubt as to whether this method is going to be effective for the CREX
data.

Figure 5.10: Circle plots for all CREX spectrum runs. Plot is produced in
the same style as Fig. 5.10.

Due to constraints from the main experiment, the CREX beam pointing
direction has a larger range of natural position drifts than during PREX-II.
This, alongside the longer experimental run duration, increases the probabil-
ity that small portions of the run are taken at high photon cone offset. After
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analysis of the offset from the mean center position, the data suggested that
the offset for the main Compton polarimetry data is, in certain periods, as
high as 7 mm off the collimator center.

(a) (b)

Figure 5.11: Left : Simulated CREX analyzing power as a function of photon
cone offset. The analyzing power is well behaved until the offset reaches
5 mm, and then the analyzing power increases rapidly. Right : Simulated
CREX spectra with offsets ranging between 6 mm and 7.5 mm. A no-offset
spectrum is also included for comparison. The effect of the offset is most
notable at low energies, with increasing threshold for greater offsets.

At 7 mm photon cone offset the effects of a changing analyzing power
are pronounced. As seen in Fig. 5.11a, the change in analyzing power as
a function of offset is negligible until the offset reaches about 5 mm when
the difference between the offset and non-offset analyzing powers is 0.28%
relative. At 6 mm the relative difference is 0.53%, at 7 mm the relative
difference is 1.22%, and at 7.5 mm the relative difference is 2.05%. Typically
CREX snails report asymmetries to 0.1% statistical precision, meaning that
even a 0.5% change in measured asymmetry would be immediately noticeable
and could be correlated to changes in the beam pointing angle in the chicane.
There are no indications in the CREX data set that polarization changes of
that size are even occurring, much less that they can be correlated to beam
position changes.

Additionally, running with large photon cone offset produces increasingly
large effects on the shape and integral of the Compton spectrum. The effect
of large offsets on the CREX spectrum can be seen in Fig. 5.11b. With
larger offset the relative rate of low energy Compton events decreases. A
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Figure 5.12: A comparison between the background-subtracted spectrum
from a CREX Compton run which was predicted to have a 6 mm photon
offset, and the normalized spectrum from an MC simulation with a 6 mm
offset. Note that between 6% and 11% of the Compton edge, there is signifi-
cant disagreement between the spectra shapes, suggesting the data spectrum
has an offset less than 6 mm.

5 mm offset distorts the spectrum up to 8.7% of the Compton edge, while
a 7.5 mm offset distorts the spectrum up to 25% of the Compton edge.
The background peak from the CREX target affects the CREX production
spectrum up to 10% of the Compton edge, above which the background
contribution to the overall spectrum is negligible. This means that even
without any background subtraction an offset of 7 mm or above should be
immediately visible in the spectrum during normal CREX running. The
spectrum was actively monitored by experimenters, and no such observations
were made during the run period.

141



To further verify the correctness of the predicted photon cone offset, the
CREX Compton data spectra are used to hunt for periods with high offset.
One period that is predicted, using the spectrum run fit method of having an
offset above 6 mm is run 5282. The beam positions during this one run match
those taken from a spectrum run taken the previous day that measured a 6
mm offset. If the predicted offset is accurate then we should be able to see
distortion in the Compton spectrum up to about 12% of the Compton edge.
By finely calibrating the background subtraction the Compton spectrum be-
havior can be recovered down to as low as 7% of the Compton edge, meaning
there is a small energy window in which the background subtraction would
reveal distortion in the spectrum consistent with a 6 mm offset. It should be
noted that background subtraction on a spectrum with the calcium target
in is difficult to normalize below about 6% of the Compton edge. Above
this energy the effect from normalization errors is small compared to the
spectrum size, so 6% of the Compton edge is quoted as the minimum energy
at which the background-subtracted spectrum is accurate. The background-
subtracted spectrum from run 5282, as well as the spectrum of a 6 mm offset
simulation can be seen in Fig. 5.12. A close look at the low energy region
shows that the spectrum from data does not show the same distortion as
the simulated spectrum, effectively ruling out the possibility that this run is
taken with a 6 mm offset.

With a method to get a background-subtracted spectrum down to low
energies, we are able to check other spectra throughout the experiment to
verify that at no point can we find evidence that the photon cone offset is
ever higher than 6 mm, despite the fact that the spectrum run fitting method
suggested that is the case several times throughout the CREX experiment.
To resolve this contradiction, a new method needs to be devised in order to
limit the systematic uncertainty from the offset.

The new method begins by hypothesizing that a reasonable model of
variability in photon cone offset would produce excessive statistical noise if
the average offset were significant in analyzing power. This statistical noise
is quantified with a χ2 fit test for measured asymmetries of each laser cycle
in a snail, and then again on the average asymmetries for each snail over the
CREX run. The basic form of the χ2 calculation is

χ2 =
N∑
i

(Aexpi − ⟨Aexp⟩)2

(δ⟨Aexp⟩i)2
, (5.24)
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where the sum over i can be taken over asymmetries in N cycles in a snail.
This same formulation is also used to define a χ2 using N snails over the
experimental run, in that case with δAl from the uncertainty of each snail.

If snail asymmetries are normally distributed over the mean, then χ2

should be about the number of degrees of freedom χ2 ≃ N − 1. The first
analysis of the CREX run (without an analyzing power correction) found
χ2
exp/(N − 1) = 1.3. For individual snails the χ2 average is much closer to 1,

suggesting that any changes in the analyzing power have a time dependence
that is not immediately observable over a few hours, but can be seen in the
entire run data set. A statistical test is then used to see whether this increase
in χ2 is consistent with the expected distribution of collimator offset, and also
if the average analyzing power could be changed by uncertainty in the offset
without noticeable changes in χ2.

The new cross-check involved first taking the photon cone offset distri-
bution from the CREX data and assuming the distribution is wrong by an
overall factor R. Different values of R are then applied to the offset distribu-
tion, and then offset positions are selected from the modified distribution4.
The randomly selected offsets are then treated as offsets per each run or cy-
cle and turned into an average analyzing power representing those cycles or
runs. The asymmetries calculated from this analyzing power could then be
aggregated to produce simulated χ2 for different degrees of statistics.

The results of such a simulation with R = 1.1 can be seen in Fig. 5.13.
The simulation tracks χ2 on two timescales: the first generated 10 simulated
cycles (and associated asymmetries with a randomly selected photon cone
offset) per snail and calculates the χ2 per these simulated snails. The sim-
ulation then groups 100 snails together to form a “trial” (i.e., a simulated
experimental run) and calculates χ2 from snail asymmetry averages. The
R = 1.1 and 10 cycles per snail simulation is particularly interesting because
it is able to reproduce the overall snail χ2 value from the CREX Compton
data χ2/(N − 1) = 1.3. the simulation suggests then that an average uncer-
tainty of 0.2% on the analyzing power is enough to explain the excess χ2 for
the entire CREX run.

There are two aspects of the main CREX Compton data the simulation
must take into account for it to have predictive power for actual Compton
data. The first of these is the rate of change of beam position in the chicane.
If the beam pointing direction is unstable enough that there are measurable

4Simulations with different R and also with different time periods were considered.
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changes in photon cone offset over the course of one CODA run then the χ2

per snail is much larger than if the change is imperceptible on the time scale
of a CODA run5. The time dependence of the offset is tracked through the
CREX run which reveals that the offset could change measurably over the
course of a single day, or if there was an interlude in running in which the
beam has to be reconfigured to run through the chicane again. Thus, we
conclude that it is appropriate to use the offset distribution from the run as
a random distribution, as it does model the variance in offset for snails.

The second aspect that must be accounted for is the amount of simulated
cycles to use per snail. If the number of cycles in a snail is high, then the
snail asymmetry calculation is less susceptible to individual cycles with high
photon cone offset decreasing the polarization average. Thus we observe, if
the simulation is run with 100 simulated cycles per snail the snail χ2 does
not change measurably from statistics. However, we felt confident using a
small number of cycles per snail, consistent with the model that changes in
collimator offset take place on an hour timescale rather than a few minute

5For CREX each CODA run was approximately 2 hours, and 10-50 good cycles.

a)

b) c) d) e)

f) g)

Figure 5.13: Plots from a rudimentary simulation which measured the change
in analyzing power by randomly selecting photon cone offsets to determine
a the change in asymmetry in snails and cycles. Plots are, as labeled: a) the
offset distribution used, b) analyzing power as a function of offset (from Fig.
5.13), c) distribution of cycle analyzing power change from offset, d) change
in asymmetry from offset per snail of 10 cycles, e) χ2 distribution of snails,
f) change in asymmetry from offset in the entire trial of 100 snails, g) χ2

distribution of trials.
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timescale. While offset is liable to change with each new beam tune, the
offset during running is comparably stable from cycle to cycle. Thus the
offset random distribution used in the simulation is appropriate for modeling
run-to-run changes in analyzing power. And because there are fewer CODA
runs in each snail, a smaller number of statistics per snail is valid.

The result of this study is that because a 0.20% uncertainty on the an-
alyzing power is sufficient to explain the statistical instability seen in the
CREX Compton data, we can assign 0.20% as the uncertainty on the CREX
analyzing power.

5.6.2 Laser Polarization & Optical Model

Now with laser polarization data from the different tests performed for both
experiments (which are discussed in Sec. 4.3.1 and Sec. 5.5), the entrance
function, birefringence, and time-dependence of the laser DOCP are mea-
sured for different QWP and HWP settings. For the entrance function, the
contribution to the uncertainty on the cavity DOCP from the optical prop-
erties of the entrance line components is less than 0.1% relative, so for the
PREX-II DOCP measurement an uncertainty of 0.1% from fit parameters is
applied.

For CREX running this uncertainty formulation is more complicated.
The entrance function measured for CREX has two solutions, resulting in
two possible solutions for the cavity birefringence. The two solutions can
be seen in Fig. 5.14. The χ2 values for each solution are approximately
equal, meaning the fits from each solution matched the polarimetry data
equally well. In principle enough experimental running at <100% DOCP
would have produced a number of data points for the fits that could have
constrained the fits further, however the amount of <100% DOCP running
the Compton was able to perform was limited by time. As a result two values
for “nominal” DOCP (that is to say the DOCP the majority of the CREX
was run at) exist: 0.9999 ± 0.03% from solution 1 or 0.9974 ± 0.26% from
solution 2. With no clear way to distinguish between the validity of either
solution, both are incorporated into the DOCP calculation. The decision
was made to combine the uncertainty range from solution 1 and solution 2
for each QWP/HWP setting, and to use the median value of that range to
as the cavity DOCP. Thus for CREX the uncertainty from fit parameters is
determined to be 0.26% relative for nominal DOCP running.

The data from the scans of the exit line DOCP help constrain the time-
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Figure 5.14: Both solutions of the CREX laser DOCP model. The plots on
the left plot the measured beam polarization vs QWP angle with HWP angle
fixed at 65°, and the plots on the right plot the measured beam polarization
vs the HWP angle with QWP angle held at either 39.3° or 50.5°. The points
on the plot at taken from the CREX Compton photon data, and represent
the average polarization measured at each wave plate setting. The plotted
curves are from the parameterized entrance function.

dependence of cavity DOCP in both experiments. Once the parameters of the
transfer function are fitted, the time-dependence of cavity DOCP is linked to
the time-dependence of exit line DOCP. The calculated Stokes parameters
on the exit line are used to infer the birefringence parameters of the cavity, of
which there were three: two polarization rotation angles θ and η and a phase
difference δ. In addition the birefringence parameters of the cavity are used
in an optical model to correlate the size of the power reflected back to the
cavity when locked to the cavity DOCP. By solving for both cavity DOCP
and exit line DOCP as a function of these angles and reflected power, then
it can be directly translated into a cavity DOCP measurement. And most
importantly, we can use the variation in exit line DOCPmeasurement directly
then to track, through the cavity birefringence parameters, the change in
cavity DOCP as a function of time.

The optical model solution for different values of the cavity phase offset
parameter δ for PREX-II is shown in Fig. 5.15. For PREX-II data, this
measurement is complicated by the observation that for most of the exit line
DOCP recorded during experimental running, the cavity DOCP function is
double-valued6. In order to distinguish laser polarizations the reflected power

6e.g., if the exit line polarization is recorded as 0.97, this could, according to the model,
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Figure 5.15: A visualization of the measurement of the cavity DOCP uncer-
tainty for PREX-II data. Uncertainty is first gauged by looking at the range
of values of the reflected power normalized to cavity power δPref . This range
can then, through the phase offset cavity parameter be mapped onto a range
of laser polarizations from which we extract δPγ.

measurement is used. The slope of the reflected power as a function of locked
cavity power is tracked throughout all PREX-II and a range of slopes have
been observed. Because the slope to δ function is single-valued over the range
of slopes observed, it is used to find a range of cavity DOCP over the course
of the experiment. It should also be noted that while the reflected power
function becomes double-valued at high values of the offset δ − δ0 these are
excluded because there were no observations that the exit line DOCP had
ever been low enough to suggest these values were part of the run conditions.
The result is a contribution to the uncertainty δPγ of 0.12%.

The functions of DOCP (in both the cavity and exit line) for the rotation

have δ − δ0 ≈ −5.5 or δ − δ0 ≈ 1.0. Without a way of distinguishing the two states the
cavity DOCP uncertainty could be on the order of 2%.
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angles η and θ are also used. The value of the reflected power slope in these
cases is not necessary to constrain the DOCP function of exit line DOCP
as the function is single-valued for the range of interest for PREX-II. The
DOCP as a function of θ suggests an uncertainty on δPγ of 0.03% while the
DOCP does not depend on the variation of the angle η at all. Thus, the
contribution to the uncertainty δPγ from time-dependent effects in PREX-II
is limited to 0.12% at most.

For CREX the primary complication with the estimation of uncertainty
contribution from time-dependent effects is from having two solutions for
the cavity optical model. However, as before, the uncertainty is estimated
from the full uncertainty range of both solutions combined. Additionally,
the cavity DOCP uncertainty over the observed range of exit line DOCP is
negligible for the first solution, meaning that the second solution determines
the uncertainty. It was found that the exit line DOCP varied by no more than
0.1% throughout CREX, which translates to an uncertainty contribution to
δPγ of 0.05%.

To estimate the uncertainty on the cavity polarization model itself (af-
ter all uncertainties on parameters are quantified and included) residuals are
calculated between the cavity polarization model and the measurements of
DOCP taken with the cavity open. Because the DOCP measurement grows
more sensitive the further away from 100% the measurements are taken, the
residuals themselves are a function of the cavity DOCP. To limit this con-
sideration, the residuals for the PREX-II model are only considered with
DOCP >0.98 because the vast majority of PREX-II running was taken with
DOCP above this threshold. For CREX running, because all laser polariza-
tion settings were above 0.99 DOCP, 0.99 was the residuals threshold. For
both experiments the largest residuals of any open-cavity measurement are
just above 0.3% contribution to δPγ.

Finally, the effect of birefringence of the cavity mirrors is taken into ac-
count. While the transfer function takes into account the polarization direc-
tion change due to the cavity mirrors, the depolarizing effect of the mirror
substrate itself (which the laser would have to pass through to enter and
exit the cavity) factors into the cavity DOCP measurement. Fortunately,
measurements of the cavity mirror substrate birefringence were conducted
for the PREX-I and are reported in Rakhman et al. [83] to contribute <0.1%
to δPγ.

The total uncertainties on the laser DOCP for each experiment are re-
ported in table 5.4. It should be noted that because the mean value of laser

148



Experiment
Source PREX-II CREX
Fit Parameters 0.10% 0.26%
Time Dependence 0.12% 0.05%
Substrate Birefringence 0.10% 0.10%
Model Residuals 0.33% 0.34%
Total 0.38% 0.44%

Table 5.5: Sources of systematic error for the laser DOCP Pγ and their
relative values.

DOCP is not constant for all run periods in both experiments, all measured
asymmetries are normalized to the laser DOCP based on the QWP and HWP
settings it was taken with. However, because the laser DOCP provides no
statistical uncertainty on the measurement, the uncertainty is applied glob-
ally to the run-averaged asymmetry, which will be discussed in Sec. 5.7.

5.6.3 Detector Corrections

During experimental running the photon detector is powered from a high
voltage source which can be toggled on and off remotely7. PREX-II and
CREX used different PMTs and bases which are operated at different volt-
ages. The correct voltage at which to run each PMT at are determined at the
start of each experimental run, and are not changed for either experiment.
The chosen PMT voltages are sufficient to produce a measurable signal above
background in both experiments for the entire experimental run.

The choice of PMT voltage is important as the two primary sources of
uncertainty in the Compton photon detector—the PMT nonlinearity and the
gain shift—are dependent on the PMT gain. Running with as few different
voltages as possible simplifies the corrections needed for each experiment and
shortens the time necessary to measure them. Both the measurements of
nonlinearity and gain shift used the in situ LED pulser system are described
in Sec. 4.4.3. A description of the two major systematic effects arising from
the photon detector are provided in this section as well as the measurements
of their contribution to both the PREX-II and CREX systematic uncertainty.

7As described in Sec. 4.3.2, the high voltage systems used during PREX-II and CREX
are different, however the effect of the voltage control was overall the same.
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(a) (b)

Figure 5.16: The nonlinearity functions for (a) PREX-II and (b) CREX
plotted as a function of light deposited I (scaled such that the Compton
edge gives I = 1).

Nonlinearity

The detector nonlinearity function ϵ(ρ) = Y (I)
I

can be found defined in full
in Eqn. 4.45. Determining the nonlinearity function requires measuring the
polynomial fit coefficients c1. . . cm for all LED brightness settings I covering
the detector response range observed in experimental running.

The exact function of the pulser system is described in detail in Sec.
4.4.3. The pulser works by flashing two LEDs in a 250 Hz sequence. One
LED, the “variable” with brightness V , slowly decreases in brightness with
each sequence before resetting to a pre-programmed maximum brightness
again, while the second LED, the “delta” with brightness ∆, shines at the
same brightness throughout running. Once enough detector statistics are
gathered, the detector response as a function of both delta and variable
brightness minus the variable brightness (i.e., Y (V +∆)− Y (V )) is plotted
and fit. From this fit the coefficients c1. . . cm for an m-degree polynomial fit
are extracted. Electronic cross-talk is accounted for by running with a “dark
delta” LED to isolate the effects of running the delta electronics. Thermal
effects are controlled for by using a “load” LED which mimicked the size
of the experimental Compton signal by shining at a very low but constant
brightness.

The nonlinearity function ϵ(ρ) can conceptually be thought of as the
deviation of the integral of a pulse of energy ρ from the expected proportional
PMT response. For a perfectly linear system ϵ(ρ) = 1. With nonlinear
systems, the nonlinearity is expressed in terms of the fit coefficients c1. . . cm
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as
ϵ(ρ) = 1 + c1ρ+ c2ρ

2 + ...+ cmρ
m, (5.25)

where for both PREX-II and CREX a polynomial fit degree of m = 3 was
sufficient to accurately characterize the nonlinearity for the entire Compton
energy range.

The nonlinearity measurements are corrected for the effect of electrical
cross-talk during the experiment. The information to create this correction is
gathered during the dark delta linearity tests. In this test, the delta electrical
signal is sent to an LED on the outside of photon detector, which could mimic
the electrical signal of the delta LED without depositing light on the detector.
In these tests then ideally Y (V +∆) = Y (V ) because the only the variable
LED is depositing any light on the detector. In practice, the cross-talk from
the delta LED signal can change the response of the variable LED meaning
that any observed deviation of Y (V +∆)− Y (V ) from zero is due to cross-
talk. Thus fitting the dark delta PMT response function with a polynomial
of sufficient degree gives the correction factors which can be applied to the
two-LED PMT response function before fitting.

The nonlinearity functions for both experiments can be seen in Fig. 5.16.
With parameters of the nonlinearity function, the corrected analyzing power
(originally defined in Eqn. 4.25) is applied by specifying the detector response
function as

⟨Al⟩ ≃
∫ 1

0
dρAcρ(1 + c1ρ+ c2ρ

2 + c3ρ
3)dσ

dρ∫ 1

0
dρρ(1 + c1ρ+ c2ρ2 + c3ρ3)

dσ
dρ

. (5.26)

The nonlinearity-corrected analyzing power is then calculated and com-
pared to the analyzing power without nonlinearity correction which is ob-
tained by performing the above integration with c1 = c2 = c3 = 0. For
the PREX-II PMT, this correction is 0.08% of the analyzing power while for
CREX it is 0.02%. Neither of these are leading sources of uncertainty for
either experiment which is to be expected as PMTs are specifically chosen
for each experiment based on low nonlinearity in the correct energy region.

Gain Shift

Early nonlinearity tests with the PREX-II PMT taken in Hall A with and
without the load LED active indicate that the PMT gain might be itself
dependent on the incident light intensity of the PMT. The evidence for this
effect is that while both the pulser and the beam were running, the delta
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LED appears to have a lower pulse integral while the laser is locked than
while it is unlocked. This is despite the fact that for each experiment the
delta LED brightness is never changed. This “gain shift,” if confirmed, af-
fects the background subtraction which was part of the Compton asymmetry
calculation.

The primary parameter to describe gain shift is the relative change in
pulse size α with

α =
∆ON −∆OFF

∆ON

, (5.27)

where ∆ON is the integrated pulse size of the delta LED with laser on, and
∆OFF is the same but for laser off. The corrected asymmetry can then be
written as

⟨Acorr⟩ =
⟨Aexp⟩+ αfDOFF

1 + αfYOFF

, (5.28)

where f is defined as

f ≡ 1

YON − YOFF

. (5.29)

A gain shift test was conducted on the PREX-II tube after the PREX-II
experimental run. The procedure for the test is:

1. With the PMT and powered with the same HV supply and voltage used
during the experiment, increase the load LED until the PMT response
is roughly equivalent to the laser-on signal size.

2. Activate the pulser system and flash both LEDs at a constant bright-
ness. The selected brightness for each LED may be arbitrary.

3. Record the Compton PMT signal for each LED pulse. While recording
alternately flip the load LED on and off after each minute.

4. Once enough statistics are collected, find the difference between the
mean pulse integral for LED pulses with the load LED on and the load
LED off. Calculate α from these integrals.

5. Repeat the process with the load LED brightness reduced. Continue
dimming the load LED to measure enough brightnesses in the detector
response range to fit.
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Figure 5.17: Compton PMT data with ≈500 load LED cycles. Plotted is
the difference in delta LED pulse size between load LED states. The par-
ticular data shown here was taken with YON − YOFF approximately equal to
the PREX-II average, so ⟨α⟩ is close to the overall correction for the entire
experimental run.

Once all measurements are taken, values of α are plotted as a function
of YON − YOFF and fit. A linear fit function is sufficient to characterize α
for all signal sizes. In principle, the intercept of this linear fit should be zero
as there cannot be any gain shift without a change in background signal.
However, for PREX-II gain shift tests this is not required as the gain shift
measurement do not need a comparison with beam off data.

An example of the data from one gain shift run can be seen in Fig. 5.17.
The data shown has ≈500 cycles in which the delta LED PMT response is
compared between load on and load off intervals. The average α measured
is compared with other runs at different load LED intensities and fit. The
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fit parameters are then included to calculate α dynamically in the photon
analysis to correct the photon asymmetry per laser cycle. For PREX-II the
average relative correction to the asymmetry is 0.22%.

We were unable to directly measure the CREX tube for gain shift due
to a malfunction in the pulser system. So instead, the gain shift calculation
is determined from pulser running that was taken during the CREX exper-
imental run. As for PREX-II the gain shift data are taken from the delta
LED pulse size, however for CREX the laser cycling system is used instead
of the load LED. A full fit of α as a function of YON −YOFF is not possible as
the LED system cannot be used at different Compton signal size. In lieu of a
full cycle-to-cycle correction, the decision was made to instead limit the un-
certainty from gain shift by scaling α to the highest value of YON−YOFF seen
during the CREX experiment, and use the size of the potential correction as
the uncertainty from gain shift.

During running the highest scaled value of gain shift is α =0.01246. This
corresponds to a 0.15% correction on the asymmetry. The correction on the
asymmetry is smaller for CREX than it was for PREX-II despite the fact
that the measured gain shift is larger. This is due to the fact that CREX
has a much higher signal-to-noise ratio, meaning that the uncertainty due to
background subtraction is much less sensitive to a mismeasurement than it
would have been in PREX-II.

5.6.4 Beam Kinematics

Because the calculation of analyzing power ⟨Al⟩ is dependent on the beam
energy E the precision of the measurement of beam energy will add to the
uncertainty on the analyzing power. The beam energy is measured by ob-
serving the beam position along the arc on the beamline heading into Hall A
after the steering dipoles, from which the beam kinematics can be extracted.
For PREX-II beam energy is E = 953.4±1.0 MeV while for CREX the beam
energy is was E = 2182.2 ± 1.1 MeV. For PREX-II this is a relative uncer-
tainty on the analyzing power (and directly on the measured asymmetries)
of 0.1% while for CREX the uncertainty contribution from beam energy is
0.05%.

The beam energy is also used to correct the analyzing power as the simu-
lations to determine the analyzing power were performed before experimental
running using the assumed beam energy. The difference between the assumed
beam energy and the actual measurement is on the order of 1̃ MeV indicating
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the correction is small enough to be calculated using a numerical calculation
of Eqn. 4.25.

Radiative corrections defined in Sec. 4.2 are also applied to asymmetries
in both experiments. However, because the kinematics to the corrections are
well-defined and understood the systematic uncertainty contribution from
these corrections is negligible.

5.7 CREX Compton Result

Once Compton photon asymmetries are calculated for each laser cycle, cy-
cles are grouped together into snails each with the same IHWP state. Snail
polarizations are taken from the statistically-weighted average of cycle po-
larization. During the experimental run, the snail polarization averages re-
vealed that the magnitude of beam polarization was slowly decreasing. This
decrease was highly correlated with the decreasing quantum efficiency of the
polarized source. This effect had been observed in polarized beam experi-
ments at JLab before. To mitigate the decreasing polarization accelerator
operators first moved the laser spot location on the polarized source. This
recovered the magnitude of beam polarization but as the quantum efficiency
decreased again so did the beam polarization keep decreasing. After the
restart from the summer shutdown the decreasing polarization was no longer
observed during the final phase of the CREX run. The measured snail po-
larizations can be seen in Fig. 5.18.

To find the polarization averaged over the experiment the time-dependence
is accounted for in the choice of averaging method. In addition, when av-
eraging the data for the entire CREX Compton run, the snail polarizations
is weighted by the statistical precision of the main experiment data taken
during, or around the same time as each Compton data point. This presents
a challenge as the main experiment data is aggregated in periods that do not
always line up neatly with the Compton snails. To solve this three meth-
ods to calculate the CREX Compton polarization average are used and their
consistency evaluated:

Escargatoire Average

Snails are grouped together into periods called “escargatoires.” Escargatoires
are constructed such that each escargatoire:
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Figure 5.18: Polarization measurement for each of the CREX snails, corrected
for laser DOCP, and separated by wien angle state and IHWP state. The
time dependence of the polarization can be seen most prominently between
snails 120 and 180. Two major changes in beam configuration are marked:
first, the laser spot move on the polarized source in the injector and second,
the lab shutdown for most of spring and summer 2020.

• should have approximately equal statistical precision as every other

• must have a start time and an end time such that the periods from the
main experiment data and the Compton data can be matched exactly
without data needing to be split further

• must only have data from each IHWP and wien state, and the data
must be taken within three days of each other

The entire CREX Compton run (consisting of 121 snails) is grouped into
43 escargatoires. The polarization average is calculated internally in each
escargatoire using a statistically weighted average of cycle polarizations with
the same procedure discussed in Sec. 5.2.3.
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However, the average polarization of the entire run is computed with a
slightly different weighting which used the parity-violating asymmetry un-
certainty for the run period matching the escargatoire by

wi =
1

(δAPV )2i
. (5.30)

This is done because the primary driver of the changing beam polariza-
tion is the dropping quantum efficiency on the source, which is itself driven
by the beam current draw from the source. Since the main experiment ran
even more reliably than the Compton, the main experiment periodic statis-
tical precision serves as a proxy for current draw on the source. With this
weighting any losses of Compton statistical precision (due possibly to beam
instability leading to cuts, or technical issues preventing Compton running)
do not de-weight any parts of the Compton measurement more heavily than
others, and do not affect the overall run average.

Once grouped together the escargatoire average yields a CREX Compton
polarization of 87.118% with 0.021% relative statistical uncertainty. The
statistical precision for each laser cycle is calculated from Eqn. 5.11, and
aggregated for each escargatoire and over the run period with Eqn. 5.30.

Piecewise Fit Average

In order to characterize the time-dependence of the polarization, the CREX
Compton data is divided up into five “pieces” which are fit linearly. Piece 1
comprises the first right wien period. Piece 2 is the left wien period from when
it started up to the laser spot move on the source. Piece 3 is the remainder
of the left wien period until the lab shutdown. Piece 4 includes just two
snails that were taken just after the accelerator began running again but had
not yet reached a steady state. Piece 5 was the remainder of the last right
wien period. Once the pieces are fit, the average polarization is calculated by
evaluating the fit for each piece at the time each escargatoire is taken, and
then taking a weighted average of each piece. Different IHWP states are fit
separately, as the PREX-II polarization data demonstrates that the IHWP
state can affect the magnitude of polarization if the vacuum window in the
injector is birefringent.

The challenge in applying a linear fit to the pieces with observable time-
dependence of polarization is that without adjustment, the two fit parameters
(intercept and slope) are correlated. The sensitivity of the determination
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of the intercept parameter to the determination of the slope parameter is
dependent on the mean position of the escargatoire data in the piece on the
x-axis. To remove this correlation entirely fits are done on piece 2 and piece 3
with the entire CREX Compton data shifted on the x-axis such that the fit is
taken around the mean time of each piece. This fit yields a slope parameter
for each piece that is completely uncorrelated from intercept. In addition
when fitting for slope, the data is not separated by IHWP state because the
IHWP cannot affect the rate of change of polarization.

Piece 1 Piece 2 Piece 3

Piece 4

Piece 5

Figure 5.19: CREX polarization averages grouped by escargatoire. The run
is divided up into 5 pieces which are linearly fit except for piece 4 which is
short. The x-axis is proportional to current draw off the polarized source,
the primary cause of the decaying quantum efficiency.

With the slope parameters obtained the escargatoire polarization averages
are subtracted by the slope parameter times the average slug number to
get data from each piece distributed around the intercept with no time-
dependence. The mean of this data (again separated by IHWP state) is the
intercept.

The fits to the Compton escargatoire polarizations can be seen in Fig.
5.19. There are five pieces, of which four are fit. There are eight fits in
total plus the two snail polarizations in piece 4. The time-dependent fits in
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piece 2 and piece 3 were each evaluated at the weighted mean slug number
of the escargatoires in the piece. The result is two polarization averages
per piece which are used to calculate the average for the entire CREX run.
The weights for the average are, like before, the statistical precision of the
main experiment asymmetry measured during each piece. The result is a
polarization mean of 87.119% with 0.018% relative statistical uncertainty.

Mini-Escargatoire Average

In order to understand if there are other time-dependent effects on the po-
larization besides the decreasing quantum efficiency of the source, the CREX
Compton data is grouped into “mini-escargatoires.” Mini-escargatoires dif-
fered from regular escargatoires in that no requirement of polarization statis-
tics is imposed. In short, mini-escargatoires are constructed by using the
minimum necessary grouping of CREX Compton data: grouping snails to-
gether only if it is necessary to match the start and stop times of slugs taken
at the same time.

This results in 95 mini-escargatoires being formed. The average polariza-
tion and uncertainty is obtained with the same calculation used to get the
escargatoire polarization average. The average polarization by this method
is 87.104% with 0.022% relative statistical uncertainty.

CREX Compton Averages

The three different models of CREX polarization time dependence are com-
pared and found to agree with each other to a high degree of accuracy. The
mean polarization and statistical uncertainty for each model can be seen
summarized in table 5.6. The weighted mean of the three models comes out
to 87.115% polarization. The statistical uncertainty on each model calcula-
tion is on the order of 0.02%, so an overall statistical uncertainty of 0.02% is
applied to the mean.

The uncertainties for the CREX measurement can be seen summarized in
table 5.7. The only corrections that are applied to the CREX asymmetries are
laser polarization (in that Pγ normalized all experiment asymmetries), the
beam energy correction to the analyzing power, and the radiative corrections
to the measured asymmetries. The data is not corrected for gain shift and
photon cone offset, as the precise value of the correction could not be obtained
for either effect. Instead the uncertainty is taken from the maximum possible
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Method Polarization Mean Rel. Uncert.
Escargatoire Average 87.118% 0.021%
Piecewise Fits 87.119% 0.018%
Mini-Escargatoire Average 87.104% 0.022%
Total Average 87.115% 0.020%

Table 5.6: Average and uncertainty of the CREX polarization for all three
different methods. All three averages are within uncertainty of each other
and therefore the uncertainty from the choice of model for time-dependence
is negligible.

magnitude of the effect from the Compton data. The plots of Compton
asymmetries for each snail, as well as additional information about the CREX
running conditions can be found in Appendix B.

Source Rel. Correction Uncertainty Contribution
Laser DOCP 0.29% 0.45%
Photon Cone Offset - 0.20%
Gain Shift - 0.15%
Beam Energy 0.103% 0.05%
Nonlinearity - 0.02%
Model - 0.02%
Radiative Correction 0.3% -
Statistics - 0.02%
Total - 0.52%

Table 5.7: Uncertainty table for CREX Compton measurement. All uncer-
tainties quoted here are relative.

For CREX the Compton polarimeter measurement found that PCompton
e =

(87.115 ± 0.453)% which is 0.52% relative uncertainty. This is remarkable
because this stands as one of the most accurate Compton polarimetry mea-
surements of an electron beam ever made. Other Compton beam polarimetry
measurements can be seen in table 5.8. The CREX precision ties the reported
precision of the 1997-98 run period at SLAC’s SLD program. The JLab Hall
A polarimeter used for PREX-II and CREX had been used before for multi-
ple experiments with only HAPPEX-III reporting a polarization uncertainty
below 1%.
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Year Facility Experiment δPe/Pe Citation
1997/98 SLAC SLD 0.52% [96]
2008 MAMI A4 2.4%* [97, 98]
2009 JLab Hall A HAPPEX-III 0.96% [35]
2010 JLab Hall A PREX-I 1.13% [36]

2013/14 JLab Hall C QWeak 0.59% [87]
2016 JLab Hall A DVCS 2.78% [99]
2020 JLab Hall A CREX 0.52%

Table 5.8: Comparison of the overall uncertainty precision on recent Comp-
ton polarimetry reported results.
*Statistical uncertainty only

The increase in precision observed during CREX compared to other Hall
A experiments is due in part to the improvements to beam and apparatus
control during experimental running. The HAPPEX-III Compton polariza-
tion measurement systematics is dominated by contribution from the laser
DOCP determination [80]. For CREX this is significantly less of a factor
because of the upgrades to the Compton laser system which introduced the
QWP/HWP entrance function reducing uncertainty due to vacuum window
birefringence. The uncertainty contribution due to PMT nonlinearity and
from gain shift is lower in part due to the selection of PMT but also due
to CREX’s general insensitivity to pedestal uncertainty. Additionally, the
CREX Compton signal-to-background ratio is high enough, and the CREX
Compton runs precise enough to enable deeper investigations of systematic
uncertainty sources than had been done before on this device.

5.7.1 CREX Møller Result

The Møller polarimeter is used in concert with the Compton to measure
the beam polarization. Because the Møller polarimeter runs are invasive,
special times during the experimental run are allocated for Møller runs. A
single Møller run for polarization takes ≈8 hours including the time for the
accelerator operators to engage the Møller configuration and to return to the
experimental configuration.

The Møller polarization measurements can be seen in Fig. 5.20. There
are nine measurements in total. A single Møller measurement consists of two
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Figure 5.20: Plot of the Moller polarization measurements separated by wien
and IHWP state, and marked by date taken.

reported values: the reported polarization in each IHWP state. This is the
case for every Møller measurement except the one taken on March 18th. Due
to technical issues with one of the Møller magnets, several polarization mea-
surements were aborted before any polarimetry data could be obtained. The
magnet issue affects Møller measurements mostly taken during the wien left
period in CREX running, hence the low number of wien left measurements
in Fig. 5.20.

Source Uncertainty Contribution
Foil Polarization 0.57%
High Current Extrapolation 0.50%
Null Asymmetry (Cu Foil) 0.22%
Beam Bleedthrough 0.18%
Analyzing Power Azz 0.16%
Dead Time Correction 0.15%
Others 0.13%
Total 0.85%

Table 5.9: Møller polarimetry systematic uncertainties for CREX running.

The Møller polarimetry systematic uncertainties are listed in table 5.9.
The limiting uncertainty for the Møller is the Fe target foil polarization. The
magnetization is a function of target temperature and B-field from the Møller
magnets [64]. Ultimately, the Møller polarimeter measures PMoller

e = (87.06±
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0.74)% which comes out to 0.85% relative uncertainty. This measurement is
then used in addition to the Compton result to further increase the precision
on the CREX beam polarization measurement.

5.7.2 CREX Combined Polarimetry Result

While the Compton and Møller polarization means for the entire CREX
experiment are in very good agreement with each other, the possibility of
the agreement between the two systems being time-dependent is still present,
due to the time-dependence of polarization. Of the Compton polarization
average methods used, the piecewise fits provide a time-dependent model of
polarization that can also be evaluated for data that with no contemporary
Compton running (like the Møller had). The Møller measurements are then
compared with each matching Compton fit evaluated at approximately8 the

8While the Møller polarimeter measurement time is “approximate” for these calcula-
tions, all CREX Møller measurements were close enough in time to Compton measure-

Figure 5.21: Compton escargatoire polarization averages and Møller polar-
ization measurements plotted by time of measurement. Møller measurement
times are approximate. The fits used for Compton polarization averaging are
also drawn, and do no include Møller data points.
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same time each Møller measurement was made. The Møller data points are
shown added to the Compton fits in Fig. 5.21.

Figure 5.22: Residuals between the Compton piecewise fits and measued
Møller polarizations for each Møller measurement plotted chronologically.
The reported Møller polarizations are subtracted from the Compton piece-
wise fits, with the exact fit used determined by the IHWP state of the mea-
surement and the approximate time of the measurement. The overall mean
of the residuals is zero, showing strong agreement between the Møller and
Compton measurements.

The average difference between the Møller measurements and the Comp-
ton fits is 0.0217±0.0457 out of a mean of 87.1% polarization. The agreement
between Compton and Møller measurements is then well within the overall
uncertainty of both measurements, and is also statistically consistent between
polarimeters. There is no indication that the agreement between Compton
and Møller is time-dependent either, meaning that no uncertainty between
Compton and Møller polarimeters needs to be added in order to use the av-
erage of the two. The residuals between the Møller measurements and the
Compton piecewise fits can be seen in Fig. 5.22.

Because the sources of Møller systematic uncertainty are not correlated to
the sources of Compton systematic uncertainty, the average polarizations of
both Møller and Compton polarimetry are together using an inverse-variance
weighted mean. With PCompton

e = (87.115± 0.453)% and PMoller
e = (87.06±

0.74)% the overall beam polarization is Pe = (87.10 ± 0.386)% with 0.44%
relative uncertainty. This is certainly the most accurate beam polarization
measurement ever taken for an experiment at JLab, and represents significant

ments that the approximation made no difference.
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progress towards extremely high-precision polarimetry required by future
polarized beam experiments.

5.8 PREX-II Compton Result

Though the main process of the analysis is the same for both PREX-II and
CREX Compton data, the differences between the data quality of the two
experiments means that different considerations are taken into account for
the PREX-II analysis. Firstly, no time-dependence is observed in the PREX-
II polarization data, therefore time-dependent weighting for calculating the
polarization average is not necessary. Additionally polarimetry data from
both Compton & Møller during PREX-II revealed that the magnitude of
polarization is lower for IHWP in data than it was for IHWP out data. The
cause was determined after the PREX-II experimental running to be from
the high voltage setpoints used on the Pockels cell in the polarized source,
which induced a birefringent effect on the vacuum window causing the laser
in the polarized source to have a significant linear polarization component
before it hit the GaAs photocathode. It was eventually determined however
that the average polarization of both IHWP states would be sufficient to
normalize the parity violating asymmetry.

Additionally, the approach to systematic uncertainties taken in the PREX-
II Compton analysis have some differences compared with that done for
CREX. While for CREX the photon cone offset is calculated using the simu-
lation described in Sec. 5.6.1, for PREX-II the beam position is more tightly
controlled allowing for a point-to-point photon cone offset correction. Addi-
tionally a correction is applied for the PREX-II gain shift, as direct measure-
ments had been completed for the PREX-II PMT before the full PREX-II
Compton analysis.

The PREX-II Compton measurements can be seen in Fig. 5.23. Addi-
tionally the Møller polarization measurements for each IHWP state can be
found overlaid in the same figure. Both Compton and Møller data agreed
that the difference between polarization magnitude for each IHWP state
is ≈1.2 percentage points. Across both IHWP states the Møller reports
Pe = (89.7 ± 0.8)% while the Compton reports an average of Pe = 89.68%
with 0.15% statistical uncertainty. Additional PREX-II Compton plots for
snailwise variables can be found in Appendix A.

While the statistical agreement between Compton and Møller data is

165



χ2

N−1 = 0.62

χ2

N−1 = 1.55

χ2

N−1 = 3.31

χ2

N−1 = 2.25

Figure 5.23: Comparison between PREX-II Compton and Moller results. Be-
cause PREX-II did not observe a polarization time-dependence, the Moller
data is drawn as an overall average of all Moller measurements. Only statis-
tical errors are shown for each polarimeter.

again, remarkable, indications of non-statistical behavior in the measured
polarization in the Compton data set prompted deeper investigations of pos-
sible sources of systematics. Specifically, run periods taken within a few hours
of each other show a degree of variation in the asymmetry and polarization
measurements which cannot be confirmed by the Møller nor can they be cor-
related with any known variables in the Compton system. Investigations into
new potential sources of systematic uncertainty (such as the dependence on
helicity-correlated beam position differences) yield null results. Ultimately,
the decision was made to only use the Møller polarimetry data for PREX-II
in hopes that the analysis of the CREX Compton data (which was carried
out after the PREX-II Compton analysis) would shed light on any further
systematic uncertainty sources. Indeed, the CREX Compton data, due to its
remarkable precision necessitates the development of new methods of quan-
tifying systematic uncertainty. This leaves the possibility of a reanalysis of
the PREX-II Compton data open for future study with new improvements
to the analysis process that the CREX Compton data helped us develop.
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Chapter 6

PREX-II/CREX Analysis

Over the entire 85-day PREX-II run period 126.98 C of beam charge us-
able for asymmetry measurements was deposited on target. Of that, 113.98
C of charge passed a series of cuts defined for analysis during running. At
an average of 70 µA, this is the equivalent of 18.8 days of continuous beam
deposited on target. For CREX the run period was 120 days and 382.56
C of cuts-passing charge was deposited on target which is the equivalent of
29.5 days of continuous beam. Data from two experimental periods are first
organized into CODA runs where the DAQ is continuously recording data,
which are subsequently grouped into slugs as described in Sec. 5.2.1. Anal-
ysis of both runs and slugs was conducted continuously during experimental
running to monitor changes in data quality. This analysis informs the cali-
bration and cut parameters used by the analyzer at different points during
running.

The fundamental unit of time of the analysis is the MPS, a single helicity
period. The fundamental unit of asymmetry measurements is the multiplets.
Multiplets can either be quartets (consisting of four MPSs) or octets (con-
sisting of eight MPSs) depending on the run configuration. Multiplets are
grouped into “miniruns” containing five minutes worth of accepted multi-
plets. Miniruns are divided up within a CODA run, with a typical CODA
run containing 3-10 miniruns. Runs are grouped into slugs with the same
IHWP state as described in Sec. 5.2.1. Slugs are grouped into “Pitts” which
consist of four neighboring slugs with approximately equal statistics in each
IHWP state.
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6.1 Cuts

Individual MPS windows and multiplets are subject to being cut if they
are found to be unsuitable for asymmetry calculations. The cuts used for
PREX-II and CREX running can be divided up into two categories. The
first cut category is for any cuts relating to hardware failures in either DAQ
electronics or beam monitors. The analyzer cuts events based on a series of
hardware checksums. Events that saturate the ADCs are also cut. BCMs,
BPMs, beam modulation and fast feedback are also monitored for hardware
failures and are included in cuts by the analyzer.

The second category of cuts are applied based on the beam configuration.
If either the beam position or energy experiences a rapid change (referred to
as a “burp”) a short period around the burp is cut to enforce stability. If
either the beam position or energy are outside of their ideal range, these
events are also cut. The same cuts are applied to beam current, with an
additional cut on beam current to remove any events where the beam is off.

It is important to note that none of the cut criteria are applied directly
to detector data, or asymmetries, or other helicity-correlated values.

6.2 Asymmetries

As shown in Eqn. 2.3, the asymmetry that is read directly off the detector
is contaminated by sources of “false” experimental asymmetry which need
to be corrected during the analysis. To get the physics asymmetry Aphys

corrections are applied both during and after experimental running. The
sources of false asymmetry are obtained through the data in the analyzer
which gathers information from the main detectors, the AT detectors and
the beamline monitors. Acorr — the measured asymmetry over all multiplets
after correction for these false asymmetries — can be written as

Acorr = Adet −AQ −Apos −AT −Anonlin −Ablind, (6.1)

where Adet is the uncorrected asymmetry directly from the main detectors,
AQ is the asymmetry in beam charge, Apos is the asymmetry resulting from
helicity-correlated beam position and energy, AT is the transverse asymme-
try, Anonlin is the false asymmetry arising from detector nonlinearity, and
Ablind is a blinding term.
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Ablind in particular is chosen by an arbitrary seed string which is hashed
to a numerical offset before each experiment began. The asymmetry range
from which Ablind is chosen (referred to as the “blinding box”) is selected
to be about 10× the expected statistical precision of each experiment. For
PREX-II: -150 ppb <APREX

blind <150 ppb while for CREX: -900 ppb <ACREX
blind

<900 ppb. Ablind, as its name implies, is unknown to experimenters during
experimental running, and is only revealed to experimenters after the full
analysis of all other subsystems is completed.

The physics asymmetry can be expressed using another set of corrections
with

Aphys = RradcorrRQ2Racc
Acorr − Pe

∑
i fiAback,i

Pe(1−
∑

i fi)
, (6.2)

where RQ2 is a correction factor obtained from the Q2 measurement, Racc is
the correction from the acceptance function, Rradcorr is from radiative correc-
tions, Pe

∑
i fiAback,i is the total false asymmetry from detected backgrounds,

and 1
1−

∑
i fi

is the background dilution factor.

Figure 6.1: The various PREX-II/CREX subsystems and their contribution
to the physics asymmetry calculation. It should be noted that this diagram
is not comprehensive of the analysis process.

A visualization of the analysis process to compute Aphys as described by
Eqn. 6.1 and 6.2 can be seen in Fig. 6.1. Some corrections such as charge
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asymmetry are applied in analysis during experimental running whereas oth-
ers such as beam polarization and Q2 corrections are dependent on measure-
ments which are not fully analyzed until after the experimental run period.

Experiment Araw [ppb] δAraw [ppb]
PREX-II 431.64 ± 44.01
CREX 2026.81 ± 189.88

Table 6.1: PREX-II/CREX detector asymmetries with only the charge asym-
metry correction applied: Araw = Adet −AQ.

The so-called “raw” asymmetries (Araw = Adet −AQ) from the detectors
for both PREX-II and CREX before any corrections are applied can be found
in Tab. 6.1.

6.2.1 Helicity-Correlated Beam Properties

The false asymmetries from the beam arise from helicity-dependent effects
of the beam at the target. The first of these to consider is charge asymmetry
AQ. The calculation of AQ depends on the hall BCMs and because AQ is
typically the largest and best-measured correction, it is corrected first. The
experimental charge asymmetries can be seen in table 6.2.

Experiment AQ [ppb] δAQ [ppb]
PREX-II 20.68 ± 25.80
CREX -88.8 ± 26.20

Table 6.2: PREX-II/CREX BCM asymmetries.

Correcting asymmetries due to helicity-correlated position, angle and en-
ergy differences is more complicated. Firstly, there is no direct monitor of
position and angle differences at the target therefore it must be extrapolated
from other position monitors. The space of beam motion at the target has
five components: helicity-correlated position differences at the target in the
two transverse directions, the differences in angle at the target in the two
transverse dimensions, and beam energy: B⃗ = (x, y, θx, θy, Ebpm).

These corrections are applied together to form the asymmetry correction
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Apos from Eqn. 6.1 [100] as

Apos =
5∑

i=1

Ci∆Bi, (6.3)

where ∆Bi is the helicity-correlated difference in beam parameter Bi

∆Bi =
B+

i −B−
i

2
, (6.4)

and Ci is the asymmetry sensitivity to beam parameter Bi

Ci =
∂Araw

∂∆Bi

. (6.5)

Because there is no direct measurement of helicity-correlated position,
angle and energy differences at the target, the BPMs are used to measure
position-differences along the beamline and extrapolate those differences at
the target. For this, PREX-II and CREX uses six BPMs which each measure
in two transverse dimensions totalling twelve position monitors along the
beamline. These six BPMs included three BPMs in Hall A itself, and three
BPMs on the arc leading into Hall A. The BPMs on the arc are especially
sensitive to beam energy fluctuations as they exist in a dispersive region,
while the other monitors are primarily used to project the position and angle
changes at the target.

The next section describes how the sensitivities Ci can be determined.

6.2.2 Regression & Dithering

Regression

The goal of the linear regression technique is to measure the correction slopes
Ci between measured detector asymmetries and helicity-correlated beam
properties measured by beamline monitors. Using the naturally-occurring
beam motion and position differences, the correlations are extracted directly.
A visualization of position and energy correlations can be seen in Fig. 6.2.

While the correlation slopes Ci represent the effect of helicity-correlated
beam properties at the target, the measurement of correlation slopes is taken
at each position monitor. All twelve position monitors are used to calculate a
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Figure 6.2: Plots showing the correlation between left HRS (top row) and
right HRS (bottom row) asymmetries and beam position differences (left col-
umn) and energy differences (right column). Note that due to the symmetry
of the spectrometers the position correlations are opposite sign in each side,
but for energy the sign of the correlations are the same.

simultaneous correction for all degrees of freedom. This can be accomplished
through a linear transformation

∆B⃗ = R∆M⃗, (6.6)

where ∆M⃗ are the beam monitor differences [100]. The transformation R
must then be diagonalized to get the correction for each individual beam
monitor. Then denoting the beam monitor correlation slopes as βi the asym-
metry correction is reparameterized as

Araw −Apos = Araw −
∑
i

βi∆Mi. (6.7)

The correction slopes then minimize the value of χ2 as

χ2 =
∑
j

[
Araw,j −

∑
i

βi∆(Mi)j

]2
, (6.8)
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for j measurements of asymmetry. The minimization condition is

∂χ2

∂βi
= 0. (6.9)

This equation is then solved for βi by applying an inverse linear transform.

Dithering

The beam modulation system, also called “dithering,” is designed to arti-
ficially induce small trajectory excursions at the target. The position and
operation of the coils needed to induce this motion is described in Sec. 3.2.3.
After every dithering cycle the response in both the beam monitors and the
detectors are calculated.
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Modulation Phase

Upstream Left Det vs Coil 1
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Figure 6.3: Response of both the main detectors (specifically the upstream
left arm detector) and BPMs (specifically bpm4Ex) to a dithering cycle.
Slopes are extracted from each cycle and plotted on the right.

We then calculate the sensitivity to each beam monitorMi as
∂D
∂Mi

. Beam
modulation directly measures the sensitivity of the detector to each coil Ck,
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∂D̂
∂Ck

and the sensitivity of the beam monitors to the coils ∂Mi

∂Ck
for any monitor

i. Analogous to Eqn. 6.7, the sensitivity to each coil can be written as

∂D̂

∂Ck

=
∑
i

∂D

∂Mi

∂Mi

∂Ck

, (6.10)

where D̂ is the relative change in the detector signal over the modulation D̂ =
D
⟨D⟩ , and the monitor sensitivity ∂D

∂Mi
is analogous to βi. The coil sensitivities

can be seen for a single beam modulation cycle in Fig. 6.3. The equation
then can be rewritten in matrix form, which is inverted to solve for ∂D

∂Mi
.

Lagrange Multipliers

The method of Lagrange multipliers can be used to allow the sensitivities
from beam modulation to constrain regression and dithering, as well as the
sensitivities from regression. This is especially helpful if the parameter space
of natural beam motion needed for regression isn’t large enough relative to
electronics noise to resolve correlation slopes accurately. The Langrangian
function can be written as

L = χ2 +
∑
k

λk

(
∂D̂

∂Ck

−
∑
i

∂D

∂Mi

∂Mi

∂Ck

)
, (6.11)

where λk is the Lagrange multiplier for modulation coil k. The constraints
on the Lagrangian function are:

∂L
∂λk

= 0,
∂L
∂βi

= 0, (6.12)

where βi =
∂D
∂Mi

. This can be solved by matrix inversion, and uncertainties
can be assigned to the size of the correction based on the statistical uncer-
tainty of regression and the eigenvectors of the modulation covariance matrix
[100].

6.2.3 Asymmetry Corrections

The size of the asymmetry correction due to helicity-correlated beam prop-
erties is listed in Tab. 6.3.
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Experiment Apos [ppb] δApos [ppb]
PREX-II -60.4 ± 2.50
CREX 53.45 ± 5.44

Table 6.3: Asymmetry corrections from Lagrange multipliers

All 12 monitors are used by the correction to better limit the contribution
of the electronics noise. The uncertainty on the correction then comes from
the dominant five monitors (for the five degrees of freedom of the beam
trajectory.) The central value of the correction is the same as the correction
without dithering constraints to within 3%. Thus, an overall uncertainty of
3% is assigned to the correction.

6.3 Spectrometer Optics & Acceptance

Because the asymmetry, and the sensitivity to Rn is a sensitive function of
scattering angle θ, understanding the spectrometer acceptance over the scat-
tering angle distribution becomes essential for normalizing the asymmetry.
Additionally, by calibrating the spectrometer optics measurements of detec-
tor alignment, and inelastic contamination are possible. Optics calibration
for both PREX-II and CREX took place at the start of experimental running
as part of the experimental commissioning processes.

For PREX-II and CREX five scattering kinematic parameters are cal-
ibrated: x and y the displacement with respect to the central ray in the
dispersive and transverse directions respectively, θ and ϕ the angles with the
central ray in the dispersive and transverse planes respectively, and δ the
fractional change in momentum from the central ray [70]. The transport
of the trajectories through the spectrometer magnets is modeled as a series
of matrix transformations on these optical parameters from the target to
the detector planes [101]. This transport is made simpler by applying the
constraints of the HRS design.

To aid in the explicit identification of accepted particles, two sieve slit
collimators are installed on either side of the primary beamline collimator.
the sieves have a unique pattern of holes that certain segments of the ac-
ceptance can pass through. The accepted electrons in the tracking detectors
then only shows the electrons which pass the sieve pattern. A picture of the
sieve collimators can be seen in Fig. 6.4.
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Left Sieve Right Sieve
Collimator

Figure 6.4: Photo of the main collimator assembly with the sieves inserted
into the path of the acceptance.

These sieves are aligned such that the “central ray” of the acceptance
passes through the central sieve hole of each sieve. Also, the sieves are able
to be retracted during non-optics running such that they will not impact the
experimental data.

The end of the optics calibration gives a reconstruction of scattering ge-
ometry at the target. This, in tandem with simulation, produces and accep-
tance function which details the likelihood of a scattered electron being in the
acceptance as a function of scattering position and angle. The acceptance
function for CREX as a function of θ specifically can be seen in Fig. 6.5.
The acceptance function is then weighted by asymmetry and cross section
(using the functions shown in Fig. 2.3) to quantify the measured asymmetry
expectation value as a function of θ.

The effect of the uncertainty on the acceptance function and the physics
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Figure 6.5: The acceptance function for both HRS’s in dispersive scattering
angle θ. The PREX-II acceptance function derivation follows approximately
the same procedure.

extraction is then dependent on physics model, in addition to kinematic
factors (such as the consistency of Q2 or beam energy). Thus the optics cali-
bration is used for counting measurements during both PREX-II and CREX
while the full acceptance function is only normalized after the experimental
run periods1.

6.4 Counting Mode Measurements

6.4.1 Detector Alignment & Inelastic Backgrounds

Detector alignment checks need to be done during the running of both PREX-
II and CREX in order to keep the center of elastic scatters (the “elastic
peak”) focused on the main detectors. This accounts for small slow drifts in
the spectrometer optics configurations. Detector alignment is also important
in order to prevent inelastic scatters from nuclear excitations from adding to
the false asymmetry. The design of the spectrometers (as discussed in 3.6)
allows for separation between elastic scatters and lower-momentum inelastic
scatters.

1The analysis of the spectrometer optics and the acceptance function was done primar-
ily by Ryan Richards, Kent Paschke, and Siyu Jian.
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Figure 6.6: Inelastic background peaks as seen in the RHRS in one alignment
run during CREX. Three primary inelastic states are shown: 2+ and two 3−

states. The top plot shows the momentum spectrum with the three excited
states plotted. The bottom plot shows the probability of acceptance as a
function of momentum.

The inelastic contribution is a more significant issue for CREX, which has
more pronounced inelastic peaks at a close distance to the edge of the main
detectors. The primary excited states of 48Ca contributing to the CREX
APV measurement are the Jp = 2+ and two Jp = 3− states. These are iden-
tified by a small peak in the momentum spectra of the main detectors with
lower momentum than the elastic peak (as seen in Fig. 6.6.) Fits of expected
contributing states are used to bound the possible magnitude of the contribu-
tion from each. Theoretical estimates of APV from each contributing state
along with uncertainty estimates are used to estimate the total correction
and uncertainty.

That quantification can be seen in Tab. 6.4. Inelastics produce an overall
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State ∆p [MeV] fi [%] APV ± δAPV [ppb] δAPV [%]
2+ 3.831 0.59 8100 ± 2700 0.71
3− 4.507 0.66 2700 ± 1400 0.38
3− 5.370 0.12 3800 ± 2700 0.13
Total 0.82

Table 6.4: CREX inelastic uncertainty contribution on APV . Here APV ±
δAPV is the theoretical asymmetry contribution from each inelastic state.
[19]

relative uncertainty of 0.82% on CREX APV . For PREX-II the same process
is used but due to the inelastic peaks being much further from the elastic
peak the overall contribution is 0.02%2.

6.4.2 Q2 Measurements

The average four-momentum transfer squared Q2 was also needed to nor-
malize the asymmetry measurement. Kinematically Q2 can be expressed as

Q2 = (pe − p′e)
2 ≃ 2EE ′(1− cos θ), (6.13)

in the limit that E ≫ me and E ′ ≫ me [102]. this can be parameterized in
terms of either E or E ′ exclusively as

Q2 =
2E2(1− cos θ)

1 + E
me

(1− cos θ)
=

2E ′2(1− cos θ)

1− E′

me
(1− cos θ)

≈ 4EE ′ sin2(
θ

2
). (6.14)

Thus a Q2 measurement can be made with just the beam energy E and
the average scattering angle θ. Beam energy is measured on the beamline arc
leading into Hall A. This is accomplished by scanning the field of one of the
arc dipoles and extracting the field integral. This is then compared with the
beam profile scans along the arc and in Hall A which give the beam bending
angle, and thus an estimate of energy. This is done once for each experiment
as the energy would vary little over the course of the run [59].

To deduce the scattering angle θ we decompose it into a function depend-

2The inelastic background was examined primarily by Devi Adhikari.
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ing on target scattering angles θtg ϕtg as

θ =
cos θ0 − ϕtg sin θ0√

1 + θ2tg + ϕ2
tg

, (6.15)

where θ0 is the scattering angle of the central ray. Measuring θ0 involves doing
a pointing measurement, which uses the water cell target. With the water
cell the targets showed two elastic peaks, one for scattering off of hydrogen
and one for oxygen3. The energy difference between the two peaks is used
to identify θ0, which is used in conjunction with the detector optics to get a
function for θ, and subsequently Q2.

With a pointing measurement for each HRS in each experiment, Q2 mea-
surements are taken regularly by measuring the Q2 distribution in the VDCs.
These measurements are taken at low beam current so as to not overwhelm
the detectors.

Quantity PREX-II CREX
⟨Q2⟩ [GeV2] 0.00616 ± 0.00004 0.0297 ± 0.0002
LHRS θ0 4.765°± 0.016° 4.765°± 0.016°
RHRS θ0 4.747°± 0.018° 4.747°± 0.018°

Table 6.5: Average Q2 measurements for both spectrometer arms from
PREX-II/CREX. Note that because the pointing angle was defined by the
spectrometer configuration the pointing angles are equal for both experi-
ments. Uncertainties on Q2 take into account time-dependence.

The results of the Q2 measurements for both PREX-II and CREX can
be seen in Tab. 6.5. The Q2 measurements also provide one of the key
parameters for measuring the weak neutral form factor as seen in Eqn. 1.25.

6.5 Transverse Asymmetry Measurements

As part of the PREX-II and CREX experimental run plan, several days of
transverse running were allocated. During this time the beam polarization
is oriented transverse to the beam and the transverse asymmetry AT is mea-
sured on 208Pb, 40Ca, 48Ca, and 12C. These measurement periods not only

3Hydrogen is a much lighter nucleus than oxygen meaning nuclear recoils of hydrogen
give greater energy losses than for oxygen.
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provided novel transverse asymmetry data on these nuclei, they could also
be used to constrain the AT correction on APV .

Notably, AT from the 208Pb target was found to be zero so no asymmetry
correction is applied for PREX-II [103].

For 48Ca the AT correction is applied in two parts: ATH representing the
asymmetry from the horizontal transverse component of beam polarization
and ATV for the vertical component of beam polarization. The vertical polar-
ization component creates an asymmetry in the horizontal detector direction
and therefore is measured from the main detectors by weighting the asym-
metry by target scattering angle ϕtg. Here the weighting is done in the form
of a “double difference” or finding the difference between measured asym-
metries in the left and right detectors4. The form of the corrected measured
asymmetry is

AV
m,corr,dd ≈ PVAn

⟨ϕtg⟩left − ⟨ϕtg⟩right
2

, (6.16)

where PV is the vertical beam polarization and An is the corrected asymme-
try measured during transverse running [70]. Also in this convention ⟨ϕtg⟩left
and ⟨ϕtg⟩right have opposite signs to reflect the fact that the angles are on
opposite sides of the central beam axis. Then the vertical asymmetry cor-
rection during longitudinal running is proportional to the transverse running
asymmetry as5

ATV = AV
m,corr,ddξ, (6.17)

where ξ is the left-right vertical scattering asymmetry:

ξ =
⟨ϕtg⟩left + ⟨ϕtg⟩right
⟨ϕtg⟩left − ⟨ϕtg⟩right

. (6.18)

ATH cannot be measured by the difference between the HRSs but instead
must be bound by the possible PH and difference in vertical angle acceptance
on each HRS. PREX-II and CREX use specialized detectors positioned to
have increased sensitivity to vertical scattering angle. These “AT” detectors
are placed vertically above and below the main detectors. This positioning
allows the top-bottom detector asymmetry to exploit a greater degree of θtg
variation than the main detector acceptance.

4During CREX only the upstream detectors were used so double-differences were only
calculated with those detectors.

5This model is made with the assumption that An ∝ ϕtg
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Quantity ATV [ppb] ± δATV [ppb] ATH [ppb] ± δATH [ppb]
CREX Part 1, 2 -7.68 ± 3.56 1.2 ± 28.8
CREX Part 3 -6.10 ± 6.04 37.6 ± 34.2

Table 6.6: CREX transverse asymmetry corrections for both horizontal and
vertical components. The run is divided up in part 1 and 2 (from December
2019 to March 2020) and part 3 (August and September 2020) to reflect the
different beam configuration upon returning from the shutdown. [70]

This method produced the asymmetries quoted in Tab. 6.7. It should be
noted that the uncertainty range for the ATV correction is less than that of
the ATH correction, implying that the ATH measurement is a larger contrib-
utor to systematic uncertainty on APV . This reflects the fact that the ATV

measurement is done using the left and right HRSs, of which the geometry
is well known and measured and can be used as part of the analysis.

Additionally, a “spin dance” was performed during which the electron
spins in the accelerator are rotated while simultaneously polarimeters are
run to measure the beam polarization in each hall. This is done to identify
the effect of spin precession in the accelerator to make it easier to adjust
the injector configuration. The data from the spin dance from before CREX
suggest that the correction from ATH would be limited to 13 ppb. Because
both beam energy is stable and the Wien configuration is recoverable after
changes 13 ppb could be taken as the overall size of the correction as it was
reliable and a tighter bound than those from the AT detector measurements.

6.6 PREX-II/CREX Physics Asymmetry

At the end of the analysis for both experiments, the asymmetry corrections
are applied to find the experimental physics asymmetry. These include dom-
inant sources of uncertainty such as beam polarization, the acceptance nor-
malization, and also the backgrounds from the diamond foils on the PREX-II
targets and the 40Ca impurity in the CREX targets. In addition, uncertainty
for acceptance rescattering inside the spectrometers is studied but is deemed
to be small for both experiments. The uncertainties can be seen in Tab. 6.7.

The precision of both experiments relied on accurate determination of
the corrections for each run period. Two of the largest of these corrections
are for AQ and Apos. The measurement of these two asymmetries during
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PREX-II CREX
APV

Uncertainty
Contribution

[ppb]

APV

Uncertainty
Contribution

[%]

APV

Uncertainty
Contribution

[ppb]

APV

Uncertainty
Contribution

[%]

Polarization 5.23 0.95% 13.1 0.49%
Transverse
Asymmetry

0.00 <0.01% 12.7 0.48%

Acceptance
Normalization

4.56 0.83% 23.9 0.90%

Beam Correc-
tion

2.98 0.54% 6.9 0.26%

Nonlinearity 2.69 0.49% 6.7 0.25%
Carbon Back-
ground

1.45 0.26% - -

40Ca Back-
ground

- - 8.8 0.33%

Charge Cor-
rection

0.25 0.04% 1.1 0.04%

Inelastic Back-
ground

0.04 <0.01% 21.8 0.82%

Rescattering <0.01 <0.01% 0.5 0.02%

Systematic
Uncertainty

8.16 1.48% 39.4 1.48%

Table 6.7: Sources of systematic uncertainty for both PREX-II and CREX.

experimental running thankfully keeps the APV uncertainty contribution of
both controlled.

The experimental asymmetries with all corrections applied can be seen
in Tab. 6.8. The asymmetry blinding factor Ablind is only revealed after
all other analysis work is completed. Removal of the blinding factor does
not affect the absolute statistical uncertainty but it does affect the absolute
systematic uncertainties which are calculated from the relative uncertainties
in Tab. 6.7. In both experiments the total uncertainty is dominated by
statistics. For PREX-II APV = 550± 16 (stat) ±8 (syst) ppb (3.3% overall
precision) [104]. For CREX, APV = 2658±106 (stat) ±39 ppb (4.2% overall
precision).
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PREX-II CREX

Acorr

Araw

Acorr

Araw

Figure 6.7: TheAraw andAcorr distributions plotted for all multiplets passing
cuts in and example run for both PREX-II and CREX.

All figures in parts-per-billion
Asymmetry PREX-II CREX

Araw
431.64 2026.81

± 44.01 (stat) ± 189.88 (stat)

AQ
20.68 -112.4

± 0.25 (syst) ± 1.1 (syst)

Apos
-60.38 53.45

± 2.50 (syst) ± 5.44 (syst)

Acorr
492.02 2080.3

±13.52 (stat) ±83.8 (stat)

Aphys

549.4 2334.8
± 16.1 (stat) ± 106.1 (stat)
± 8.1 (syst) ± 37.3 (syst)

Ablind 0.5 -255.7

Unblinded Aphys 550.0 ± 18.0 2658.6 ± 113.2

Table 6.8: Selected experimental asymmetry results from both PREX-II and
CREX including the final unblinded asymmetry. Uncertainties on asymme-
tries are both statistical and systematic unless otherwise noted.
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Chapter 7

Results & Discussion

The PREX-II and CREX experimental results have significant implications
for the theory of nuclear structure as laid out in Ch. 1. The PREX-II result
sheds new light on neutron star physics as well as the direct properties of
208Pb nuclei. The CREX result can be shown to resolve tensions between
different theoretical nuclear modelling methods. This chapter will discuss
the nuclear properties revealed by the APV measurements from PREX-II
and CREX.

7.1 Form Factors & Skin Thickness

7.1.1 PREX-II

As discussed in Sec. 1.2.3 and explicitly demonstrated in Eqn. 1.33, a
measurement of APV can be used to find the weak form factor FW if the
Coulomb form factor Fch is known [105]. With a measurement of FW then
Fn can be extracted because the weak charge is dominated by the neutron.
At the particular kinematics selected for these experiments the form factor
is highly sensitive to the mean neutron radius squared ⟨r2n⟩, which can be
extacted.

With the assumption of a uniform interior density, the size of the distri-
bution implies the neutron density ρn. The sum of both proton and neutron
densities gives the total interior baryon density of nuclei as

ρb = ρn + ρp. (7.1)
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The nuclear charge density is modeled as a two-parameter Fermi distri-
bution of the form

ρ
(r)
W = ρ0W

sinh(c/a)

cosh(r/a) + sinh(c/a)
, (7.2)

where r is the radial coordinate, c is the radius parameter, a is the surface
thickness parameter, and ρ0W is the weak charge density at r = 0 [44]. The
density parameter ρ0W is fixed by requiring that the distribution integrates
to the nuclear weak charge. The mean weak radius squared is calculated as
[106]

⟨R2
W ⟩ = 3

5
c2 +

7

5
(πa)2. (7.3)

Matching the radius parameter c to the weak charge radius determined by
PREX-II or CREX gives RW on 208Pb and 48Ca respectively. The surface pa-
rameter a relies on input from different theoretical models, which introduces
a theoretical uncertainty to the measured nuclear properties.

A plot of weak charge density can be seen in Fig. 7.1. Indeed the weak
charge radius can be seen to extend beyond the charge radius in the Fermi
distribution.

208Pb parameter Value & Uncertainty
FW (⟨Q2⟩) 0.368 ± 0.013 (exp.) ± 0.001 (theo.)
RW [fm] 5.795 ± 0.082 (exp.) ± 0.013 (theo.)
ρW [fm−3] -0.0798 ± 0.0038 (exp.) ± 0.0013 (theo.)
ρb [fm

−3] 0.1480 ± 0.0040
∆r208np [fm] 0.278 ± 0.078 (exp.) ± 0.012 (theo.)

Table 7.1: Physical measurements of 208Pb as measured from the PREX-II
asymmetry and reported in Adhikari et al. [104].

The physical measurements of 208Pb from the measured APV of PREX-II
can be seen in table 7.1. It should be noted that the earlier PREX-I reported
value of δr208np = 0.33+0.16

−0.18 fm [36] can be combined with the PREX-II result
to produce an overall measurement of

∆r208np = 0.283± 0.071fm. (7.4)
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Figure 7.1: ρch and ρW for 208Pb plotted vs. nuclear radius. From these we
can extract ρp and ρn from which we can show the interior baryon density
ρb. Compare this with Fig. 1.1. Reproduced from [104].

7.1.2 CREX

The same analysis procedure can then be applied for the CREX data to derive
the physical properties of 48Ca. It should be noted that as of the publication
of this dissertation these reported properties are still preliminary.

The CREX form factor was found to be [107]

FW (⟨Q2⟩) = 0.1297± 0.0055. (7.5)

Previous predictions made with the FSUGold nuclear structure model
(and others) had predicted the CREX asymmetry at the CREX ⟨Q2⟩ at
≈2480 ppb which is slightly less then the actual CREX measurement, indi-
cating FW was slightly larger than these models had predicted [107, 108].
The difference of form factors from CREX was then Fch − FW = 0.0283,
which can be seen plotted alongside a number of structure models in Fig.
7.2.
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Figure 7.2: Form factor difference Fch − FW in 48Ca . The value extracted
from CREX APV and error bars is shown in black. The curves shown corre-
spond to the form factor calculations for different nuclear structure models,
and are shown contoured by the model’s predicted weak charge skin (from
0.10 fm to 0.25 fm). [107]

No neutron skin thickness is reported here because as of the publication
of this dissertation the CREX analysis is still ongoing.

7.2 Implications

7.2.1 PREX-II & Symmetry Energy

The nuclear symmetry energy term L (from Eqn. 1.40) is dependent on
nuclear pressure, which is itself dependent on baryon density. Thus the
PREX results can be used to constrain this value. L can be determined from
a fit of the strong correlation between L and ∆rnp. This correlation can be

188



PREX-II Result

Figure 7.3: Symmetry energy term L plotted for saturation density ρ0 and
2
3
ρ0. The PREX-I and II mean and uncertainty on ∆rnp are also drawn.

Adapted from [109].

seen in Fig. 7.3.
The results of PREX-I and II find that at nuclear saturation density

L = (106 ± 37) MeV [109]. And at 2
3
saturation density (approximately

the average of saturation and surface density) L = (71.5± 22.6) MeV. This
result is striking because it is in tension with predictions made using different
empirical and calculated constraints [110].

7.2.2 PREX-II & Neutron Stars

As discussed in Sec. 1.3.2, because the equation of state for a neutron star
and a single nucleus of 208Pb can be parameterized similarly, the measure-
ment of ∆rnp can be used to set bounds on the astrophysical properties of
neutron stars. One important astrophysical parameter is the neutron star
deformability Λ from Eqn. 1.42.

The NICER telescope on the International Space Station found that for
a neutron star of 1.4 solar masses 11.96 km ≤ RNS ≤ 14.26 km [111].
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Figure 7.4: Deformability parameter Λ1.4 for a neutron star of 1.4 solar masses
plotted against ∆r208np . Predictions by a set of energy density functionals
appear in blue points. The PREX-II result can be seen along with the results
from the NICER astronomical survey. There is good agreement between the
two. Figure reproduced from [109].

This overlaps the bounds on RNS set by the PREX-II result as seen in Fig.
7.4. The combination of NICER and PREX-II then limits deformability as:
642 ≤ Λ1.4 ≤ 955. The binary neutron star merger event observed by LIGO
(GW170817) initially put an upper bound on derformability as Λ1.4 ≤ 800
[26]. A later review of the event set the bound as Λ1.4 ≤ 580 [112] which
conflicts the with PREX-II result. Whether this conflict is real or whether
it can be resolved can be determined through future measurements on both
neutron stars and 208Pb.

7.2.3 CREX Implications for DOM Theories

Different approaches towards nuclear structure calculations yield different
measurements of ∆r48np as discussed in Sec. 1.3.3. While the neutron skin
analysis for CREX is not yet complete at the time of this dissertation’s
publication, the high asymmetry measured clearly suggests a thin neutron
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skin on 48Ca. This appears to favor the ab initio calculations. In particular
the chiral EFT NNLOsat model predicts 0.12 fm≤ ∆r48np ≤0.15 fm [113].

The result is likely in tension with the ρn DOM model which predicted a
neutron skin of 0.249±0.023 fm [29]. For DFT models, while different models
and parameterizations result in a range of radii 0.12 fm≤ ∆r48np ≤ 0.26 fm
[114], the specific FSUGold prediction of ∆r48np = 0.20 fm appears to be in
slight tension with the CREX result. The CREX result skin thickness then
should (once it is fully calculated) help inform DFT and DOM approaches
to properly converge on a model that is sufficient for both 208Pb and 48Ca
masses [44].

7.3 What Does the Future Hold?

PVES as an experimental technique has been in development for over forty
years and has seen many improvements to the technique. Further develop-
ments in the technique are still on the horizon to allow for greater precision
measurements on progressively lower APV . Several proposed experiments
will continue this development in different regimes of electroweak physics.

7.3.1 MOLLER

While the standard model predicts the existence of the weak-mixing term
sin2 θw, its value must be obtained empirically. The SLC device at SLAC
and the LEP collider at CERN both made measurements of θw at q ≈100
GeV using electron-positron collisions [115]. θw has also been measured at
low q with results from from Cs APV [116] and Møller scattering [33]. The
primary constraint on θw at low energies comes from Qweak [37], however
higher precision measurements can still be made.

The MOLLER Experiment, a PVES measurement planned for JLab’s
Hall A will make an ultraprecise measurement of the weak mixing angle at
q2 = 0.0056(GeV/c)2. The MOLLER proposal calls for a measurement of
APV ≈ (35.6 ± 0.73) ppb, representing over an order of magnitude increase
in required statistical and systematic precision from PREX-II and CREX.

To accomplish this the MOLLER collaboration has proposed a new spec-
trometer and detector package for Hall A to allow for an acceptance with low
Q2. MOLLER will employ a toroidal spectrometer structure which allows for
a high degree of separation between scattered electron angle and electron en-
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Figure 7.5: Schematic of the MOLLER target, spectrometer and detectors.
Reproduced from [40].

ergy. This will allow for an acceptance with a scattering angle of <1° but
with a high range of azimuthal angle scatters. The multi-year run plan will
yield an 2.08% fractional statistical uncertainty.

The proposal also calls for a 1.0% bound on total systematic uncertainty.
This would include a 0.5% bound on Q2 uncertainty, a 0.4% bound on both
beam corrections and beam polarimetry [117]. PREX-II and CREX have
shown significant progress towards meeting these goals for MOLLER. In par-
ticular the 0.44% beam polarization measurement from CREX presented in
this dissertation1 has shown that 0.4% polarimetry is possible and imminently
achievable at JLab. Nevertheless, development on the MOLLER experiment
continues in order to achieve the experiment’s precision goals.

7.3.2 SoLID

Another project coming to Hall A at JLab is the Solenoidal Large Inten-
sity Detector (SoLID). SoLID is a high-luminosity, large-acceptance detec-
tor package which includes GEM tracking detectors, electron and hadron
Čerenkov detectors, and a calorimeter for particle identification. The detec-

1see Ch. 5 and Sec. 5.7 for more information.
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tor acceptance will also be a significantly larger fraction than that used for
PREX-II and CREX. The design of the SoLID detector can be seen in Fig.
7.6.

Figure 7.6: Cross-sectional simulation model of the SoLID detector in its
PVIDS configuration. Reproduced from [118].

One of the experiments approved for the SoLID run program is a parity-
violating deep inelastic scattering (PVDIS) measurement. The goal of this
experiment is to precisely measure the weak couplings of quarks C2q. This
will serve as an extension to a past Hall A PVDIS experiment from before
the 12 GeV accelerator upgrade [119].

This PVDIS experiment calls for a 0.6% precision measurement on APV

which will again require tight controls on systematic uncertainties. Like
MOLLER, SoLID PVDIS also calls for a 0.4% bound on beam polarimetry
which must be achieved in order to fulfill experimental goals [118].
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7.3.3 P2 & MREX

In addition to the MOLLER experiment, the P2 experiment seeks to make
a high-precision measurement θw at low q. The P2 experiment proposes
to measure an APV of 39.94 ppb, which would make it the smallest PVES
asymmetry measured to date. P2 seeks to make this measurement to a
precision of δAPV /APV = 1.4%. To do this P2 will take advantage of the
Mainz Microtron (MAMI) accelerator in Mainz, Germany, which will produce
a 155 MeV spin-polarized electron beam. This experiment will run after
the construction of the Mainz Energy Recover Superconducting Accelerator
(MESA) is finished.

Additionally the MESA facility will also host the MREX experiment,
which measures the same APV on 208Pb that PREX-II did, but to an even
high degree of precision (1.4% total.) [120]

7.4 Summary

PREX-II and CREX represent a substantial advancement not just for the
PVES technique but also for different approaches to nuclear structure theory.
The PREX-II neutron skin measurement ∆r208np = (0.283 ± 0.071) fm favors
a stiff equation of state for 208Pb nuclei. This also indicates a similar state in
the polarizability and deformability of neutron stars which motivates further
studies of both heavy nuclei on Earth and neutron stars in the heavens. The
PREX-II result may even prove to be useful to theoreticians using ab initio
approaches as calculation efficiency begins to approach the level where 208Pb
nuclei can be modeled [121]. While the CREX measurement is not yet fully
analyzed, it offers the potential to resolve differing predictions of different
nuclear models.

Running both PREX-II and CREX was an important challenge to be
met. Both experiments were designed to operate with high radiation-length
high-Z targets, meaning radiological hazards had to be properly controlled
to make these experiments possible. In addition, the data acquisition had to
operate at extremely high rate to maximize statistical precision. Data quality
was monitored continuously throughout running to keep the asymmetry data
quality high enough to minimize the magnitude of systematic corrections.

Concerning beam polarimetry, the CREX Compton measurement in par-
ticular PCompton

e = (87.115±0.453)% demonstrates the capabilities of Comp-
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ton polarimetry at JLab. At 0.52% fractional uncertainty the CREX mea-
surement is the most precise polarization measurement at JLab and among
the most precise measurements made with any Compton polarimeter. How-
ever, there is still work to be done to fulfill the 0.4% polarimetry uncertainty
requirements for future PVES experiments.
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Appendix A

PREX-II Compton Snailwise
Plots

This appendix contains the plots for various quantities as tracked and plotted
over snails for the entire Compton running of the PREX-II experiment. The
quantities shown here are in order:

• Pol0: The mean beam polarization measured in each snail.

• Asym0: The mean asymmetry measured in each snail including gain
shift correction from Eqn. 5.28 and radiative corrections.

• Asym0NGC: The mean asymmetry measured in each snail, not in-
cluding gain shift or radiative corrections.

• Asym0LasOn: The mean asymmetry of the laser-on period in each
laser cycle in the snail. Same asymmetry as in Eqn. 5.8.

• Asym0LasOff: The mean asymmetry of the two laser-off periods in
each laser cycle in the snail. Same asymmetry as in Eqn. 5.9.

• numRuns: The number of Compton CODA runs in each snail.

• numCycles: The number of complete laser cycles identified in the
snail.

• numCyclesAcc: The number of complete laser cycles which passed
CycleCut (described in Sec. 5.3.2) in the snail.
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• qw1: QW1 angle setting, measured in encoder units.

• hw1: HW1 angle setting, measured in encoder units.

• qw2: QW2 angle setting, measured in encoder units.

• LaserPolarization: Laser cavity DOCP for each snail.

• snailTime: The total time each accepted laser cycle took in the snail,
measured in seconds.

Additionally plots of asymmetry and polarization are shown in both sign-
corrected and non-sign-corrected variants. The sign correction is applied for
each snail depending on the Wien and IHWP configuration relative to the
Pockels cell voltage. If the snail was taken in either Wien-Left and IHWP-
Out or Wien-Right and IHWP-In configurations the asymmetry is multiplied
by +1. Conversely, if the snail was taken in either Wien-Right and IHWP-
Out or Wien-Left and IHWP-In configurations the asymmetry is multiplied
by -1. This is to reflect that fact that flipping the wien or the IHWP states
each reverses the direction of beam polarization relative to the Pockels cell
voltage and the sign of the asymmetry measured in the Compton photon
detector will be opposite for each flip.

Also, snail variables that were computed as a weighted average of cycle
variables (such as polarization and asymmetry) also have their relevant χ2

per fit degree of freedom plotted.
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Appendix B

CREX Compton Snailwise
Plots

This appendix contains the plots for various quantities as tracked and plotted
over snails for the entire Compton running of the CREX experiment. The
plots here are in the same order and quantity as Appendix A.
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