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Abstract

RADLOFF, ROBERT W., Ph.D., August 2022, Physics

CREx Transverse Asymmetry Measurements (155 pp.)

Director of Dissertation: Paul King

A number of recent experiments have been able to successfully measure the parity

violating asymmetry of electron-nucleus scattering and use its value to constrain the

nuclear structure. The most recent of these, the Calcium Radius Experiment (CREX),

finished taking data in Hall A of Jefferson Lab in 2021, and successfully extracted a

neutron radius for 48Ca. While the main measurements of these experiments are parity

violating, there is an increasing amount of interest in the parity conserving Beam Normal

Single Spin Asymmetry (BNSSA) systematic. If not properly suppressed, the BNSSA can

compete with or exceed the parity violating measurement. Recent attempts to model the

contributions from standard model suppressed higher order diagrams have struggled to

predict behavior of BNSSA for all nuclei.

This document reports new measurements of the BNSSA at a beam energy of 2.18 GeV

for 12C, 40Ca, 48Ca, and 208Pb from the CREX running period. The values for 12C, 40Ca,

and 48Ca are found to agree with model predictions. The two values of calcium agree with

each other, indicating no strong isotopic scaling. The value for 208Pb is consistent with

zero, in stark disagreement with model predictions. This thesis contains a discussion of

how these values were measured, as well as a proposed method to phenomenologically

scale models to bring them into closer agreement with world data at lower energies.
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1 Introduction

In the endless pursuit of a greater understanding of the basic mechanics of the universe,

the most simple questions often have the most complicated answers. The complex

mingling of forces that makes our existence possible also makes predicting and measuring

some basic properties of the microscopic world momentous goals. While there are many

ways to approach unraveling these questions, nuclear physics takes arguably the most

direct approach. The toolkit of experimental nuclear physics, while ever benefiting from

new technologies and growing theoretical understanding, has had one tool remain

consistent for most of its history. Scattering measurements are the foundation of this

toolkit, present in every experiment in one way or another. Whether the source of particles

is an accelerator, nuclear decay, or cosmological in origin, our window into the nuclear

world often involves scattering.

The idea of the nucleus itself was born out of scattering experiments, namely the

Geiger-Marsden Experiments, which served as inspiration for Rutherford’s model of the

dense atomic nucleus [1]. The previous theory, created by J.J. Thompson, included the

assumption that the atom was made of a diffuse cloud of positive charge. The

Geiger-Marsden experiments showed that the scattering of alpha particles was inconsistent

with that assumption, and provided a set of experimental inputs that constrained

Rutherford’s model. Our theoretical understanding has come far since that time. We now

know that the dense nucleus of Ruthorford’s theory is a complicated system made of

protons and neutrons, who are themselves complicated systems of quarks and gluons.

The theory we now use to describe these systems is the standard model of particle

physics, which describes three of the four known fundamental forces of the universe. The

electromagnetic and weak forces, whose interactions are defined by quantum

electrodynamics (QED), and the strong force, whose interactions are defined by quantum

chromodynamics (QCD). This framework has been successful in its ability to describe and
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predict a wide variety of nuclear properties. To fully understand scattering off a nucleus

requires an understanding of the fundamental forces that cause the parts of the nuclear

system to organize themselves how they have. However, due to the nature of the theory,

many exact calculations remain out of reach. To make matters worse, the standard model

includes a significant number of free parameters, whose values are not predicted by theory

alone. To compensate for these facts, most processes are described using situation specific

models which use the standard model as a guide, but make assumptions where required to

keep the theories manageable.

With this in mind, we return to the tools that created nuclear physics to test the

assumptions that exist in our modern theories. There is still an enormous amount of

information regarding nuclear structure that can be learned from scattering experiments.
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2 Background andMotivation

2.1 The Calcium Radius Experiment

Figure 2.1

The PREX-II/CREX Logo, designed by Marisa Petrusky.

The Calcium Radius Experiment (CREX) ran in experimental Hall A during spring of

2020 at Thomas Jefferson National Lab. The main objective was to make a precision

measurement of the weak charge radii of 48Ca using parity violation electron scattering

(PVES) as a probe. This measurement follows a long history of PVES experiments that

made similar measurements on light nuclei(HAPPEx [2], QWEAK [3]) as well as very

heavy nuclei(PREX, PREX-II). PREX-II and CREX ran consecutively, and shared one

collaboration. The CREX measurements were designed to help bridge a gap in

experimental knowledge left by other recent experiments by measuring an intermediate
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mass nucleus, as well as providing the first information on the neutron scaling isotopic

dependence.

The focus of this document is a set of auxiliary measurements of CREX, namely the

corresponding beam normal single spin asymmetry (BNSSA) measurements. Taking

advantage of the recently completed PREX-II setup allowed CREX to make BNSSA

measurements of 12C and 208Pb at new kinematic, as well measurements on 40Ca and 48Ca.

The measurements are mechanically similar to the main parity violating measurements,

requiring a similarly rigorous set of analysis to properly constrain sources of uncertainty

and background. However, the underlying physics that cause the process are very

different, and therefore inspire their own discussion.

2.2 Electron Scattering By Nuclei

The standard model tells us that electrons only interact via the electromagnetic and

weak forces. This makes them an interesting choice for probing the nucleus, an object

whose structure is mostly controlled by strong force interactions. But it is precisely this

fact that makes them a useful probe. While internally the forces that keep some nuclei

bound are dominated by the strong force, the proton and neutron themselves are still

particles that interact electroweakly. Using an electron probe keeps the scattering process

cleanly defined by QED, while containing QCD elements of the nuclear structure behind

the wall of form factors. QCD sets up the the scene, and we use QED to take a picture of

the result.

2.2.1 Single Photon Exchange

The simplest description of electron nucleus scattering is given by a single photon

exchange with the nucleus, shown in Figure 2.2. QED tells us that the scattering cross
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Figure 2.2

A Feynmann diagram showing an electron exchanging one photon with a nucleus.

section can be written:

dσ =
|M|2

F
dQ (2.1)

where F = 4((pA • pB)2 − m2
Am2

B)1/2 is the ”flux factor” for the process, dQ is the Lorentz

invariant phase space factor (which conserves four momentum), andM is the invariant

amplitude for the diagram [4]. For relativistic electrons, the nucleus can be treated as a

static charge distribution, and the invariant amplitude can be written [4]:

Mγ = α[ū fγ
µui]

(
gµν
q2

)
[ jν(q)] (2.2)

where the first term, [ū fγ
µui], is the electron’s vertex factor given in terms of initial and

final Dirac spinors; the second term,
(
−igµν

q2

)
, is the photon propagator given in terms of the

four momentum transfer q and gµν tensor; and the third term, [ jν(q)], is the vertex factor

for the nucleus given in terms of its current jν(q).
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For the case of a point like, spin-less nucleus of charge Ze, jν(x) is given by:

j0(x) = ρ(x) = Zeδ(x),

j1,2,3(x) = 0
(2.3)

When Fourier transformed to momentum space, j0(q) becomes simply Ze. Combining this

result with Equations 2.2 and 2.1 gives the Mott scattering cross section, expressed in the

lab frame as [5]: (
dσ
dΩ

)
Mott

=
Z2α2 cos2 θ

2

4E2 sin4 θ
2

(2.4)

where α is the fine structure constant.

But the nucleus is not a point like particle. By making a change to equation 2.3 such

that the delta function is replaced by a more general spatial distribution:

j0(x) = Zeρ(x),

j1,2,3(x) = 0
(2.5)

The resulting cross section contains the same Mott scattering cross section calculated in

equation 2.4, but this time the invariant amplitude is multiplied by a function that is the

Fourier transform of the spatial distribution of charge in the nucleus. This function is

called the charge form factor of the nucleus, denoted FEM(q) below.

dσ
dΩ

=

(
dσ
dΩ

)
Mott

|FEM(q)|2 (2.6)

Since neutrons have no net electric charge, the charge form factor is dominated by the

spatial distribution of protons in the nucleus.

2.2.2 Weak Scattering

As mentioned at the start of the chapter, electrons can also interact weakly with a

nucleus. This is thanks to a property of the standard model, known as electroweak

unification, which states that the two forces are part of the same Lagrangian. In the

Weinberg-Salam model the Lagrangian operates on the U(1) and SU(2) gauge groups,



17

which contain one (neutral) boson, and three (neutral, positive, negative) bosons

respectively. The real neutral bosons, γ and Z0, are combinations of the gauge fields,

which causes them to mix at high energy. The Higgs mechanism is used to generate the

masses of the bosons in a process called spontaneous symmetry breaking, at which point

the H0, Z0, W±, and the γ get their mass distribution. The relative strengths of the

electroweak interactions are defined by the weak mixing angle θW :

cos θW = MW
MZ
,

sin θW = e
g

(2.7)

Where MW and MZ are the masses of the W± and Z0 bosons, and g is a weak coupling

constant similar to its electromagnetic counterpart e. Further discussion of this process is

outside the scope of this document, more formal quantitative discussion can be found in

Reference [4].

The weak force is mediated by the charged W±, and the neutral Z0 bosons. Charged

current W± interactions are responsible for most of the observable effects of the weak

force, such as for quark flavor changing and nuclear beta decay. Neutral current Z0

interactions are responsible for more subtle processes, like neutrino scattering in cases

where the flavor remains unchanged. Relevant to this document, the Z0 can also mediate

purely weak scattering between the electron and a nucleus. The main difference between

these two forms of scattering is how the weak counterpart responds to the spin of the

electron. A similar set of derivations to those shown in Section 2.2.1 can be used for the

weak force counterpart of first order electron nucleus scattering, but some additional terms

need to be defined and discussed first.

2.2.2.1 Parity, Helicity, and Chirality (oh my)

In Section 2.2.1 the Mott cross section was derived using QED. The electron was

described using a set of Dirac Spinors that contain the electron’s spin. However, the spin
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dependence cancels out in the scattering off an unpolarized nucleus, and doesn’t appear in

the final cross section. The combination of the parity-odd geometry with the parity-even

spin results in the spin reversing direction with respect to the momentum in a parity

transform. In this case, we could invert all the spatial coordinates, resulting in a mirrored

set of geometry, but an unchanged spin direction, and the process produces the same cross

section. This is called a parity transformation. Parity transformations are useful for

checking spin dependence because spin remains positive in the transform, therefore

inverting the spin alone is equivalent to applying a parity transform.

The Dirac Spinors express the electron’s spin in terms of their projections on to the

momentum direction. This quantity is called the helicity:

H =
~S • ~p

|~S ||~p|
(2.8)

For massless particles, the helicity defines the handedness, or chirality, of the particle. But

because the electron moves slower than the speed of light, this means the helicity is frame

dependent. The more relativistic an electron is, the better estimate helicity becomes to the

chirality. The weak force is actually sensitive to the chirality of the involved particles, and

QED uses the γ5 chiral projection operator to extract this information.

2.2.2.2 Parity Violating Electron Scattering

We can now follow the steps in Section 2.2.1 to write the cross section for weak

scattering via a single Z0. The invariant amplitude for diagram seen in Figure 2.3 is:

MNC =
g2

4 cos2 θW
[ū fγ

µ(ce
V − ce

Aγ
5)ui]

(
−igµν

q2 + M2
Z

)
[ jν(q)] (2.9)

where jν in this case is the weak current vertex factor for the nucleus, and cV = −1
2 and

cA = −1
2 + 2 sin2 θW are the vector and axial couplings for the electron, whose values are

defined in the standard model.
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Figure 2.3

A Feynmann diagram showing an electron exchanging one Z0 with a nucleus.

Using the same point like arguments for the distribution of weak charge would return a

modified Mott equation, this time including a chirality dependence, as well as exchanging

the factors of α for factors of g. This chirality dependence is due to the parity violating

nature of the weak force vertex factors, and results in a different amplitude for opposite

helicity states. We can then follow a similar separation of weak form factors from a point

like scattering equation:
dσ
dΩ

=

(
dσ
dΩ

(H±)
)

Mott

|FW(q)|2 (2.10)

where FW(q) is the Fourier transformed distribution of weak charge in the nucleus. The

discrepancy between the proton and neutron contributions in this case is different from the

electromagnetic case, as both nucleons have a net weak charge proportional to their quark

contents. When the quark contributions, given in Table 2.1, are summed for the proton and

neutron, the suppression factor is ≈ 0.07 : 0.99. This results in a form factor that is much

more sensitive to the distribution of neutrons rather than protons. The differences between

the EM and weak distributions, as well as the pure proton and pure neutron distributions is
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shown in Figure 2.4. We can use the precise measurements we have of the proton

distribution from the world data of parity conserving electromagnetic scattering to extract

a measurement of the neutron distribution.

Figure 2.4

A comparison of proton, neutron, electromagnetic, and weak density distributions of 208Pb.

Calculated with FSUGold. The blue circles represent the experimentally extracted charge

distribution. Figure reproduced from Reference [6].

Table 2.1

Electromagnetic and weak quark charges for the up and down quarks, given as a function

of θW [4].

Quark EM Charge Weak Coupling

u 2
3 1 − 8

3 sin2 θw

d −1
3 −1 + 4

3 sin2 θw



21

2.2.2.3 Asymmetries

The parity conserving and parity violating parts of the electron nucleus scattering

amplitudes are actually summed, namely,Mtot = Mγ +MNC. Since the amplitudes are

squared in the cross section, this results in the two terms producing interference.

Considering (Mγ ≈
α

Q2 ≈ 10−2GeV−2) � (MNC ≈
g2

M2
Z cos2 θW

≈ GF ≈ 10−5GeV−2),

measuring weak scattering directly seems difficult when hidden behind its electromagnetic

counterpart. But, by exploiting parity violation, we can cancel the parity conserving parts

of the cross section using the asymmetry:

APV =
dσ+ − dσ−
dσ+ + dσ−

(2.11)

Using equation 2.1 to substitute amplitudes in for the cross sections we can see:

APV =
|Mγ +MNC |

2 − |Mγ −MNC |
2

|Mγ +MNC |
2 + |Mγ −MNC |

2 ≈
4MγMNC

2(M2
γ +M2

NC)
≈

2MγMNC

M2
γ

(2.12)

results in a signal strength at the ∼ 10−7 or part per billion level. Including the form

factors discussed in Sections 2.2.1 and 2.2.2.2 gives an estimated scaling of APV [7]:

APV ≈
GF Q2

4πα
√

2

FW(Q2)
Fp(Q2)

(2.13)

2.2.3 Multi-Photon Exchange

The Feynman diagram at the start of Section 2.2.1, namely Figure 2.2, contains an

assumption that presents a problem when discussing signals at the part per billion level.

Experimentally we can not choose that only this first order photon exchange happens. We

make the assumption that only this diagram matters, since all of the other diagrams whose

amplitudes would add to it are suppressed by factors of O(α). Some of these diagrams are

shown in Figure 2.5 for reference.

At first glance, one might assume that these electromagnetic interactions would cancel

in the asymmetry and could be lumped in as corrections to theMγ term in Equation 2.12.
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Figure 2.5

Some of the diagrams for higher order lepton nucleon scattering. Figure reproduced from

Reference [8].

Figure 2.6

A two photon exchange Feynman diagram. Also called a box diagram.
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For the most part this is true, and to achieve the accuracy required for weak measurements

these corrections are included. But the two photon exchange diagrams of the type shown

in Figure 2.6 can enter measurements in complicated and surprising ways.

Recent reviews of experimental data measuring the ratio of the proton electric and

magnetic form factors, such as the comparison of Rosenbluth separation to polarization

transfer methods [9], have shown that these measurements can have a larger sensitivity to

the two photon exchange than was originally predicted. This enhancement arises from

interference between the real part of one and two photon amplitudes. Addition of the

interference effects in the model calculation has been shown to contribute more

significantly to the Rosenbluth measurement than the polarization transfer method.

Including this correction in the results brings the two into agreement [9].

For transverse asymmetry measurements, De Rujula [10] showed that the two photon

exchange is time reversal odd, and the interference between the imaginary part of one and

two photon amplitudes creates an asymmetry that depends on the geometry of the

scattering plane and the electron spin of the form:

AT =
MγIm(Mγγ)
|Mγ|

2

[
~S •

~p × ~p′

|~p × ~p′|

]
(2.14)

where ~p and ~p′ are the initial and final electron momentum, and ~S is the electron’s

polarization, shown in Figure 2.7. When there is a spin component transverse to the

momentum, this causes an asymmetry that varies azimuthally with respect to incident

momentum. As a purely electromagnetic process, AT is not parity violating, but due to its

azimuthal dependence it can compete with the parity violating signal when sampled by

finite solid angle detectors.

De Rujula calculated Eqn. 2.14 for electron-proton scattering using a modification to

the proton’s vertex term to provide bounds to the asymmetry in terms of the electric and

magnetic form factors GE and GM. Functional forms of this asymmetry have been
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Figure 2.7

Diagrams showing the important parameters for two photon exchange asymmetry. p̄, p̄′

are the incoming and scattered electron momentum, S̄ is the spin of the incoming electron,

n̂ is the scattering plane normal, and φ is the angle between the transverse spin component

and n̂.
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provided for small Q2 by Afanasev [11] and more generally by Gorchtein [12] for the

proton. However, attempts to follow this method for the nucleus have proven difficult.

Initial assumptions that the nucleus would scale as the proton with a factor of Zα were

quickly dismissed. Calculating the purely elastic contribution to the asymmetry has been

done for a variety of nuclei using a method of numerically summing partial waves by

Cooper and Horowitz [13]. This method captures resonances well, but underpredicts data

in areas where inelastic contributions are dominant. Horowitz and Gorchtein [14] provide

models that include the elastic contributions from the nucleus and combine them with

scaled inelastic contributions from the proton, resulting in an asymmetry of the form:

AT ≈ Ael −
meElabσγpM

8π2
√

s

(
A
Z

)(
gN(Q2)
FN(Q2)

)
tan

θc.m.

2

(
ln

Q2

m2
e
− 2

)
(2.15)

where σγp is the photo-absorbtion cross section, gN(Q2) is the Compton form factor of the

nucleus, and FN(Q2) is the charge form factor of the nucleus. This method is in closer

agreement with most data, but suffers from a large uncertainty in the scale factors attached

to the inelastic contribution. Specifically, there is an absence of experimental data to

constrain scaling of the Compton form factor, which is described with an exponential of

the form exp
[
−B(Q2)

2

]
[14]. Most recently Koshchii et al. [15] have attempted to use a

modified absorbative potential in the Dirac formalism.

Koschii et al. [15] relate the Compton form factor to the virtual Compton tensor of a

spinless target, Wαβ, which is itself a function of five Lorentz structures, ταβi , and five

corresponding amplitudes, Fi. In the forward angle and real Compton scattering limits,

three of the five terms vanish, and the virtual Compton tensor is [15]:

Wαβ = τ
αβ
1 ImF1 + τ

αβ
3 ImF3 (2.16)

The remaining two Lorentz structures of Equation 2.16, τ1,3, can be expressed in terms of

the incoming and outgoing nucleus momenta (p1, p2), the two photon momenta (q1, q2),
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and the combinations q̄ = (q1 + q2)/2, p̄ = (p1 + p2)/2:

τ1 = q1q2gαβ − qα1qβ2

τ3 = (q̄p̄)2gαβ − q̄p̄( p̄βqα1 + p̄αqβ2) + (q1q2)p̄α p̄β
(2.17)

The corresponding two amplitudes of Equation 2.16, F1,3, can be expressed in terms of

two structure functions F1, F2, and xB j = Q2/(2p̄q̄) [15]:

Q2
F1 = F1 −

F2

2xB j

Q2
F3 = −

F2

p̄q̄

(2.18)

The exponential form of the Compton form factor enters in estimating the t dependence of

F3 using experimental Compton scattering. To first order in t the result is [15]:

πα2M2ω2

16
|ImF3|

2
(
1 +

ReF3

ImF3

)
≈

dσ
dΩ
≈ a exp

[
− B|t|

]
F2

ch(t) + σinc (2.19)

Where ω =
(p1+q1)2−M2

2M and a, σinc are constants fit to the Compton scattering data [15].

These models still get much of their shape from the Compton form factor, and despite

the inclusion of new experimental inputs, it contributes the largest source of uncertainty.

This approach results in the closest theoretical description of the available experimental

data yet. Despite this, the results of recent experiments, including PREX and CREX,

demonstrate that no model has yet captured the behavior AT across all measured nuclei. A

detailed comparison between these models and existing data is contained in Section 5.1.
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3 Lab Experimental Apparatus

Due to the precision nature of parity violation measurements, all parts of the accelerator

system must be well understood. All experiments are designed with a goal of maximizing

sensitivity to the signal, while minimizing sensitivity to background. While this is true in

general for all experiments, small fluctuations in the qualities of the beam are often

negligible to experiments that measure large changes. For example, if an experiment

wanted to measure the cross section of electrons scattering off a lead target as a function

of opening angle, they could place a detector on the horizontal plane of the beam and

move it in a circle around the target. Since this cross section starts very large and drops

rapidly as a function of angle, even very small shifts in the detector position at small

angles will produce measurable changes in the signal above the background. If unwanted

beam position fluctuations shift the background by 50%, but the background is one part

per thousand, and the signal is 900 parts per thousand, a very precise measurement can

still be made. However, at larger angles the cross section has dropped lower, and the

signal might change at the same level as background fluctuations. To compensate for this,

the experiment could place a second detector on the opposite side of the beam at the same

angle and take the average of their signals, thereby canceling the sensitivity to horizontal

position changes. This setup also allows the experiment to measure the size of horizontal

fluctuations directly by taking the difference instead of average of what should be a

symmetric signal.

The setup is largely the same for a spin sensitive measurement. We want to place

detectors at positions where the maximum spin-dependent change in signal will be

measured. But a parity violating signal is on the part per billion level, far below

background signal for a single detector, and low enough that it can compete with the

uncertainty in our ability to average out fluctuations using multiple detectors. Great care

must be taken for this reason, as unexpected fluctuations of as little as a few microns are
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enough to make data unusable if not handled properly. With careful attention, the

fluctuations can be corrected out or their uncertainty contributions bounded systematically.

3.1 The Injector

The injector is the source of the polarized electrons used at CEBAF (Continuous

Electron Beam Accelerator Facility). It can provides a continuous series of electron pulses

at 1497 MHz up to 123 MeV [16]. The source has two gallium arsenide photoguns, seen

on the left side of Figure 3.1, only one of which is active. The second gun is an older

backup from a previous upgrade. The main gun is driven by three 499 MHz lasers. By

giving each laser a phase with respect to the others, this set up allows halls A, B, and C to

have individually controlled beam properties. The photoguns can produce a beam of 200

keV electrons at up 200 µA per hall [16]. The electron beam passes through a set of spin

control magnets followed by a buncher and chopper to ensure separation between

individual halls. The beam is then passed through a set of boosters and cryo-modules to

reach the aforementioned 123 MeV.
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Figure 3.1

The injector layout beginning with two photoguns (left) followed by beam line composed of focusing (FS) and spin solenoids

(SS), Vertical (VW) and Horizontal (HW) Wien filters, quads (QW, QU), a buncher (PB) and beam position monitors (BP). Figure

reproduced from Reference [17].
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With this set up, hall D can be run in two different ways: If one hall is not currently

ready for beam, hall D can divert one of the three laser’s pulses. Or, if halls A, B, and C

are running simultaneously, hall D run parasitically on a single hall by reducing its

frequency to 250 MHz and diverting every other other pulse. These setups are shown in

Figure 3.2. The latter option allows hall D to run simultaneously, but halves the current of

another hall.

Figure 3.2

How RF kicker magnet timing aligns with laser pulses to allow for three or four hall

running. Figure reproduced from Reference [18].
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3.1.1 Spin Control

The injector has a litany of ways to control the polarization of the beam it supplies.

These can be broken into the fast and slow spin control systems. The fast spin control is

handled at the laser table, a diagram of which is shown in Figure 3.3. The lasers produce

pulsed polarized linearly polarized light at 780 nm. Beams for halls A and B are combined

using a 90/10 mirror, as hall B requires much lower intensity than the other halls. The

pulses are combined inside a beam combiner prism, and the combined beam is sent to a

Pockels cell. Pockels cells use the Pockels effect to induce birefringence in a crystal in

response to an applied electric field. This allows them to turn linear polarized light into

left and right circularly polarized light, and function as voltage controlled half wave plates,

thereby swapping polarization at high frequencies. When it strikes the photocathode, the

circularly polarized light preferentially excites bands in the gallium arsenide that free

electrons of a particular spin state. This setup results in a rapidly toggle-able two state

continuous stream of polarized electrons with polarization magnitude > 90%.

The slow spin control system is largely used to constrain systematics associated with

changing the polarization. There are multiple ways to change the polarization located at

different points in the injector. The laser table has two half wave plates that minimize

uncertainties related to the polarization of the laser before it reaches the photogun. The

first is an insertable half wave plate (IHWP) which is placed before the Pockels cell. The

IHWP was inserted and removed on a regular schedule, approximately every eight hours

of data taking. It inverts the linear polarization which, in turn, swaps the helicity produced

by a given voltage on the Pockels cell, resulting in roughly equal statistics using each

polarization at the laser table. The second is a rotatable half wave plate (RHWP) which is

placed after the Pockels cell. The RHWP is used to correct for undesired birefringent

effects which result in deviations from the ideal performance of the phototocathode. The

process for minimizing them is to use an intentional polarization induced transport
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Figure 3.3

A diagram of how the three beams are combined on the laser table and where the spin

control devices are located. Figure reproduced from Reference [19].

asymmetry to produce large position differences. The RHWP angle is then chosen to

minimize the sensitivity to these differences [20]. Both devices require mechanical

movement and therefore take more time to invert the polarization than the aforementioned

fast control system.

The rest of the slow spin control system works on the electrons rather than the laser

table. This is the part of the system that allows for precise control of the spin vector, rather

than merely swapping states. The system consists of two Wien filters, (labeled horizontal
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and vertical in reference to the axis about which they are able to rotate the spin) and two

solenoid magnets arranged as shown in Figure 3.1.

Wien filters use orthogonal electric and magnetic fields to rotate the spin via Larmor

precession in the magnetic field, while simultaneously canceling the Lorentz force using

the electric field. An example Wien filter layout is shown in Figure 3.4. The relative

strength of the fields must match the velocity, given by v = E
B in order avoid changing the

momentum. The frequency of spin precession is given by ω =
egB
2me

. The rate of spin

precession in the cavity can be adjusted by proportionally increasing the fields, as the

frequency is only dependent on B.

Figure 3.4

A diagram of the inside of a Wien filter. The layout shown is for a vertical precession.

Figure reproduced from Reference [17].

As another systematic check, the spin direction was also occasionally inverted using the

solenoids. The solenoids cause azimuthal spin rotation, and are tuned to rotate the spin
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from vertical to beam left, or beam right depending on the polarity. The focusing of the

beam is not affected by the polarity of the solenoids, only the magnitude of their field

strength, so a simple flip in polarity changes the effect on the spin while leaving the

focusing unchanged. This combined arrangement allows the spin vector to be set by three

orthogonal rotations. For transverse running, the polarization direction was set to vertical.

The polarization was inverted via the Wien filters one time during the CREX main

measurement to allow an approximately equal amount of data to be taken in each state.

3.2 Main Accelerator

After leaving the injector, the electron beam enters the main accelerator just before the

start of the north linear accelerator (linac). The main accelerator consists of two

anti-parallel 1.1 GeV linear accelerators, and five arcs that curve the beam between the

north and south linac for each pass. Each pass the beam can be accelerated up to 2.2 GeV,

passing through a different arc each cycle, resulting in a maximum energy of 12 GeV. A

set of RF kicker magnets are located at the exit of the south linac. These serve to separate

each hall’s beam from the combined set by applying a magnetic kick at a set frequency.

This setup allows each hall to request their own energy while sharing the main accelerator

loop. For CREX, a single pass, 2.2 GeV beam was required.
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Figure 3.5

A diagram showing a simplified layout of the main accelerator including the injector, north

and south linacs, arcs, RF separators, and the experimental halls. Figure reproduced from

Reference [21].

3.3 Beam Monitors

While there are hundreds of devices involved in monitoring the beam at CEBAF, some

types provide information more directly relevant to the asymmetry than others. These

monitors can be broken into a few main types, and are usually positioned at multiple

locations along the beam line where they are most sensitive to what they aim to measure.

Multiple hardware types are also often used to provide consistency checks on the same

measured value.
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3.3.1 Beam Position Monitors

Beam position monitors (BPM’s) are placed in key locations throughout the accelerator

to help with steering and to provide diagnostic information to subsystems. Due to the

geometry of this experiment, having precise a measurement of the horizontal position is

extremely important. Since the main detectors are fundamentally measuring how much

charge scatters left versus right, any horizontal position changes must be known and well

corrected for.

There are a few types of BPM hardware in use that compliment each others’

weaknesses and provide cross checks on position measurements. The first type monitor

the induced voltage on pickup antennas placed near the beam, shown for a vertical axis in

Figure 3.6. While these devices can function with only one pair of wires for a one axis

measurement, they usually have two pairs to reduce the uncertainty on the second axis.

Since the induced voltage is proportional to the distance from the beam to each wire,

using two wires in one of the following combinations

y = k
Uup − Udown

Uup + Udown
or x = k

Ule f t − Uright

Ule f t + Uright
(3.1)

gives the relative position of the beam on the two wires’ axis. Here k is a constant for each

wire combination, and UXi are the voltages measured on the Xi wire. For BPM’s located

near bends in the accelerator like the arc, the vertical and horizontal axis are often rotated

45 degrees to avoid the extra noise and damage caused by synchrotron radiation.

The second type of BPM hardware are cavity monitors. These monitor the standing

waves generated when the beam passes through a cylindrical cavity as shown in Figure

3.7. Pulling the position from zeroth and first order standing waves requires some amount

of signal processing, which takes time to compute. This makes the cavity BPM’s slower

than their simple wire counterpart, but also results in a very precise measurement of the

position.
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Figure 3.6

A diagram showing a simplified layout of the vertical axis inside a BPM. Figure reproduced

from Reference [22].

Figure 3.7

A diagram showing a simplified layout of a cavity BPM, as well as the form of the first

and second order standing waves used to calculate the position. Figure reproduced from

Reference [22].
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The final kind of BPM hardware used in the accelerator are harps. Harps are sets of thin

wires that are physically moved through the beam to check its position. The current

deposited in the wires rises and falls as the wires pass through the beam, and the center of

the resulting peak corresponds to the center of the beam with respect to the wire’s axis.

Alternatively, instead of the harp wires being active elements, the wires can function as

scattering targets, where the scattered beam is collected by downstream active elements.

Combining both active elements are the so called ”Super Harps”. Harp scans give

information about the shape of the beam that isn’t easily available using the other methods.

However, these measurements are invasive and require a devoted period of beam time to

make. For this reason, they are not made often, and are only used for periodic calibrations.

3.3.2 Beam Charge Monitors

While CEBAF does have Faraday cup type devices for measuring beam current at low

energy in the injector, the main method used at higher energies like this experiment are

cavity monitors. CREX required a constant and accurate current readout, making

destructive measurements like Faraday cups infeasible. Cavity monitors, like those shown

in Figure 3.7, monitor the standing waves inside a cylindrical cavity. The amplitude of the

waves is directly proportional to the current passing through the cavity.

The accelerator also used a parametric current transformer (PCT) called the ”Unser”

[23]. The Unser is an absolute current monitor that uses magnetic coils to measure the

beam current. It is used to periodically calibrate the aforementioned cavity monitors, see

the discussion in Section 4.3.3, but it suffers from pedestal drift over time. For this reason

the cavity monitors are relied on for the main measurement. The layout of the main

BCM’s is shown in Figure 3.8.
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Figure 3.8

The layout of the Unser, and the upstream and downstream cavity monitors. Figure

reproduced from Reference [23].

3.3.3 Beam Energy Monitors

The accelerator employs multiple methods of measuring the energy. All of these

methods rely on knowing the rate at which electrons curve when passing through a

magnetic field. In the case of constant velocity and B field, the radius is given by:

r =
mv
eB

(3.2)

The most precise method to measure the energy that’s still quick enough to use regularly

is using the hall A spectrometer. The magnetic field in the spectrometer dipole is well

known, and the main detector acceptance gives a reasonably good idea of the energy even

in integrating mode.
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Another way the energy was monitored during the experiment is the “Tiefenback”

energy. This method measures the position of electrons in the ARC to measure the energy.

The most sensitive BPM to this measurement was BPM 12, whose X coordinate aligned

with the dispersive region in the arc. This was useful for checking for fluctuations in the

energy of the beam in real time. The Tiefenback energy can be checked against the

spectrometer’s energy to provide a crosscheck on the beam energy.

The last method to measure the energy is using harp scans. The beam switch yard is set

to fully dispersive, and multiple harps are used to measure the beam’s trajectory before

and after being bent into the hall as shown in Figure 3.9. The electrons pass through eight

dipoles that are connected to the same power supply. A ninth identical dipole, connected

to the same power supply, is kept separate from the beam line so a precise measurement of

the field can be made for these measurements. This results in a very accurate

determination of the field integral and electron trajectories involved in the energy

calculation. These measurements are complimentary to the aforementioned measurement

using BPM12, but they are invasive so they are only done as a way to calibrate the

previously mentioned measurements.
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Figure 3.9

The locations of the harps with respect to the eight dipole magnets used to bend the beam

into the hall. Figure reproduced from Reference [24].

3.4 Polarimetry

As a parity experiment, monitoring polarization is of great importance. There are three

polarization monitors that are used to reach the final value needed for analysis. The Mott

polarimeter is located in the injector, and is used to measure the polarization of the source,

while the Moller and Compton polarimeters provide complimentary measurements in the

hall.

3.4.1 Moller Polarimeter

The Moller polarimeter uses Moller scattering of polarized electrons off of a polarized

iron target. The iron target is polarized using a set of 3 T Helmholtz coils that result in a

∼8% polarization in the foil. The scattered electrons are separated from the beam using a
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set of quadrapole magnets, followed by a collimator, before a dipole magnet bends them

away from the unscattered beam and into a calorimeter. The energy measured in the

calorimeter is then proportional to the scattered electron flux. The layout can be seen in

Figure 3.10. For the longitudinal case, the polarization is given by:

Pbeam
Z =

N+ − N−
N+ + N−

·
1

P f oil· < AZZ >
(3.3)

Where Pbeam
Z is the measured beam polarization, N± are the measured scattering rates of

the two beam helicity states, P f oil is the target polarization, and < AZZ > is the analyzing

power of the process, which is calculated using a Monte-Carlo simulation [25]. While this

method gives a precise measurement of the polarization, it is destructive and requires a

significant amount of beam time to make an accurate measurement.

The polarization value obtained by the Moller polarimeter before the CREX transverse

run period was 86.9 ± 0.78% (0.14% from stat) [26]. These values were obtained using

longitudinal polarization from measurements just before the transition to transverse data

collection, as the polarimeters are not designed for transverse analysis, and rotating to

vertical shouldn’t affect the magnitude of the polarization vector.
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Figure 3.10

A diagram showing the layout of the Moller polarimeter’s YZ (top) plane and XZ (bottom)

plane. The red lines show the intended path of scattered electrons entering the calorimeter.

Figure reproduced from Reference [25].

3.4.2 Compton Polarimeter

The Compton polarimeter uses Compton scattering of polarized electrons off a

polarized photon target. The beam entering Hall A is diverted from it’s path to a parallel

target chamber using two dipole magnets shown in Figure 3.11. The chamber is a

Fabry-Perot cavity which serves as a high intensity 10 kW photon target. The scattered
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electrons, scattered photons, and remaining unscattered beam exit the far end of the cavity.

The third dipole separates the outputs; the photons continue undeflected to the photon

detector, while the scattered electrons are momentum selected to enter the electron

detector. The unscattered electrons enter the fourth dipole and return to the main beam

line.

The advantage to the Compton setup is that it can be run non-destructively unlike the

Moller alternative. This allows for much more regular polarization measurements. The

average polarization value obtained by the Compton polarimeter before and after the

CREX transverse run period was 86.7 ± 0.63% (0.10% from stat) [26].

Figure 3.11

A diagram showing the layout of the Compton polarimeter. Figure reproduced from

Reference [27].

3.4.3 Mott Polarimeter

The Mott polarimeter uses low energy Mott scattering on a gold foil target. Unlike the

Compton and Moller polarimeters, it is located in the injector to monitor the beam

polarization of the source. The electrons enter the target chamber, scatter off the target,

and are collected by four detectors at the back of the chamber, shown in Figure 3.12. The

measured polarization is then given by:

P =
1

S e f f (θ)
[ALRŷ − AUDx̂] (3.4)
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Where P is the polarization vector, ALR and AUD are the asymmetries for the horizontally

and vertically aligned detector pairs respectively, and S e f f (θ) is the effective Sherman

function, which is calculated from the cross section. Like the Moller polarimeter, the Mott

is invasive and requires turning off beam to all the halls for a devoted measurement.
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Figure 3.12

A diagram showing the layout of the Mott polarimeter (top), and a zoomed in view of one

the four detectors (bottom). Figure reproduced from Reference [28].
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3.5 Target

The PREX and CREX experiments used a shared target chamber with a variety of

individual targets for the main measurements as well as calibration. The targets, listed in

Table 3.1, were divided between two adjustable ladder arms. The optics ladder contained

a set of calibration targets designed to be used at low beam current with water rather than

cryogenic cooling. This ladder was angled at a 45 degree angle with respect to the beam

line as shown in Figure 3.13. The larger production ladder contained all the foils used for

the main data collection. Due to the large amount of heat created by the high current

beam, it was cooled cryogenically with helium.

Table 3.1

A table of all the targets on both the production and calibration ladders with their

associated thicknesses. Figure reproduced from Reference [29].

Even with the intensive cooling on the production ladder, the targets degrade when

exposed to the high current beam. To help remedy this, the beam is rastered across the

surface of the target using a set of magnets. The frequency of the X and Y magnets are set

to 25.56 kHz and 24.60 kHz respectively. The 960 Hz phase produces a Lissajous-like

pattern whose size is proportional to the magnet field strength. The default raster size was

2x2 mm for CREX. The magnets frequencies were also set such that their cycles aligned
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Figure 3.13

A CAD drawing of the entire target chamber, including both ladders and their mechanical

supports. Figure reproduced from Reference [30].

with helicity flips, so that the same pattern was traced in each helicity window. This helps

to spread the heat more evenly across the whole target. Additionally, the lead targets were

sandwiched between thin diamond windows to help dissipate heat on the surface before it

reaches the softer lead. The thickness of the diamond windows was ∼0.25 mm, while the

thickness of the lead was ∼0.55 mm [31]. Despite the effort to reduce the target

degradation rate, at 70 µA the lead targets still have a finite lifetime and were constantly

monitored for signs of damage. Anticipating this, nine duplicate lead production targets

were prepared, seven of which were used in the combined experiments. Some examples of

target degradation effects are shown in Figure 3.14. The effects of target damage were
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visible in the form of changes in main detector rate, increased asymmetry widths,

increased temperatures, and increased radiation rates in the both the hall neutron and

ozone detectors.

Figure 3.14

Some of the lead targets in various states of degradation during the experiment. Figure

reproduced from Reference [31].

Due to both its cost and better temperature resistance, only one of each calcium target

was used, measuring 6.72 mm and 5.76 mm for 40Ca and 48Ca respectively. However, a

steering problem in the accelerator seriously damaged the 48Ca target shortly after the

transverse run period. a replacement was reassembled by combining it with two backup

targets from a previous experiment.The layers of the sandwich had a slightly different

purity than the original target, shifting the isotopic purity from 95.99% to 90.04%. The

resulting replacement target had a thickness of 5.7 mm, but a correction was required to

account for the change in isotopic purity.
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The carbon hole target was used for checking the beam position, as well as the size of

the raster. By setting the raster magnet currents, then imaging a hole of known size, the

actual size of the raster square can be checked. Since the movement of the target ladder is

also measured precisely, the carbon hole also helps confirm the beam is centered on the

target. An example image of the carbon hole target for two raster sizes is shown in Figure

3.15. The water cell target is used for checking the energy separation of the detectors by

simultaneously measuring the elastic scattering peaks of oxygen and hydrogen. The solid

carbon foil targets were used to have a measured value for carbon asymmetry to subtract

from the lead production targets during the carbon dilution analysis. The thin calcium and

natural lead targets were used for safety and basic alignment checks to prevent damage to

the production targets.
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Figure 3.15

Two runs taken back to back to check two different raster sizes taken from the Hall A online

logbook. The circle that appears in both is the empty part of the carbon hole target. The 2D

plots are millimeters in x and y, color represents counts, while the 1D plots give millimeters

on the x axis and counts on the y axis.

3.6 Sieve

The sieve collimators are thin metal (0.2 in) steel plates with asymmetric patterns of

holes drilled in them. The hole layouts are visible in Figure 3.16. The irregular size and

spacing of the holes produce a clearly identifiable pattern that can be analyzed in tracking

mode to extract scattered electron trajectories. The extracted pattern can be compared to
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simulation results to correct for a variety of effects related to the finite acceptance of the

detectors.

Figure 3.16

A picture of the two sieve collimators prior to installation. The hole in the center is for the

beam dump vacuum pipe.

3.7 Septum Magnets

Due to the size of the the Hall A spectrometers, the closest they can be positioned to the

beam line gives them a 12.5 degree angular acceptance. To extend this acceptance to

smaller angles, such as the 5 degrees required by this experiment, an additional magnet

known as the septum is used. The septums are thin dipole magnets placed nearly on top of

the traditional Hall A target position, requiring the target to be pushed back upstream.

Using anti-parallel fields, they bend scattered electrons in the 5-12 degree angle range

away from the beam line to meet the existing spectrometer’s acceptance. The center of the

beam remains undeflected and passes through the gap in the magnets visible in Figure

3.17.
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Figure 3.17

A picture of septum magnets and the beam pipe layout looking downstream of the target.

The bare coils (left) are not visible after installation as they are covered by shielding. The

vacuum pipes for the beam dump and left and right spectrometer can be seen passing

through the shielding before the enter the septum (right) [32].

3.8 Hall A Spectrometers

Hall A contains two movable high resolution spectrometers composed of two identical

sets of magnets and two similar sets of detectors. For a parity experiment, having both

spectrometers on the horizontal plane with a symmetric acceptance allows for a better

control of position correlated asymmetries. The standard detector packages of the left and

right spectrometer can be seen in Figure 3.18. However, in order to avoid unnecessary

radiation damage, much of this package was removed prior to the run, leaving only the

vertical drift chambers (VDC) and scintillators S0 and S3. In addition to the remaining

VDC’s and scintillators, a set of gas electron multiplier (GEM) were installed for low
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current tracking, as well as the main and AT quartz bars. The full layout is shown in

Figure 3.19.

Two distinct configurations of the aforementioned detectors were used during the

experiments; low current tracking mode, and high current integrating or production mode.

The goal of tracking mode is to collect information about individual electron trajectories.

In this configuration, the two VDC planes provide the electron’s trajectory, while the

scintillators give timing information for triggering. Both of these detectors saturate at the

mega-Hertz count-rate scale, however, so they can not be used at the giga-Hertz count-rate

scales needed in the production case. In production mode, the VDC’s and scintillators are

turned off and only the main detectors are used. When running in integrating mode, the

main detectors gain is lowered to prevent saturation.

Figure 3.18

Diagrams of the left and right spectrometer’s standard detector packages. Most of the

detectors pictured were removed prior to running PREX-II and CREX. Figure reproduced

from Reference [33].
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Figure 3.19

A simplified diagram of the layout of the Hall A detector package from target onward.

The red tracks represent elastically scattered electrons, which hit the main detector quartz

bars. The pink tracks represent the inelastic excited states, which intentionally miss the

main detector bars. The vertical drift chambers (VDCs) and gas electron multiplier (GEM)

detectors are only used at low beam currents to track the particle trajectories. Figure

reproduced from Reference [34].

3.8.1 Main Detectors

The main detectors are thin quartz bars wrapped in mylar to prevent light leaks. The

quartz bars measure 3.5 x 16 x 0.5 cm. Each spectrometer has two of these bars positioned

parallel to each other at different distances from the target, referred to as the upstream and

downstream detectors respectively. Thin quartz is used to reduce the amount of light yield

per electron so a higher electron flux can be received. The bars can be tilted by a set of
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motors at their base, and can be moved horizontally on a set of rails seen in Figure 3.21.

The free movement of the detectors allowed them to be adjusted in response to data,

ensuring they were properly positioned to avoid the inelastic scattering path. The

alignment of the detectors was done with a devoted run during the commissioning of lead

and calcium targets. Electrons passing through the quartz undergo Cerenkov radiation,

shedding photons in the process. Due to the angle of the emitted photons, they are

reflected down the inner walls of the quartz, and are collected in a photomultiplier tube

(PMT).

Along with the upstream and downstream bars, each spectrometer included a dedicated

transverse asymmetry (AT ) detector of a similar movable thin quartz and PMT design, but

measuring 3.5 x 10 x 0.5 cm. The AT detectors were placed in locations where

asymmetries from transversely polarized scattering would be maximized. By placing the

detectors above and below the central scattering angle as shown in Figure 3.20, the AT

detectors were sensitive to residual horizontal polarization at the target. This allowed for a

constant measure of the false asymmetry resulting from residual transverse polarization.

Significant effort was made to ensure the main detectors maintained a linear response to

the electron flux and corresponding light yield. While PMT’s become nonlinear at both

low and high flux, high flux was the main concern in this case. Prior to the experiment, a

GEANT4 simulation was used to predict the light yield for the quartz geometry. Given the

required electron counting rate for the experiment, the quartz thickness was chosen to

produce a light yield that remained within the PMT’s linear range. Additional tests were

made to verify the linearity on an LED test stand before the detectors were installed in the

hall. The result was a linearity systematic of ∼ 0.1% [36].
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Figure 3.20

The distribution of hits in the plane of the AT detectors for horizontal polarization. The x

and y axes are the plane aligned with the surface of the main detector, given in meters, and

color indicates the sensitivity to the horizontal transverse asymmetry. The yellow and blue

indicate positive and negative contributions, showing areas where the largest sensitivity to

the difference exists. The red boxes indicate the positions of the two AT detectors. Figure

reproduced from Reference [35].

Figure 3.21

A CAD drawing of the main detector mounting and movement system. The main detectors

are missing in this image. Figure reproduced from Reference [37].
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3.9 Small Angle Monitors

The small angle monitors (SAM’s) are a set of eight thin quartz detectors arranged in an

octagon around the beam dump. They monitor the scattered beam seven meters

downstream from the target at an angle of ∼0.5 degrees. They are exposed to an extremely

large electron flux, making them useful for checking helicity correlated effects on a quick

time scale. However, their positions at very small angles also makes them sensitive to a

wide variety of beam properties that make them prone to noisy signals. The fluctuations in

the beam’s trajectory that cause noise in the scattering angle remain roughly the same

magnitude across all angles, however, for smaller angles that associated noise represents a

much larger relative contribution to the signal.
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4 Data Analysis

A lot of focus is given to hardware detector systems in the experimental physics world,

for obvious reasons. But due to the power of modern computers, an increasing amount of

tools are software driven. The underlying, often very experiment specific, software tools

are themselves as complicated as hardware, and benefit from the same physics knowledge.

However, due to the accessibility of coding, it is expected that almost everybody in a

collaboration is contributing in some way, making it more difficult to weigh an

individual’s contribution. To this end, I’ll try to tabulate my contributions in Appendix B,

and keep the main analysis physics focused.

4.1 Storing Asymmetry

There are many ways to conceivably store asymmetry data. It is important to retain and

bundle all the information that may be needed for later analysis in a way that is both

useful and easy to access. There are actually two different data acquisition (DAQ) systems

in use for this experiment. The first is the counting mode DAQ, which uses the full set of

scintillators in the spectrometers to collect tracking information at a low beam current. For

the main measurements, a higher luminosity is needed. The higher electron flux exceeds

the electronics ability to distinguish between individual electrons in time. Instead of

counting individual electrons, the tracking detectors are turned off and the main detectors

are switched to integrating mode, where they communicate with the integrating DAQ.

However, only the integrating DAQ is used for measuring the asymmetry, while the

counting mode DAQ is used for various calibration measurements.

The data for each helicity state is segmented into short time windows, called blocks,

whose values are retrieved directly from hardware. During each window, a large number

of device signals are recorded. This includes various info needed to interpret the signals

such as error codes and hardware set points, as well as sub-block sampling of signals. The
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data is saved at the end of each run in a large, multi-gigabyte data file which contains an

ordered list of all the aforementioned information. This data file is read into the parity

analysis engine, known as JAPAN (Just Another Parity Analyzer), which processes the

raw data creating a .ROOT (from the ROOT-CERN analysis package) file so that it can be

more easily used. More information on JAPAN is given in Appendix A.

In its zeroth analysis pass JAPAN reads the raw data and stores the block-wise raw data

into more usable data structures, which are referred to as events. The raw data coming

from the hardware is organized by the helicity event, and the sub-blocks are reported

within the event structure. Each event corresponds to a set helicity state in which the

polarization of the beam should remain nearly the same. At this step, the raw hardware

signals are combined with any relevant device set points to make them more easily

interpretable, and the sub-block results are averaged. The processing of events in this way

results in better readability for analysis while still maintaining a hidden layer of valuable

troubleshooting information. The length of event windows varied throughout the

experiments, with the production data for PREX-II and CREX was collected at 240 Hz

and 120 Hz respectively. In a similar step to the construction of the blocks, events are then

grouped into sets called multiplets of eight or four events, called octets or quartets. Rather

than simply alternating opposing helicity states, the helicity is flipped in irregular but

symmetric patterns as shown in Figure 4.1. At the start of each multiplet, the helicity state

pattern is chosen using a pseudo-random algorithm (linear-feedback shift register) based

on the 30 preceding multiplets. This complicated randomization of patterns accomplishes

two things; the patterns of helicity within the multiplets reduces sensitivity to 60 Hz line

noise, and the longer scale randomization of multiplets cancels slower drifting noise. A

systematic investigation of different length of the multiplets is given in Appendix B.11.

The multiplets are used to calculate helicity based combinations in nearly real time, like

the main detector’s asymmetry, but for some detectors the yield or difference of states is a
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more useful value. Both events and multiplets have their own error flags, but a multiplet

with a bad event inside becomes a bad multiplet.

Figure 4.1

Positive and negative helicity events are combined to form patterns with an associated

asymmetry.

Over longer timescales, the data were segmented into miniruns, runs, and slugs.

Miniruns are sets of 8000 good multiplets, which corresponds to ≈ 4.5 minutes of error

free data. The choice of 8000 is somewhat arbitrary, miniruns needed just be large enough

to compute regression slopes with reasonable errors. An investigation of the length of the

integration window was also done. Smaller integration windows, while mostly stable, are

easier to bias with periods of unstable data. Larger integration windows, on the other

hand, can average out real fluctuations in sensitivities, and are impacted more frequently

by the dangling miniruns at the end of runs. No significant changes were noted when

sample runs were reprocessed with as few as 2000 multiplets, and as many as 12000. The
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uncertainty in the sample slopes varied from ≈ 1.5% to ≈ 6% for the largest versus the

smallest window. So the size of miniruns remained 8000 throughout the experiment.

Longer still were runs, which were taken at roughly one hour intervals. Runs are the

time scale at which most manual configuration changes happen, as configuration files are

run number delimited. The DAQ automatically split the raw data files into part files of 2

GB. The roughly one hour timing helped to keep the number of 2 GB part files per run

reasonable, and allowed for reasonably fast monitoring of previous run’s data.

The longest regular segmentation was the Slug, which was incremented any time the

IHWP state was inverted. The IHWP state was inverted based on the amount of charge

accumulated. The amount of charge per slug was chosen such that they lasted about eight

hours during production running. Due to the difference beam currents, this was roughly

1.2 C on lead for PREX-II and 2 C on calcium for CREX. By accumulating the same

amount of charge per slug, roughly equal statistics were taken on both half wave plate

states. Big configuration changes, such as changing targets or changing settings on the

Wien magnets, generally coincided with slug number changes, so the similar IHWP

statistics applied to all configurations.

4.2 Asymmetry Sign Confirmation

To account for sign dependent systematic effects, the sign of the helicity is artificially

inverted in a variety of ways. By taking approximately equal statistics in both sign

conventions, the average serves as a null asymmetry check. The final asymmetry

measurement takes into account these sign flips and corrects each one individually. The

devices considered are the IHWP and Wien whose functionality are discussed in Section

3.1.1. The EPICS readouts for these devices are stored in the JAPAN .ROOT file, so the

sign correction is a simple boolean check for each device multiplied by a sign.
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This correction results in the entire measurement having a consistent asymmetry sign,

but leaves open the question of which sign corresponds to which direction in the hall. To

make this check, the polarization needs to be traced back through the accelerator using a

few systems. Starting with the Moller polarimeter, which measures the longitudinal

polarization asymmetry, PREX found a ’IHWP out’ value resulted in a positive

asymmetry. This means the polarization is aligned with the momentum. The next check is

to compare the Moller DAQ and the parity DAQ to see if they have a matching

convention. This was checked by intentionally creating a large charge asymmetry, and

seeing if both DAQ’s see the same sign. For the final check, transverse data was needed, to

take advantage of its left-right asymmetry. The Mott polarimeter was used to confirm the

asymmetry at the injector for vertical polarization. For vertical polarization in the hall:

S gn(A) = ~S e • (~Ke × ~K′e) (4.1)

This convention defines the left spectrometer as positive for vertical-up electrons. For

PREX’s transverse running, the Wien was set to vertical-down, meaning the left

spectrometer should see a negative asymmetry. This was used to define the sign

convention for the rest of the run.

4.3 Cuts and Corrections

If the data we got directly out of the main detector was the final asymmetry, then

graduate students wouldn’t have anything to do with their evenings. Alas, there are more

than enough corrections required to supply everybody with jobs. There are two main ways

these corrections get applied. First, there are short-scale corrections that focus on stability

within runs. These corrections are often applied on the initial analysis pass, and are

tweaked in subsequent passes. Second, there are corrections that apply to mean values and

must be applied across many runs. These corrections often have longer and more

complicated analysis whose results get applied at a later time.
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4.3.1 Blinder

Since the raw data is passed through many steps of corrections on its way to the final

value, the worry exists that unjustified biases may get applied in the intermediate steps.

Seeing data for the asymmetry and picking options in the corrections that result in values

falling closer to the model is a very hard to behavior to avoid. To stop this, the

asymmetries are ’blinded’ using a cryptographic technique to hide the asymmetry behind

a flat blinding factor that gets added (or subtracted, for the alternate Wien and IHWP

states) on to the asymmetry in the first pass of JAPAN. The blinding factor is generated

using a key string, chosen before the start of the experiment. An MD5 digest is created

from the string, and the digest is converted to an integer. The integer is rescaled using a

±150 ppb or ±900 ppb range for PREX-II and CREX respectively (about ten times the

predicted statistical error of the main measurement), and the result is used to blind the

asymmetry for each multiplet. Since the blinding factor remains constant, it can be

corrected out of the final value once it is known. A checksum is used to check if the

blinder is working, but without significant effort on the part of a user to calculate it, the

blinding factor is unknown.

4.3.2 Beam Cuts

Beam cuts are applied to the data at the event and multiplet level and trigger error flags

when they are failed. Multiplets that contain an error flagged event are still saved, but not

used in subsequent asymmetry analysis. This way, the original event numbering is

preserved, which is important to identifying the same event across multiple analysis

passes. Some error flags are set without explicit tuning from the user. These include the

following. The beam trip flag, which triggers once a set low current threshold is reached.

The beam modulation flag, which triggers when the beam modulation coils are running.

The hardware failure flag, which triggers when there is one of many inconsistencies in
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values in the sub-blocks for a device. The blinder flag, which triggers when the blinding

factor doesn’t match what it should be, as described in Section 4.3.1. And lastly, the

helicity flag, which triggers when there is an issue decoding the helicity state.

The remaining cuts rely on parameters that are fine tuned as part of analysis passes.

These type of cut’s settings are set for specific run ranges using a variety of text parameter

files which are read into JAPAN. There is a default file for each type of cut, whose settings

are over-written if the run being analyzed falls within an existing parameter file’s run

range. The type of cut and run ranges are identified using keywords in the file names using

the format “cut identifier.#-#.ext”, where the two #’s are the integer run number limits.

These cuts are the first defense against unintended or false asymmetries that pass through

the hardware design and risk making their way into the main measurement. This section

contains a brief summary of each cut type, their logic checks, and how they are used in the

analysis engine. For the following sections, En will denote the current event’s signal being

checked by the cut, and n is the current event number.

4.3.2.1 Bad Event Cut

The bad event cut is the arguably the simplest cut, generally used as a last resort by a

frustrated user when all other cuts fail to remove obviously bad events. As a

metaphorically blunt tool, these cuts were heavily reviewed for alternative solutions. To

make it past all the automatic cuts, the errors needed to leave most detector signals

unchanged, yet still make events invalid for analysis. Issues with the spectrometer

magnets were one of the common reasons, as changes to field strength result in nontrivial

changes to the main detector acceptance. Other common reasons included occasional

BPM fluctuations that survived regression and showed up in the main detector signal. This

cut is defined by a numeric range of the events to be removed. The formal check is:

if
( [

[nmin,1 ≤ n] ∧ [n ≤ nmax,1]
]
∨

[
[nmin,2 ≤ n] ∧ [n ≤ nmax,2]

]
∨ . . .

)
(4.2)
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where n(min,i) and n(max,i) are the range limits, which allow for i separate ranges. The event

range is read from parameter files of the format “prex bad events.#.map”.

4.3.2.2 Stability Cut

The stability cut contains a lot of the most basic options for dealing with beam

fluctuations. It can set maximum and minimum values for any device in the list of

monitors including BPM’s, BCM’s, main detectors, and even simple device combinations.

This is useful, for example, by automatically removing low beam current that appears

after beam trips or large positions that could hit material on the target frame. The cut also

has the option to remove events which fall more than a set number of standard deviations

from the mean value of that run. However, in general, the standard deviation failing events

tend to fail the maximum and minimum cuts and are redundant. These settings are read

from a table of device channels and their respective limits. The tables are stored in

parameter files of the formats:

“prexCH beamline eventcuts.#-#.map”

“prexinj beamline eventcuts.#-#.map”

“prex maindet eventcuts.#-#.map”

The stability cut also provides the option to apply the set thresholds to a local rolling

window of events, known as a ring, the size of which is adjustable in a parameter file of the

format “prex ring stability.#-#.conf”. When an event fails the cut, the precut and postcut

settings control how many events before and after the failure are flagged, and the holdoff

setting controls how many events to skip before incrementing the ring window. These

values are set independently from the ring size, which allows for useful options like using

using a large averaging window to cut very short spikes in the data. The formal check is:

if
(

[min > En] ∨ [En > max] ∨ [RMS
(
[En−R : En]

)
> N]

)
(4.3)
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where min and max are the detector value limits, R is the ring size, and N is the RMS

cutoff limit. When this check is true, all events in the range [n−precut:n+postcut] are

flagged, and no subsequent events are marked as bad until (nnew > n+holdoff). The

stability cut was effective at providing errors when detectors drifted into unacceptable

ranges for parity quality beam, but it can struggle to recognize very fast shifts from

stability if the signal returns quick enough. A need to recognize these signals prompted

the creation of the Burp cut.

4.3.2.3 Burp Cut

The burp cut was designed with similar capabilities to the stability cut, but focused on

single event fluctuations rather than ring mean values. Like the stability cut, it uses a ring,

but instead of placing limits on the RMS of the ring, the limits are placed on each new

events distance from the ring mean. The formal check is:

if
(
|En −Mean

(
[En−R : En]

)
| > B

)
(4.4)

where B is the burp threshold. Also like the stability cut, when this check is true, all

events in the range [n−precut:n+postcut] are flagged, and no subsequent events are

marked bad until (nnew > n+holdoff). The burp cut uses own values for the ring size,

precut, postcut, and holdoff, as it is generally set to much smaller time scales than the

stability cut. The ring values are set in a parameter file of the format ”prex.conf”, while

the detector thresholds are set in the same mapfiles as the stability cut:

“prexCH beamline eventcuts.#-#.map”

“prexinj beamline eventcuts.#-#.map”

“prex maindet eventcuts.#-#.map”

In practice, the burp cut proved very difficult to use long term. It is easy enough to

tweak into cutting specific spikes out of a problem run, but requires fine tuning to avoid

triggering on natural statistical jumps. A slight change in the background noise on a



68

detector could cause a tight burp cut to flag data nonstop. At some point, it makes more

sense to manually set bad event ranges rather than spending time tweaking a burp cut that

may not work on the next run. For these reasons, the burp cut was only enabled on

particularly reliable detectors, and in specific run periods where it was set up for targeted

issues. Figure 4.2 shows an example burp cut configured to trim events near current

ramps.

Figure 4.2

A test of a burp cut applied to the downstream BCM, configured to remove events between

beam current ramps. The y axis is beam current and the x is event number, showing the

current changes in time. Events marked in red are removed by the cut.
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4.3.3 Pedestal Corrections

When any of the various detectors are powered on and primed for some kind of input

signal, they each have their own baseline electronic offset. These offsets are called

detector pedestals. In the simplest form, the measured signal can be written as a the

combination of the pedestal and input:

S Meas = S In + S Ped (4.5)

Since the pedestals are basic properties of the electronics, they are not helicity dependent.

If uncorrected, they would appear in the asymmetry as:

ADet =
S In,+ − S In,−

S In,+ + S In,− + 2S Ped
(4.6)

To compensate for this effect, pedestals are subtracted out of the raw device signals in the

first pass of analysis.

To find the pedestal of a device, a current scan can be done in which the beam current is

ramped up in regular steps to span the range expected for the detectors. A linear fit then

provides the zero current offset for the device. However, this method assumes all the

devices are linear, which is not always the case across their whole range. Instead of fitting

each detector directly to the current ramp, the following method is used.

First, a modified current ramp is performed, as shown in Figure 4.3. The short periods

of beam off function as mini pedestals for each nearby step in the ramp. The Unser signal

is then fit to each step, with the local pedestals removed. The Unser is used as the first step

because it is linear by design, but it is noisy and suffers from a pedestal that drifts. The

on-off current calibration minimizes the effects of the Unser’s drift. Next, one BCM is fit

to the calibrated Unser using only the beam on portion of the data. Since the Unser has a

known linearity, only the current range where the two have a linear relationship is used for

the fit, thereby ensuring a cleaner extrapolation of the pedestal. This BCM becomes the
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normalizer, used to calibrate the rest of the detectors, as well as serving as the reference

for the measured charge asymmetry.

Figure 4.3

A diagram showing the intentional beam current toggling used in an Unser current

calibration run. The y axis is again beam current, and the x axis is time. Figure reproduced

from Reference [38].

The linear fits also provide the gain of the BCM’s, as each device has a unique response

to current that can fluctuate over time. Device pedestals also drift over time and can shift

in response to configuration changes. To account for this, pedestal calibrations and gains

were updated regularly throughout the experiment, the results of which are stored in

parameter files of the formats:

“prexCH beamline pedestal.#-#.map”

“prexinj beamline pedestal.#-#.map”

“prex maindet pedestal.#-#.map”

“prex sam pedestal.#-#.map”.
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4.3.4 Beam Corrections

In an ideal world, the experiment would use a infinitely thin beam that did not move or

change any of its properties with the changing helicity. However, in practice the beam has

a finite size, shape, position, and intensity. All of these properties shift slightly over time,

and therefore have the possibility of affecting the measured asymmetry. Since these

fluctuations can not be wholly prevented, the next best solution is to correct for their

effects.

In general the beam corrections process can be broken down into a few parts. First,

choosing a set of detectors which are sensitive to the aforementioned beam properties, but

are also minimally correlated to each other. Second, modeling how those detector’s

sensitivities affect the main detector signal. Finally, using those models to correct out the

predicted false asymmetry. In practice, there are multiple ways to implement these steps,

and these methods will be discussed in the following sections.

4.3.4.1 Regression

Regression is one method to account for the false asymmetries associated with beam

properties. For every minirun, the set of chosen beam monitors are used in a multivariable

linear regression. This follows the process described in Reference [39] and the methods

for determining the means, variances, and covariances in one pass in Reference [40], but a

summary is as follows.

The means, variances, and covariances, are calculated for each monitor using the

recursive methods given in Reference [40]. From these, one correlation matrix is formed

between all of the independent variables (the beam monitors), and another between the

dependent (main detectors) and independent variables. These two correlation matrices are

combined to extract the detector slopes for each monitor.
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The resulting slope characterizes the main detectors’ response to fluctuations at that

beam monitor. These slopes are updated each minirun to capture time dependent changes

in the accelerator that may influence the response. The stability of the regression slopes is

generally good over time, as shown in Figure 4.4. On the second pass of the analysis, a

correction is applied to the asymmetry from each beam monitor. The resulting asymmetry

is the expected result if the beam had been perfectly centered at each monitor. Figure 4.5

is an example of the single parameter correlation of the detector asymmetry to the position

difference, and the extracted slope. In practice the slopes were calculated without

graphical tools, this figure came from checks that the ROOT TGraph fits were able to

identically reproduce the extracted slopes.

While the regression analysis can be performed on any beam monitor, some devices are

more significant to the final asymmetry than others. While one would expect this to

produce a stronger and therefore more reliable correction, this is not always the case. If

devices are too correlated to each other, the corrections cancel or become redundant and

certainty of the final correction is reduced. To avoid this issue, CREX applied regression

to combinations of beam monitors designed to minimize the correlation between

monitors. These virtual orthogonal devices, made up of weighted combinations of real

monitors, are referred to as EvMons. The calculation of the weight factors is done by

diagonalizing the covariance matrix of the beam monitors, where the associated

eigenvectors become the EvMons [41].
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Figure 4.4

The regression slopes (the fourth BPM’s X coordinate versus main detector double

difference) over time for the CREX lead target. Each point is the mean and uncertainty

of a fit for one minirun like the one shown in Figure 4.5. Larger slopes mean position

changes at this BPM would cause significant effects to the asymmetry.
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Figure 4.5

The regression slope check for a single minirun. The y values are the beam position’s

horizontal displacement for each event, and the x values are the main detector asymmetry.

Specifically, the BPM4eX (the fourth BPM’s X coordinate) slope with respect to the

upstream average corresponds to the p1 fit parameter.

4.3.4.2 Dithering

Dithering, or beam modulation, also aims to find the sensitivity of the main detector to

changes in the beam position. However, dithering uses a different set of methods to

achieve that result.

Dithering uses devoted sets of air-core magnets which are installed in the beam line to

shift the beam’s position at 15 Hz. By forcing the beam position to shift a large amount,

the fits more reliably cover the whole model space. By using multiple sets of coils

positioned at different parts of the beam line, dithering can also better decouple the beam
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monitors from each other. The dithering cycles were done in short bursts at about 10

minute intervals throughout the running of the experiment, and the sensitivities were

calculated for each cycle. The cycles were then averaged over each slug for later analysis

passes.

Calculating the dithering slopes requires additional steps when compared to regression,

as the coil signal becomes a key part of the calculation. Rather than just comparing beam

monitor signals to the main detector, dithering calculates both the beam monitor and the

main detector sensitivities to the coil drive signal. The sensitivities could then be used to

calculate a monitor versus main detector slope similar to that of regression. The results of

the dithering analysis were saved as .root files which are used as inputs in JAPAN’s

corrections.

4.4 Uncertainty Analysis

For precision measurements like CREX and PREX, much of the effort to remove

uncertainty is designed in. But despite that effort, sources of uncertainty are unavoidable.

Great care is placed in understanding the sources we can not remove to make sure

reasonable limits are defined on their scope. The transverse asymmetry has largely the

same sources of uncertainty as the main experiment. The main difference stems from the

fact that the transverse asymmetry is significantly larger in magnitude, allowing some

smaller sources of error to be bounded with little additional scrutiny.

4.4.1 Regression Versus Dithering

Because regression and dithering measure what should be the same quantities using

different methods, comparing the two can be useful. Differences in the extracted slopes

can be treated as a measurement of the systematic uncertainty in the beam corrections. In

practice, the two outputs take some additional analysis to compare directly.
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The regression and dithering slopes are saved on different time scales. Regression

slopes are stored each minirun, while dithering is only stored once per target. To compare

them directly, the regression slopes are averaged per target. This doubles as a check of

slope stability over time. Regression slopes actually have a high degree of stability per

target as shown in Figure 4.6.

Once averaged over the same time scales, we can compare the dithering and regression

slopes for matching run periods. While these slopes should ideally match, in practice

some of them are much less consistent than others. Despite the apparent stability of slopes

over time, dithering and regression come to very different answers for the same run

periods. To explain this inconsistency, we look instead at the corrections to the final

asymmetry that these slopes provide.
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Figure 4.6

The regression slopes (Event monitor 0 virtual monitor versus main detector double

difference) over time for the CREX lead target. EvMon0 represented the horizontal position

at the target. Each point is the mean and uncertainty of a fit for one minirun like the one in

Figure 4.5 The ‘p0’ parameter can be compared to an equivalent dithering slope. Larger

slopes mean position changes at this BPM would cause significant effects to the asymmetry.
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Table 4.1

The direct comparison of dithering and regression slopes for each device during each target run period. While initially alarming,

the large discrepancy is explained when the corrections are calculated. The largest corrections, from EvMon0 and EvMon1,

represent the sensitivity to horizontal position at the target and the beam energy. EvMon3 is the horizontal angle on target, while

EvMon2 and EvMon4 are the vertical position and angle at the target. The large slopes only appear when the corresponding

correction is small. Corrections given in ppb.

Target 48Ca, 1 40Ca, 1 48Ca, 2 12C, 1 208Pb 48Ca, 3 12C, 2 40Ca, 2 48Ca, 4

Slope
Percent
Differences

EvMon0 3.2% 3.2% 3.6% 4.0% 2.3% 3.6% 3.2% 5.8% 4.7%
EvMon1 4.3% -2.1% 22.8% 12.6% -2.2% -2.7% 3.6% 7.8% 8.3%
EvMon2 21.6% 3.7% 76.4% -29.9% 1090.0% 85.3% 73.9% 5.7% 11.0%
EvMon3 46.5% 43.9% 55.1% 87.4% 139.6% 113.4% 62.8% 88.2% 67.4%
EvMon4 46.0% 87.6% 69.2% 58.8% 4.3% 31.0% 47.5% 62.7% 73.5%

Slope
Corrections

EvMon0 1934 -1765 -1784 823 537 1350 615 538 -1747
EvMon1 -48 400 404 139 77 140 -94 -303 304
EvMon2 14 63 8 -81 -0.3 -6 3 -17 -39
EvMon3 149 20 -6 48 4 -63 -31 35 46
EvMon4 19 40 10 6 -24 -14 -25 20 12

Correction
Percent
Differences

EvMon0 2.8% 4.6% 5.0% 3.1% 2.0% 3.8% 4.6% 9.2% 5.9%
EvMon1 -0.1% 0.7% -7.9% 1.7% -0.3% -0.3% -0.8% -7.0% -1.9%
EvMon2 0.2% -0.2% -0.8% 1.9% 0.1% -0.7% 0.9% -0.3% 0.3%
EvMon3 4.1% -0.9% 0.4% 6.8% 3.2% -12.9% -6.4% 15.6% -3.3%
EvMon4 0.5% -5.0% -0.8% 0.5% -0.2% -0.4% -3.4% 5.1% -0.9%
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To find the correction to the detector asymmetry from each beam monitor, we multiply

the mean value of the helicity-correlated difference of the beam monitor with its slope. A

comparison of the regression versus dithering slopes, and the regression versus dithering

corrections is shown in Table 4.1. The direct slope comparison fails because when a beam

monitor has very small position differences, then it provides very little to the final

correction, and its slope means correspondingly little. This effect compensates for the

slope disagreements, and results in a more meaningful comparison between regression

and dithering corrections. This correlation between slope and correction size can be seen

in Figure 4.7.

An inspection of Table 4.1 lead to a process for bounding the systematic error for the

disagreement between regression and dithering. A flat five percent of the correction due to

each monitor was chosen as bound to match the scale of the disagreement between the

two. These five percent corrections for all of the detectors were added in quadrature, and

then combined in an average per target, weighted by each run period’s RMS. The resulting

corrected asymmetries along with the statistical uncertainty is given in Table 4.8. This

systematic bound is significantly smaller than the statistical uncertainties, as we have

close agreement between regression and dithering.
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Figure 4.7

Two sets of slopes for two monitors during the same run period. Each point is one minirun’s

slope and uncertainty. Larger y values indicate a larger slope, and that the asymmetry is

more correlated with the detector. EvMon0 (left) set has a very large average slope, while

EvMon2 (right) has a very small slope. EvMon0 and EvMon2 represent the horizontal and

vertical positions at the target respectively. Table 4.1 shows the disagreement in slopes for

EvMon0 is 2.3% while the disagreement for EvMon2 is 1090%.
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Table 4.8

The asymmetries and error contributions for beam corrections from PREX-II and CREX.

d(AMeas)S tat are the statistical uncertainties and δ(AMeas)S ys are the contributions to the

systematic uncertainties coming from comparison of dithering and regression analysis.

Values given in ppb.

Experiment Target AMeas d(AMeas)S tat δ(AMeas,Beam)S ys

PREX-II

12C -5494 330 29.4
208Pb 0.257 129 71.0
40Ca -5295 290 42.4

CREX

12C -8167 880 37.8
208Pb -2765 1610 27.8
40Ca -8405 926 48.9
48Ca -7917 839 86.7
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4.5 Respins

Since the final asymmetry measurement is a mean value (sometimes it’s nice too, don’t

worry) taken across all runs, calculating it requires processing all of the data and including

corrections from a variety of sources. To minimize calculation time for live data

monitoring during the experiment, only the raw values with simple or pre-calculated

corrections can be used in the initial passes. Over time, these corrections need to be

tweaked and reapplied. However, processing just one run worth of events on a single

machine can take as long as an hour. Additionally, with each run containing a few

gigabytes of data, opening more than one simultaneously can quickly exceed machine

RAM limitations. For these reasons, doing the final calculation for thousands of runs on

one machine quickly becomes infeasible.

To solve these issues, an installation of JAPAN was maintained on the Jefferson Lab

distributed computing farm. This allowed the analysis of individual runs to be

parallelized, reducing the total computation time by a factor of n, where n is the number of

compute nodes. With n∼200, the computation time is reduced from months to only a few

hours. Mean values for runs were also extracted in stored in separate trees, allowing

experiment long time scales to be viewed without the aforementioned RAM limitation.

These whole-experiment analysis passes were called respins. Testing analyses on small

data sets and collecting the results into a central repository before agreeing to run respins

allowed the experiment to reduce the total computation time, as well as point to a standard

set of checkpoints as we moved toward the final value. Some additional discussion of

implementing the respins is included in Section B.8.
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4.6 From Raw to Final Asymmetry

The final asymmetry is extracted from the raw value via a set of combinations and

iterative corrections, each of which require their own set of analysis. A brief summary of

the steps that will be discussed in this section.

In the first pass analysis of JAPAN, the detector signals are combined with their

pedestals at the event level, and the multiplets are created. This removes the factor of

2S Ped that appears in Equation 4.6, and results in the first sets of multiplets Ai
Raw. The

error flags are also applied at this step, and any events or multiplets with errors are ignored

in all of the subsequent steps. The slopes for regression are calculated in this pass, using

only error free values to ensure meaningful sensitivities. Included in this step are detector

combinations, specifically the main detector average asymmetries and ‘double

differences’, given by:

Ai
Avg =

Ai
LHRS + Ai

RHRS

2
, and Ai

DD =
Ai

LHRS − Ai
RHRS

2
(4.7)

The parity violating measurement uses the average to calculate APV , while the transverse

measurement uses the double difference to calculate AT . This is because the parity

violating case is measuring in total rate as a function of spin, while the transverse case is

measuring an azimuthal dependence. As this document focuses on AT , for the rest of the

discussion in this section Ai
Raw = Ai

DD. The raw asymmetry averages as well as their

statistical errors are given in Table 4.2. A second pass is then used to apply the regression

and dithering slopes, to correct the previously built multiplets and combinations. This pass

results in the beam corrected asymmetries Ai
Meas = Ai

Raw − Ai
Beam, as well as the corrected

minirun and run scale values such as the mean, RMS, and error for the corrected

asymmetries. The values of AMeas are the same as those discussed in Section 4.4.1. The

regression and dithering corrections are saved as separate trees for each time scale, and

either outputs can be used for the following steps.



84

Table 4.2

The raw transverse asymmetry double differences per target and their associated statistical

uncertainties. The statistical uncertainties, d(ARaw)S tat, are the combined errors on the

means for all Ai
Raw collected on a given target. All values given in ppb.

Target ARaw d(ARaw)S tat

12C -7614 1040
208Pb -2414 1741
40Ca -8363 1198
48Ca -7784 1075

The corrected miniruns are combined using an error weighted average across matching

targets. At this step, the sign corrections from the slow spin controls are applied. The

resulting asymmetry average is given by:

AMeas =

∑
m

Am
Meas × Sgn × σ−2

m∑
m
σ−2

m
(4.8)

Where Am
Meas are regression or dither corrected miniruns, Sgn is a function that applies a

sign based on the known settings of the slow controls system, and σm are the uncertainties

on each minirun. Subsequent corrections apply to these target averaged values. The beam

corrected asymmetries and the associated uncertainties are given in Table 4.3. Also

included in the table are the main detector linearity systematics, which are also calculated

using the values of AMeas.

The calcium 48 and lead targets both contain dilution from other elements at a

significant rate. In the case of calcium 48, this comes from isotopic impurities, namely

some amount of calcium 40. In the case of lead, this comes from the carbon in the

diamond foils. To account for this, each contaminant’s asymmetry is subtracted from the

main asymmetry, weighted by the its concentration in the target. The result is a corrected
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Table 4.3

The beam corrected asymmetries per target and their associated uncertainties. The

statistical uncertainties, d(AMeas)S tat, are the combined RMS for all Ai
Meas collected on a

given target. These shrink significantly due to the reduction of beam related fluctuations

as compared to the values of d(ARaw)S tat given in Table 4.2. δ(AMeas,beam) and δ(AMeas,nonlin)

are the contributions to the systematic error due to beam corrections and detector non-

linearities. The full discussion of δ(AMeas,beam) is given in Section 4.4.1. All values given in

ppb.

Target AMeas d(AMeas)S tat δ(AMeas,beam)S ys δ(AMeas,nonlin)S ys

12C -8167 880 37.8 38
208Pb -2765 1610 27.8 12
40Ca -8405 926 48.9 42
48Ca -7917 839 86.7 39

pure target asymmetry given by:

ACorr =

AMeas −
∑
i

fiAi

1 −
∑
i

fi
(4.9)

Where Ai is the asymmetry of the contaminating source, and fi is the effective atomic

fraction of the source. For calcium, fi is taken from the assay performed by the lab that

produced the target. For lead, fi is calculated using the known diamond window thickness.

The corrections for lead and calcium 48 use the measured asymmetries of carbon and

calcium 40 for Ai respectively. The correction to lead is very large, as the carbon

asymmetry produced by the diamond foils has a larger strength than the lead.

Additionally, the uncertainties in the lead correction are compounded with the

uncertainties in the carbon measurement. The values of fi are given in with the resulting

corrections in Table 4.4.
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Table 4.4

The dilution factor corrected asymmetries per target and their associated uncertainties.

The statistical uncertainties, d(ACorr)S tat, are now the values of d(AMeas)S tat from Table 4.3

weighted by their respective dilution factors and combined in quadrature. The increase

in the statistical uncertainty in lead compared to Table 4.3 is due to the combined

contributions of the statistical error from lead and carbon. δ(Ai)S ys, δ( fi)S ys, and δ(Inel.)S ys

are the contributions to the systematic error from the uncertainty on the asymmetry used in

the dilution calculations, the uncertainty on the atomic fraction, and the uncertainty on the

inelastic calculation respectively. Note that these values of δ(Ai)S ys, δ( fi)S ys, and δ(Inel.)S ys

are already scaled by Equation 4.10. All values given in ppb.

Target f δ(f) ACorr d(ACorr)S tat δ(Ai)S ys δ( fi)S ys δ(Inel.)S ys

12C 0 0 -8167 880 0 0 76
208Pb 0.6089 0.0609 523 2646 637 391 4
40Ca 0 0 -8405 926 0 0 146
48Ca 0.0907 0.0018 -7873 919 100 1 80

Table 4.4 also includes a systematic contribution that bounds the contribution from

inelastic scattering in the target. It needs to be applied in the same form as Equation 4.9,

with Ai representing asymmetries due to individual inelastic states, and fi representing the

amount of that state accepted in the main detector. These values are calculated using a

GEANT4 simulation of the experimental geometry that provides an estimated rate for the

first few excited states at the main detector [35].

The last step combines two corrections to arrive at the final asymmetry:

An =
ACorr

Pn < cos φ >
(4.10)

where Pn is the polarization magnitude as measured by the Compton and Moller

polarimeters. The CREX transverse asymmetry measurement used the average of the two
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polarimeters result, Pn = 86.78% ± 0.62. Here < cos φ > is a scale factor that accounts for

the fact that the left and right spectrometer’s acceptance in φ aren’t exactly aligned to the

horizontal, as well as any asymmetric effects related to the finite range of φ values covered

by the detectors. This quantity is extracted along with < Q2 > using a combination of

sieve tracking data and simulation known as the acceptance function. This function is the

relative probability for a particle of given trajectory to make it to the target. When

convolved with the cross section and the measured distribution of a variable at the

detector, shown below for < Q2 >, it provides a realistically weighted mean value for

kinematically dependent variables of uncertainty < 1% as reported in Reference [42].

< Q2 >=

∫
Q2(θ) dσ

dΩ
ε(θ) sin θdθ∫

dσ
dΩ
ε(θ) sin θdθ

(4.11)

The final values for An after the acceptance correction are given in Table 4.5. The partial

contributions to the systematic uncertainty are summed in quadrature from the previous

steps to get δ(An)S ys. The final systematic uncertainty can be written in terms of the

variables defined in this section as:

δ(An)S ys =

√(
δ(ABeam)

Pn < cos φ >

)2

+

(
δ(ANonlin)

Pn < cos φ >

)2

+ δ(Ai)2 + δ( fi)2 + δ(Pn)2 + δ(Inel.)2

(4.12)
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Table 4.5

The acceptance corrected asymmetries per target and their associated uncertainties. The

statistical uncertainties, d(An)S tat, are the values of d(ACorr)S tat from Table 4.4 combined in

quadrature with the uncertainty in the polarization. δ(An)S ys is defined by equation 4.12.

All values given in ppb.

Target < cos φ > An d(An)S tat δ(An)S ys

12C 0.969 -9715 1049 128
208Pb 0.969 622 3146 748
40Ca 0.970 -9984 1102 184
48Ca 0.970 -9353 1094 187
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5 Results and Conclusions

The final transverse asymmetries and their associated uncertainties as measured by

CREX are given in Table 5.1. The total uncertainty is a simple quadrature sum of the

statistical and systematic results. These values are discussed in the following sections.

Table 5.1

Final transverse asymmetry values measured during CREX and their associated statistical

and systematic uncertainties. The total error is the quadrature sum of the statistical and

systematic errors. Given in ppm.

Target < Q2 >(GeV2) An(ppm) Stat.(ppm) Sys.(ppm) Tot.(ppm)
12C 0.033 -9.7 1.05 0.13 1.05

208Pb 0.031 0.6 3.15 0.75 3.23
40Ca 0.030 -10.0 1.10 0.18 1.11
48Ca 0.030 -9.4 1.09 0.19 1.11

5.1 Comparison to Existing Data

To compare the values listed in Table 5.1 to those of existing experiments, they are

plotted as a function of their measured Q. Figure 5.1 shows the CREX values compared to

those of PREX and PREX-II compared to their most recent model curves [15]. These are

the most directly comparable existing measurements, as they share similar kinematics and

uncertainties. We can see immediately the so-called ’PREX problem’, namely the large

mismatch between the model prediction and experimental result for lead nuclei. The

experimental lead points are all consistent with zero, across a range of Q. Despite the dip

in predicted An and CREX’s larger statistical error, the new lead measurement still shows

a multiple sigma disagreement.
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The under-prediction of calcium and carbon in PREX-II is less significant in the CREX

data, and only calcium 40 appears outside of uncertainty range. On the topic of isotopic

dependence, CREX measurements show the two isotopes of calcium are consistent within

uncertainty. The CREX measurement indicates no dependence of An with respect to

neutron number. More isotopic measurements are needed to investigate this issue.

Figure 5.1

A snapshot of recent transverse asymmetry measurements including PREX [43], PREX-II,

and CREX [42]. The most up to date model calculation curves from Reference [15] are

also displayed in matching colors. NOTE: The PREX-II calcium and carbon points have

been horizontally shifted slightly as to not cover each other.

Comparing other transverse asymmetry measurements presents additional issues, as

kinematics play a heavy part in model predictions. The functional form of An depends

non-trivially on the lab beam energy, Q2, scattering angle, and properties of the nucleus



91

itself including its mass, charge, and form factor. In Reference [15], Koshchii and

Gorchtien have produced model curves for a list of recent experiments at other kinematics

including QWEAK [44, 45], MAMI [46, 47], and HAPPEX [43]. While these models

provide a basis to compare CREX to other experiments, the authors are clear that the

models use an assumption of high beam energy in the Compton scattering inputs which

may not be reasonable to extend to all of these kinematics. This is evident in the

comparison of data on carbon, shown in Figure 5.2, which is available for a wide range of

beam energies. The models have a tendency to underpredict the asymmetry in carbon at

lower beam energies, but have correct scaling across Q2 for higher energy beams. With

the exception of lead, these predictions match data for a variety of nuclei (4He, 12C, 27Al,

40Ca, 48Ca, 208Pb) provided Eb >≈ 1 GeV. The two additional intermediate mass nuceli

(28Al, 90Zr) measured by MAMI [47], are both underpredicted as well, likely due to their

lower beam energy.
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Figure 5.2

A comparison of carbon transverse asymmetry measurements for QWEAK [45], MAMI

[46, 47], PREX [43], PREX-II, and CREX [42] compared to their theoretical predictions

from Reference [15]. The QWEAK, CREX, and PREX points are in reasonable agreement

with the theory bands, but the MAMI points show significant disagreement.
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5.2 Implications

The complicated disagreement between models and data seems to boil down to two

main concerns. The first is the energy dependence of lower beam energy asymmetries.

The second is the aforementioned “PREX problem.” A possible solution to the “PREX

problem” is suppression due to a vertex correction on the nucleus due to the Feynman

diagram shown in Figure 5.3. This process is a first order correction to the two photon

exchange process, so it should scale as ≈ Z2α.

An estimation of this correction’s effects on current models can be made using the form:

An ≈ A0(Q2)(1 −CZ2α) (5.1)

Where A0 is a current model that doesn’t include this suppression, and C ≈ 0.02 is a

constant set such that BNSSA data for lead matches predictions, but intermediate nuclei

are affected as little as possible. Phenomenologically, this fit does very well. As shown in

Table 5.2, it provides nearly no corrections on light nuclei Z ≤ 20, small corrections that

remain consistent with data for 20 ≤ Z ≤ 50, and a very large correction for lead at

Z ≥ 50.

Table 5.2

The suppression of heavy nuclei due to the vertex correction inspired equation 5.1.

Target αZ2 Correction
12C 1%
27Al 2%
28Si 3%
40Ca 6%
48Ca 6%
90Zr 25%

208Pb 98%
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Figure 5.3

The Feynman diagram for a radiative correction in which the nucleus exchanges a photon

with itself during a two photon exchange scattering event.

5.3 Beam Energy Scaling of An

The issue of modeling the transverse asymmetries at lower energy is clear in the 0.57

GeV beam energy data from MAMI, shown in Figure 5.4. Across all three nuclei, the

asymmetry is underpredicted. It is possible this is an effect of MAMI’s larger scattering

angle, but this discussion will focus on energy for reasons that will be discussed in this

section. Interestingly, PREX-II at 0.95 GeV also found the models underpredicted carbon,

and calcium 40, shown in Figure 5.5. Since the models provide a good prediction for

carbon asymmetries at beam energies > 1 GeV at a variety of Q2, it suggests that the

energy is a factor in suppressing it. Quoting the paper by Koshchii et al. [15]:

”We note that our framework has been designed for high-energy electron

scattering; apart from lacking contributions from the nuclear range, it operates with

a phenomenological t-dependence motivated by the high-energy Compton scattering

data. While the high energy measurement on 4He by the HAPPEX collaboration at

2.75 GeV is well described, and so is a somewhat lower one on 12C at 1.063 GeV, the
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Figure 5.4

All MAMI data for carbon [46], silicon, and zirconium [47] compared to their most recent

model curves. Figure reproduced from Reference [15].

agreement at lower MAMI energies is worse even for light and intermediate nuclei.

This fact indicates that the t-dependence of the Compton cross section in the

resonance region is likely not to follow the exponential fall-off as deduced from

high-energy data.” [15]

The suspicion lies in the B parameter of the Compton form factor given by

g(Q2) = exp(−Bt
2 ), where t = Q2. This factor is obtained in Koshchii et al. [15] by fitting

high energy (Eγ = 3, 5 GeV) Compton scattering data that exists for 4Be, 12C, 27Al, 49Ti,

64Cu, 109Ag, and 197Au [48]. The Compton scattering data used for the fits is shown in

Figure 5.6. The extracted values for B are given in Table 5.3. To use these fits in the

models, an assumption is made in Koshchii et al. that the missing nuclei (4He, 28Si, 40Ca,
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Figure 5.5

PREX-II [42] data for carbon, calcium, and lead compared to their most recent model

curves [15].

48Ca, 90Zr, and 208Pb) will have similar factors of B as a function of A or Z

(B(27Al)≈B(28Si)). And also that B is a constant in Eγ. Given the fact that B changes as a

function of A and(or) Z and Eγ in the table, this seems like a questionable assumption.

To remedy both these issues, I propose two modifications to the fits. The first is simple;

instead of assuming B changes very little in Z and using near-by elemental values, we

interpolate B values across Z using a fit. In particular, since there is no obvious ansatz

about the functional form, linear and quadratic fits of B(Z) were investigated. The
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Figure 5.6

Cross sections as a function of t for Compton scattering on4Be, 12C, 27Al, 49Ti, 64Cu, 109Ag,

and 197Au given for Eγ of 3 and 5 GeV. Figure Reproduced from Reference [48].

interpolation fits are shown in Figure 5.7. While the quadratic Z fits do a better job

describing the existing B values, the linear fit showed slightly better performance

minimizing residuals when used in combination with the corrections discussed later in this

section. Despite the appeal of a linear form, the quadratic form of B(Z) was used to

remain in closer agreement with the errors on Koshkii’s B fits. Additionally, fits of B(A/Z)

were also checked. While B(A/Z) does a better job describing the difference between the

isotopes of calcium, but it was rejected due to the fact that despite its complexity it

provided very little correction. The change to B(Z) compared the values used by Koshchii



98

Table 5.3

Values of B extracted by Koshchii et al. from fitting the functional form ”α exp
(
−Bt

2

)
+ σ”

on 4Be, 12C, 27Al, 49Ti, 64Cu, 109Ag, and 197Au given for ω = Eγ of 3 and 5 GeV. Table

reproduced from Reference [15].

ω ≈ 3GeV ω =5GeV

Target B [GeV−2] B [GeV−2]
4He 10.0±3.6 –
12C 7.2±2.5 10.0±2.1
27Al 12.1±2.1 8.1±1.9
49Ti – 18.6±2.1
64Cu 16.5±13.8 14.6±2.3

109Ag 26.4±3.5 26.0±2.7
197Au – 56.7±8.2

[15] can be significant on nuclei that fall in between the available Compton scattering

data, as shown in Table 5.4.

The second modification is adding an energy dependence to g(Q2). The existing 3 and 5

GeV data provides very little insight to this. Considering again Table 5.3, the central

values of B can increase or decrease with lower energy depending on the nuclei, and the

error bars are large enough that any shift could be considered within uncertainty. Instead,

we search for a functional form, g′(Q2, Eγ), that describes the measured asymmetries, but

converges back to the existing fits to Compton data at the energies they were measured.

More formally:

lim
Eγ→5GeV

(
g′(Q2, Eγ)

)
= g(Q2) (5.2)

To that end, I suggest a g′ of the form:

g′(Q2, Eγ) = exp
(
−tB(Z)

2

(
1 −

B′t
Z

( 1
E3
γ

−
1
53

)))
(5.3)
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Figure 5.7

Compton scattering B values from Koschii at Eγ = 5 GeV [15] fit with respect to Z.

Where B′ ≈ 7.2 GeV is an additional constant fit to MAMI’s carbon data, and Eγ is the

energy of the photon, which is given in Koshchii’s paper as ω =
(p1+q1)2−M2

2M .

The choice of the complicated term
(
1 − B′t

Z

(
1

E3
γ
− 1

53

))
serves a number of purposes.

Importantly, the difference
(

1
E3
γ
− 1

53

)
forces the desired convergence back to the Compton

scattering at Eγ = 5 GeV to maintain agreement with the original fits to data. The choice

of ≈ t2

E3
γ

scaling is strange, and difficult to justify. It is motivated largely by two factors.

First, the energy scaling needs to collapse very quickly when Eb < 1 GeV in order to both

enhance the 0.57 GeV points from MAMI, while leaving the 1.1 GeV points from PREX

nearly unaffected. Second, the scaling of MAMI’s carbon points show a difficult linear
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Table 5.4

Values of B extracted by Koshchii et al. from fitting the functional form ”α exp
(
−Bt

2

)
+ σ”

to Compton data [15]. The second two columns, highlighted in grey, are the results of

this section’s interpolated form. Without interpolation, nuclei are assigned B from existing

nuclei. Interpolation provides an alternative estimate.

ω ≈ 3GeV ω =5GeV B=4.46+0.48Z B=8.22+0.125Z+0.006Z2

Target B [GeV−2] B [GeV−2] B(Z) [GeV−2] B(Z2) [GeV−2]
4He 10.0±3.6 – 5.4 8.5
12C 7.2±2.5 10.0±2.1 7.4 9.2
27Al 12.1±2.1 8.1±1.9 10.7 10.8
28Si 12.1±2.1 8.1±1.9 11.2 11.1
40Ca – 18.6±2.1 14.1 13.0
48Ca – 18.6±2.1 14.1 13.0
49Ti – 18.6±2.1 15.1 13.8
64Cu 16.5±13.8 14.6±2.3 18.5 16.7
90Zr 26.4±3.5 26.0±2.7 23.8 22.5

109Ag 26.4±3.5 26.0±2.7 27.1 26.9
197Au – 56.7±8.2 42.6 54.3
208Pb – 56.7±8.2 44.0 57.4

behavior in Q2 that makes them very hard to fit. The ≈ t2

E3
γ

scaling provides both this

transition to a linear form at low energy, and suppresses it fast enough to agree with higher

energy data. Alternative scalings of the forms t2

E4
γ
, t

Eγ
, t

E2
γ
, and t

E3
γ

were also attempted, but

none provided as close of a minimization as the t2

E3
γ
.

To fit the constant B′, the AT model predictions from Koschii for each nuclei at its

experimentally measured Q2 were collected. The model predictions had their existing

g(Q2) removed, and replaced by the g′(Q2, Eγ) of Equation 5.3 using a simple factor of

g′/g. The αZ2 suppression was applied, then the residuals of each point with respect to the
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experimentally measured values were calculated. The value of B′ was used to minimize

the sum of the error weighted residuals, where the errors were a quadrature sum of the

model uncertainty, and experimental uncertainty.

This form is purely phenomenological, but it does a better job describing data across the

board. In fact, when combined with the (1 −CZ2α) suppression discussed in Section 5.1,

every measured nuclei falls with Z ≥ 6 falls within 2σ of model predictions, which can be

seen clearly in the residuals in Figure 5.8. The corrections and minimizations for each

step are shown in Figure 5.5. While Equation 5.3 supplies some significant corrections in

the energy range of available BNSSA measurements, it converges back to Compton

scattering measurements fast enough to be nearly immeasurable at Eγ = 3 GeV. This can

be seen in the scaling of effective B values given at different values of Eγ in Table 5.6.
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Figure 5.8

All electron-nucelus BNSSA residuals when compared to model predictions by Koschhii, compared to the same data using Equation

5.3 to add energy dependence.
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Table 5.5

The size of corrections compared to An,th predicted by Koshchii et al. [15], using the

methods described in the section above. The fit minimizations (error weighted sum of

residuals) are given in the last row, showing our ability to describe the data increasing

in each step.

Experiment Target An,Th δ(B(Z2)) δ(αZ2) δ(Eγ) An,Fits An,Exp

PREX 12C -6.3 -0.03 0.03 -1.28 -7.57 -6.49

QWEAK 12C -9.6 -0.10 0.05 -4.37 -14.02 -10.68

PREX-II 12C -5.1 -0.01 0.03 -0.84 -5.93 -6.30

MAMI 12C -8.5 -0.08 0.05 -7.60 -16.13 -15.98

MAMI 12C -9.1 -0.11 0.05 -10.15 -19.32 -20.67

MAMI 12C -9.2 -0.15 0.05 -12.82 -22.12 -23.88

MAMI 12C -9.2 -0.16 0.05 -13.43 -22.74 -21.93

MAMI 12C -9.2 -0.19 0.05 -15.87 -25.20 -28.30

CREX 12C -9.4 -0.13 0.05 -1.59 -11.07 -9.70

PREX 208Pb -6.2 0.02 6.07 -0.03 -0.14 0.28

PREX-II 208Pb -5.1 0.01 4.99 -0.02 -0.11 0.40

CREX 208Pb -6.3 0.07 6.11 -0.05 -0.16 0.60

QWEAK 27Al -9.7 0.31 0.23 -3.37 -12.53 -12.16

MAMI 28Si -9.4 0.50 0.25 -5.49 -14.14 -21.81

MAMI 28Si -9.5 0.53 0.26 -5.66 -14.37 -23.30

PREX-II 40Ca -4.7 -0.08 0.28 -0.52 -5.02 -6.10

CREX 40Ca -7.3 -0.62 0.46 -1.34 -8.81 -10.00

CREX 48Ca -8.9 -0.79 0.57 -2.01 -11.14 -9.40

MAMI 90Zr -12 -1.03 3.04 -4.95 -14.93 -16.79

MAMI 90Zr -11.8 -1.03 3.00 -4.90 -14.73 -17.03

Minimization – 23.21 23.12 10.11 5.09 5.09 0.0
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Table 5.6

Effective values of B given at each point’s Q2, E, and Z showing the fast convergence when

E is increased.

Experiment Target Koschii B B(Z2) B(Eγ=Ex) B(Eγ=3Gev) B(Eγ=5Gev)

PREX 12C 10.0 9.18 8.61 9.17 9.18

QWEAK 12C 10.0 9.18 8.71 9.17 9.18

PREX-II 12C 10.0 9.18 8.47 9.17 9.18

MAMI 12C 10.0 9.18 8.34 9.17 9.18

MAMI 12C 10.0 9.18 8.42 9.17 9.18

MAMI 12C 10.0 9.18 8.50 9.17 9.18

MAMI 12C 10.0 9.18 8.52 9.17 9.18

MAMI 12C 10.0 9.18 8.56 9.17 9.18

CREX 12C 10.0 9.18 9.03 9.17 9.18

PREX 208Pb 56.7 57.43 57.31 57.43 57.43

PREX-II 208Pb 56.7 57.43 57.29 57.43 57.43

CREX 208Pb 56.7 57.43 57.37 57.43 57.43

QWEAK 27Al 8.1 10.82 10.49 10.82 10.82

MAMI 28Si 8.1 11.11 10.76 11.10 11.11

MAMI 28Si 8.1 11.11 10.78 11.10 11.11

PREX-II 40Ca 18.6 13.04 12.65 13.04 13.04

CREX 40Ca 18.6 13.04 12.92 13.04 13.04

CREX 48Ca 18.6 13.04 12.90 13.04 13.04

MAMI 90Zr 26.4 22.50 22.38 22.49 22.49

MAMI 90Zr 26.4 22.50 22.38 22.49 22.49

5.4 Future Experiments

High intensity electron beam facilities such as CEBAF and MAMI are some of the few

places that can support the difficult requirements of parity based scattering measurements.

Currently the future of experiments in Jefferson Lab Hall A is dominated by electron
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scattering off light nuclei. This includes polarization transfer measurements, like those

discussed in Section 2.2.3, to extract the form factor of the neutrons. It is unlikely that

these experiments will achieve the sensitivity in which the beam normal single spin

asymmetry corrections will be necessary, but it is something that should be considered.

Further into the future, experiments like MOLLER will need reliable models or

asymmetry measurements on materials such as aluminum to account for scattering that

takes place on the cell windows. Looking further still, a few authors have proposed using

positrons to measure two photon effects directly using equipment at Jefferson Lab [49].

MAMI, on the other hand, has planned additional transverse measurements on carbon

that could provide more useful information regarding the energy scaling of An [47].

Arguably more important, MAMI has also proposed a program to directly measure

Compton scattering data, which could help to remedy the uncertainty in the existing

models significantly [15].

Despite the attempts to close the gaps between light and heavy nuclei, there are still

wide gaps in the available data across the nuclear chart in both the transverse and

longitudinal cases. The zero AT of the ’PREX problem’ is now confirmed with a high

degree of certainty, however nuclei with Z<20 show little, if any, of the same suppression.

Due to the difference in kinematics, including energies and angles, MAMI’s measurements

on intermediate nuclei are difficult to compare directly to those of PREX(II) and CREX.

Additional transverse asymmetry measurements on more nuclei at forward angles would

provide valuable information to constrain the rate of suppression for heavy nuclei.
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Appendix A: Just Another Parity Analyzer

The collaboration maintained a software package that was named JAPAN (Just Another

Parity Analyzer). This was the main analysis tool, serving as a jumping off point for the

majority of the analysis given in this document. Its main job was to serve as a framework

for core steps of analyses, collecting all the litany of calculations, variables, and macros,

and applying them to the data in a analysis ”passes”. To undertake this job it was written

in a modular way, with calculations written into individual data handlers that take their

own configuration files. This gave the engine versatility, allowing for analyses to be added

in a standard way, and allowing for easy access to common variables. Using this format,

JAPAN was able to efficiently order the data handlers and reduce the likelihood of

individual calculations making bad assumptions regarding their order in the process.

JAPAN was written in C++, and uses ROOT-CERN (root), a data analysis framework

for nuclear and particle physics. Root contains a large set standard data analysis tools, as

well as its own set of programming language interpreters. This allowed individuals to

write macros for complicated calculations in their language of choice, and easily include

them in the final analysis. Each analysis pass produced its own set of .root files which

contain ”trees” of information that can be accessed in a live root session to make plots or

test simple calculations on. To account for calculations that require information such as

run-long means as input values, JAPAN was able to run multiple passes in succession,

referencing its own output files each time. While this could be done as many times as

needed, only two passes were required for the final output.

JAPAN was also responsible for producing a significant portion of the information

available in the live data monitors via a graphical user interface tool called PAnGUIn

(Parity Analyzer Graphic User Interface). PAnGUIn plots the data from a special rootfile

made by JAPAN that’s updated incrementally so the data quality can be spot checked very

rapidly.
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JAPAN was transitioned from the previous Hall A parity analysis software called PAn

(Parity Analyzer), and it will likely be built upon for future Jefferson Lab parity

experiments. Lastly, To prevent the headaches associated with many people contributing

to the same software, JAPAN was version controlled with a GitHub repository which can

be viewed at: https://github.com/JeffersonLab/japan
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Appendix B: Personal Contributions

This chapter will serve as a list of everything I personally did, with quick summaries of

how it related to the experiment.

B.1 Current Monitor Sync

The beam current monitors were surveyed after a sync issue was discovered that

delayed the cavity signals. To do this, a clean beam trip was chosen, and the sub block

signals for every current monitoring device were compared. A clean beam trip should be

nearly instantaneous, and appear in at most one sub block. Figure B.1 shows the

disagreement between a cavity and the analog downstream BCM. After an additional

investigation of the time delayed BCM’s it was discovered that a hardware setting was

enforcing additional signal processing on the cavities, resulting a delayed and smoothed

signal.
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Figure B.1

Current readback from cavity4(black) compared to the analog downstream(red) showing

the time delayed response to the trip. The y axis is in hardware units, and an offset has

been applied to cavity signal to bring it to the same level as the digital BCM.

B.2 Epics Variable Map

Nearly every system in the accelerator regularly publishes their readbacks to

Experimental Physics and Industrial Control System (EPICS). The time resolution of this

system is very coarse, so it is mostly used to record values that change on slow time

scales. Hardware set points and the slow spin controls are some examples. Before the start

of PREX-II, a list of the current EPICS variables needed to be compiled and verified.

There is no central repository for variables, as they can change (often without any record)

any time a system is worked on.
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To set this up, a number of old experiment’s DAQ startup scripts were mined for their

lists of EPICS variables. These lists were combined, resulting in ∼2000 unique variables.

These variables were then checked via a command line query to the live EPICS system to

see if they were still active, and see what data type they returned. The list of active

variables was then distributed to system experts to decide which were still relevant, and to

add missing descriptions where needed. The final list of ∼500 variables and types was

used in the DAQ startup script for PREX and CREX. The list was also exported into a

map file that JAPAN uses to build a tree that contains each run’s EPICS information.

B.3 PostPAN Regression Vs JAPAN Regression

PostPAN was a library of scripts originally designed to perform analysis on the outputs

of PAn, the predecessor to JAPAN. It was designed to do a lot of the analysis steps for PAn

that eventually got included in JAPAN, resulting in some redundancy. Since PostPAN was

the preferred analysis tool for some users, particularly the Lagrange analysis, a check was

needed to make sure it was agreeing with JAPAN on intermediate steps. While comparing

the regression slopes of the two methods it was noted that while the slopes agreed, the

associated uncertainties did not. After an investigation into code, it was discovered that

PostPAN was using the RMS of the dependent variable before regression to calculate an

uncertainty, while JAPAN was using the RMS of the dependent variable after regression.

B.4 Pedestal Verification

As discussed in section 4.3.3, the pedestals were set in map files and used by JAPAN.

Any time a new current calibration was done, or any electronics relevant change was made

to detector, it usually required a corresponding map file to reflect the change. Some

examples of these electronic changes included tweaks to high voltage settings, replacing

power supplies, running in single spectrometer modes, and compensations for target

degradation.
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As one could imagine, this resulted in a lot of map files, some of which were created

quickly during data collection. There were a number of steps that needed verification:

• Checking to make sure pedestal changes were correctly reflected in the JAPAN

rootfiles for a variety of detectors. This meant calculating the pedestals from data for each

run, and comparing it to the values in the map file. If JAPAN had an error in how it was

applying the pedestals it would be visible here. Additionally, if a run was processed before

a new mapfile was created, this check will find that discrepancy so the runs can be

reprocessed. This was actually quite common, as calibration runs needed to be analyzed to

extract pedestals, and often a few runs would take place before a mapfile was ready for the

period.

• Checking to make sure a mapfile was created for each calibration or configuration

change.

• Checking to make sure data in the mapfiles matched the calibrations.

These checks had to be automated to cover thousands of runs. The script read through

the mapfile directory, recreated the way JAPAN chose mapfiles, processed the text in the

mapfiles for pedestals, opened each run to sample its data for the reverse calculation

check, and combined the information across all the runs. The resulting plots of the type

shown in Figure B.2 were used to make sure all the calibrations were included used as

intended.
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Figure B.2

Fluctuations in the pedestal of SAM2 across the experiment. The units on the y axis are just the hardware yield. Each change

corresponded to a new mapfile, and the period of noise was due to a change in normalizing bcm.
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B.5 GUI Additions

For ease of use, some of the live tools for the experiment used custom GUI’s (Graphic

User Interface) instead of command line tools. One of these tools was named ’Green

Monster’. It was a python based GUI that contained tools for working with the Compton

polarimeter. I made a set of additions for for controlling and reading the live states and

settings for devices on the laser table for use during PITA scans. Reading the device

values could be done using the EPICS system, but setting the values required sending

commands to the control boards, which took an investigation of deprecated scripts to find.

Contributions were also made to the charge feedback GUI’s, both to fix readback issues

during run, and enable restarting charge feedback without restarting the GUI.

B.6 Recalculation of Main Asymmetries

The main way the final raw asymmetry was extracted from JAPAN’s rootfiles was via

PostPAN, and a tool called the aggregator. Both of these tools had methods to combine

and reduce the numerous run-wise outputs of JAPAN into singular rootfiles that represent

longer time scales. A few students also maintained their own scripts for doing the same

calculations. The previously mentioned pedestal calculation scripts proved easy to modify

for this task. They required modification to include a large number of new variables, and

better memory management to handle the larger volume of data near the end of the

experiment. This also included writing separate tools to pull information from the run list

database. The work was used as a confirmation of results from the preferred PostPAN and

aggregator outputs.

B.7 Shift and Analysis Coordinator Work

I took a significant number of shifts in the experiment. This included 36 operator shifts,

and 21+29 analysis shifts for PREX-II and CREX respectively. The analysis shifts were



118

devoted data quality monitoring positions, where the duty was ensuring that the live data

remained reasonable throughout the shift. In addition, I did a week as an analysis

coordinator (WAC). This job entailed reviewing every run taken during that week period,

checking for issues in the data, and applying whatever fixes were needed to bring them up

to standard. A lot of work I did at this time was attempting to automate all the scripts used

to produce the slug and daily summary plots to reduce the workload for future WAC’s.

The ”EZ WAC.sh” script was used through until the end of the experiment.

B.8 Respin Setup

Standing up the secondary JAPAN install to access the lab’s batch computing system

(the farm), as discussed in Section 4.5, took a lot of work. The farm doesn’t have access to

the same file systems as the aDAQ computers where the existing JAPAN install was

located, so importing it was not a simple copy and paste. The first issue was reviewing file

pathing for every script, as a lot of the analysis scripts were written for use on the aDAQ

machines and weren’t designed for use in a different directory structure. This lead to the

second issue, tracking down and importing the packages that weren’t part of the JAPAN

repository. At this point, JAPAN was tested to make sure it reproduced the same analysis

on single runs in a live session as it did on the aDAQ machines.

After setting up the new install, creating the batch computing scripts was also

nontrivial. All the analysis steps were made to run automatically, and this required a

rewrite of a number of scripts used to organize files so that they could run in parallel

without interfering with eachother. Nodes on the farm also lacked access to additional

storage locations, and had to make requests to cache-in files that they needed to run. This

caching step actually accounted for the majority of run time of the respins.
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B.9 Respin Output Comparison

After each respin, the results of individual analyses were obviously reviewed by the

people who made them. But the combined effects of all changes required a run by run

comparison of inputs and outputs. The previously mentioned pedestal checking scripts

were also well suited for this task. The main values of interest in this analysis were the

total count differences between respins. Reviewing the data generally resulted in a gain of

events, as more careful ways of dealing with problem data made more events usable. The

total change in events from the first respin was ≈ 3.7%. The results were also broken

down into a variety of time windows including minirun, run, and slug wise differences, as

shown in Figure B.3, to make it easier to identify what parts of the experiment gained and

lost the most data.

A variety of detector signals were also checked, including the main detector

asymmetries on each target, charge asymmetries, and position differences. The same

comparisons were also repeated separately for the transverse runs. The reduction in noise

for detectors is visible by both inspection, and the change in fit parameter uncertainties,

shown for the main detector in Figure B.4. The remaining outliers were subject to an

additional investigations before the next respin.
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Figure B.3

Differences in counts shown as with different time resolutions. The vertical axis is given in counted multiplets, while the horizontals

are given in run number or slug number(miniruns are plotted as a function of run). Miniruns look especially noisy, as many runs

gained enough events to require the creation of additional miniruns. This resulted in many miniruns having a difference greater

than the size of a whole minirun.
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Figure B.4

Differences in main detector asymmetries shown as with different time resolutions. The noise reduction is obvious, despite the

inclusion of previously removed data.
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B.10 Monitor Slope Correlations

To verify the ability of the EvMon devices to effectively reduce the monitor cross

correlations, a systematic check was made of the distribution of slopes for the BPM’s and

EvMon’s. Figures B.5 and B.6 show the correlation of device slopes on lead for the

BPM’s and EvMon’s respectively. In the BPM case, the appearance of strong correlations

in the off diagonal plots indicates detectors whose corrections are becoming redundant.

While some small residual correlation may exist in the EvMon’s, the difference between

the two sets of devices is obvious. These checks were made for all targets, but the results

were consistent and don’t require further discussion.
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Figure B.5

These plots show the BPM versus main detector asymmetry slopes for each BPM. Each

plot checks how the slopes from one BPM correlate with another. The diagonal elements

correlate the BPM slopes with themselves and are therefore perfectly correlated.
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Figure B.6

These plots show the EvMon versus main detector asymmetry slopes for each EvMon. Each

plot checks how the slopes from one EvMon correlate with another. The diagonal elements

correlate the EvMon slopes with themselves and are therefore perfectly correlated.
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B.11 Multiplet Sizes

While the size of the multiplets shouldn’t make a statistically significant difference in

the final measured asymmetry, and the randomized helicity patterns should prevent false

asymmetries on the multiplet time scale from biasing the measurement, the possibility still

existed that some sort of unknown helicity correlated false asymmetry was hidden in the

choice of a four event multiplet. It was decided that a numerical check should be made to

verify that other choices of multiplet sizes behaved statistics dictated they should. To this

end, a set of five runs were used to check if modifying the number of events included in

multiplets made any unusual changes to the results.

A script was written to recalculate the main detector mean and RMS starting at a

multiplet size of two, and ending with a multiplet size of sixty four in increments of two.

The results of which are plotted in Figure B.7. The mean value of the asymmetry

fluctuates, but is well within the statistical uncertainty, and the RMS shrinks as the larger

multiplet windows tend to result in multiplets whose asymmetries agree more often. This

is the expected 1
√

N
scaling of asymmetry width.
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Figure B.7

Two example histograms showing the two extremes: multiplets of two, and multiplets of

sixty four. These histograms were produced for every increment of two, and showed nothing

of note. The means and RMS also behave in a consistent way.

B.12 Previously Discussed

Finally, a summary of contributions that were covered in earlier parts of the paper.

Implementing, testing, and tweaking the settings in the burp cuts, whose functionality was

discussed in Section 4.3.2.3. Investigating the size and stability of regression slopes,

discussed in section 4.1. Extracting the regression versus dithering systematic limits,

discussed in Section 4.4.1. The investigation of the absolute asymmetry sign, discussed in
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Section 4.2. The making of energy scaling fits forms, and the analysis of their impacts,

discussed in Section 5.3.
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