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Abstract67

Several factors can contribute to the difficulty of aligning the sensors of tracking detectors, including a large number of68

modules, multiple types of detector technologies, and non-linear strip patterns on the sensors. All three of these factors69

apply to the CLAS12 CVT, which is a hybrid detector consisting of planar silicon sensors with non-parallel strips, and70

cylindrical micromegas sensors with longitudinal and arc-shaped strips located within a 5 T superconducting solenoid.71

To align this detector, we used the Kalman Alignment Algorithm, which accounts for correlations between the72

alignment parameters without requiring the time-consuming inversion of large matrices. This is the first time that73

this algorithm has been adapted for use with hybrid technologies, non-parallel strips, and curved sensors.74

We present the results for the first alignment of the CLAS12 CVT using straight tracks from cosmic rays and from
a target with the magnetic field turned off. After running this procedure, we achieved alignment at the level of 10 µm,
and the widths of the residual spectra were greatly reduced. These results attest to the flexibility of this algorithm
and its applicability to future use in the CLAS12 CVT and other hybrid or curved trackers, such as those proposed
for the future Electron-Ion Collider.
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1. Introduction75

Aligning a tracking detector is a non-trivial task, which76

can involve large numbers of degrees of freedom. Various77

algorithms have been developed for this task, such as HIP78

[1] and MillePede [2]. The Kalman Alignment Algorithm79

(KAA) [3, 4], which is based on the Kalman-filter algo-80

rithm, was first implemented to align the CMS silicon81

tracker [5], and we use it to align the CEBAF Large Ac-82

ceptance Spectrometer (CLAS12) Central Vertex Tracker83

(CVT) [6–8] in Hall B at Jefferson Lab.84

These algorithms take the fitted tracks, reconstructed85

from misaligned detector data, and a model of the depen-86

dence of the residuals of the track fit to the alignment87

and track parameters. Here, the residuals are the differ-88

ences between the measurements along the track and the89

values interpolated from the track fit. The goal of these90

algorithms is then to find the values of the alignment pa-91

rameters that minimize the sum of squares of the residuals92

(i.e. the track fit χ2).93

When choosing an alignment algorithm, two impor-94

tant factors are the computational speed and biases in95

the results. One drawback to the MillePede algorithm96

is that it requires the inversion of a large matrix, typi-97

cally of rank Nalign ×Nalign, where Nalign is the number98

of alignment parameters, which can be time-consuming.99

The Hits and Impact Points (HIP) algorithm is similar to100

MillePede, except that it forces the analogous matrix to101

be block-diagonal (and thus much faster to invert) at the102

cost of ignoring the dependence of the residuals on the103

track parameters (which MillePede and the KAA take104

into account). Because this dependence is ignored, the105

correlations between alignment parameters for one mod-106

ule and those of another module are not accounted for107

and can introduce biases in the results. The KAA over-108

comes both of these problems. Like MillePede, it corrects109

for the biases caused by the track-parameter dependence110

of the residuals, but the KAA does so in a manner that111

avoids the inversion of large matrices.112

The results obtained with the HIP, KAA, and Mille-113

pede algorithms for the CMS inner tracker were compared114

to one another in Ref. [5]. The tracking-residual distribu-115

tions obtained with the three algorithms were all centered116

within a few µm of zero and had comparable RMS values117

to one another (about 300 µm).118

One important difference between CMS and the CLAS12119

CVT is that the strips in the sensors in CMS are straight120

and parallel1, whereas the CLAS12 CVT has both non-121

parallel strips within the same sensor and sensors that are122

curved. These two features cause the tracking residuals123

to depend non-linearly on the alignment parameters. The124

HIP, KAA, and Millepede algorithms all approximate the125

relationship between these residuals and the alignment126

parameters as linear, causing such algorithms to converge127

at non-optimal values for the alignment parameters.128

A solution to this issue was used for the LHCb VELO129

(silicon VErtex LOcator), which consists of silicon sensors130

with azimuthally curved and radial strips rigidly mounted131

on half-disks [9]. To determine the relative alignment of132

the radial and azimuthal sensors, they used multiple it-133

erations of a fast, specialized algorithm that is similar to134

HIP, and refitted the tracks between iterations with the135

alignment parameters obtained from the previous itera-136

tion [10]. From this, they obtained an alignment precision137

on the level of 1.3 µm between the radial and azimuthal138

sensors of each half disk.139

In this work, we use the KAA to align the CLAS12140

CVT using a multiple-iteration approach similar to Ref. [10].141

The CLAS12 CVT presents two new challenges for the142

KAA that were not applicable when it was first imple-143

mented for CMS: the CVT is a hybrid of two different144

types of sensor technology, silicon and micromegas, while145

CMS is a fully silicon tracker, and the CVT includes146

curved sensors, while the sensors at CMS are flat. Thus,147

the alignment of the CVT using the KAA is a test of148

the versatility and flexibility of the algorithm for diverse149

detectors.150

Details of the CLAS12 CVT are given in Sec. 2. We151

then describe the KAA in Sec. 3. Section 4 describes the152

datasets used for alignment. In Sec. 5, we describe the153

procedure for running the KAA for the CLAS12 CVT.154

We then present the results for the data in Sec. 6 and we155

conclude in Sec. 7.156

2. The CLAS12 Central Vertex Tracker157

The CLAS12 CVT, which covers the polar-angle2 range158

35◦ < θ < 125◦, is shown in Fig. 1. It consists of three re-159

gions of double-sided Silicon Vertex Tracker (SVT) mod-160

ules [7] and six layers of the Barrel Micromegas Tracker161

1The strips in one sensor of CMS are not necessarily parallel to
those in an another sensor, since there is a stereo angle between
nearby sensors.

2Throughout this paper, the lab-frame coordinates are defined
as follows: z is along the beam direction, y is the up direction, and
x is to the left when looking at the detector from upstream.

3



Figure 1: Rendering of the CLAS12 CVT, which consists of three
double layers of SVT (inner, leaf-green) and six layers of BMT, with
Z layers in orange and C layers in purple. The blue line represents
the beamline. The lines within the sensors indicate every 32nd strip.

(BMT) [8].162

The SVT regions are arranged in concentric polygons163

with 10, 14, and 18 sectors in the inner, middle, and outer164

pairs of layers3. The geometry of the SVT is summarized165

in Table 1. Within each pair of layers, each sector is a166

separate module, consisting of one sensor on each of the167

two layers, separated radially by 3.162 mm. The sensor168

consists of three daisy-chained silicon microstrip detec-169

tors and has 256 strips. Each detector is 320 µm thick,170

42.00 mm wide, and 111.63 mm long. A rendering of the171

geometry of the SVT module is shown in Fig. 2.172

At the upstream end of the sensor planes, where the173

strips connect to the readout, they have 156 µm pitch, but174

they fan out, with the angle of the strip relative to longi-175

tudinal direction of the sensor increasing linearly from 0◦176

at the first strip to 3◦ at the last strip. The two sensors in177

each module are mounted back-to-back, so that the first178

strip of one sensor corresponds with the last strip of the179

other and vice versa. This geometry allows measurements180

of the longitudinal hit positions due to the 3◦ stereo angle181

between the two sensors on each module.182

The BMT is divided azimuthally into three sectors,183

each of which consists of six cylindrical arc layers. There184

are two types of sensors: Z-type (layers 2, 3, and 5), in185

3Since the pairs of layers have different numbers of modules, the
sectors in one double layer do not line up with those in the other
double layers, with the exception of the top and bottom sector in
each double layer.

Figure 2: Top: 3D Rendering of one of the SVT sector modules.
The inner (outer) sensor of the module is shown in green (yellow).
Every 32nd strip is shown for both sensors as lines on the sensors.
Bottom (from Ref. [7]): Sensor strip layout. The upstream end,
which has the readout, is on the left side. Strip numbers are indi-
cated. Dimensions are in mm.

Layer Radius (mm) Pitch (µm) Sectors
1 65.29 156-224 10
2 68.77 156-224 10
3 92.89 156-224 14
4 96.37 156-224 14
5 120.32 156-224 18
6 123.80 156-224 18

Table 1: Summary of parameters of each SVT layer. The radii given
are the nominal values for the perpendicular distance between the
midplane of the SVT backing structure and the beamline. The pitch
varies from 156 µm at the upstream end to about 224 µm at the
downstream end.

4



Layer Radius (mm) Pitch (µm) Strip orientation
1 146.15 330–860 C
2 161.15 487 Z
3 176.15 536 Z
4 191.15 340–770 C
5 206.15 529 Z
6 221.15 330–670 C

Table 2: Summary of parameters of each BMT layer. The pitches
of the C layers vary from strip to strip, with wider strips towards
the front and back, and narrower strips near the center.

which the strips are (nominally) parallel to the beamline186

and measure the azimuthal position of the particle’s tra-187

jectory, and C-type (layers 1, 4, and 6) in which the strips188

curve azimuthally around the beamline and measure the189

longitudinal position of the particle’s trajectory (which is190

also used to measure the polar angle of the trajectory).191

Throughout this paper, we refer to the Z layers as the192

BMTZ and the C layers as the BMTC. The radii, pitches,193

and strip orientations for each layer are given in Table 2.194

3. Methodology195

We used the KAA, which is described in detail in196

Refs. [3, 4]. Here we present a summary of the main fea-197

tures of the algorithm and detail the specific implementa-198

tion to the CLAS12 case. We note here that our method199

relies on straight tracks to obtain the alignment param-200

eters and was validated with both straight and curved201

tracks.202

A Kalman filter is an algorithm that uses an ordered203

sequence of measurements and produces estimates of un-204

known parameters that converge upon more precise values205

than those obtained from a single measurement. Like any206

other Kalman-filter algorithm, the KAA begins with an207

estimate of the parameters to be fitted and a matrix of208

the covariances among these parameters. It then loops209

through the measurements in the input sample and up-210

dates the values of the parameters and their covariance211

matrix after each measurement. In the case of the KAA,212

the parameters to be fitted are the alignment parameters,213

and the measurements are fitted tracks and the track-214

ing residuals thereof4. As more tracks are processed, the215

uncertainties on the alignment parameters (that is, the216

square roots of the diagonal elements of the covariance217

4This is analogous to the Kalman-filter track-fitting algorithm,
where the parameters of a single track are fitted, and the individual
measurements are the hits and/or clusters along the track.

matrix) decrease, and the alignment parameters converge218

to more precise values.219

In the KAA, the deviations of each sensor and mod-220

ule from their nominal positions are represented by the221

column vector d. The KAA requires a preliminary es-222

timate of d and its covariance matrix D, and a set of223

several matrices for each track. These matrices, which224

are summarized below, model the track residuals for each225

measurement in the track, their dependence on the align-226

ment and track parameters, and the expected resolution227

on these residuals and are summarized below. The align-228

ment values and its covariance matrix are updated se-229

quentially for every track in the sample of input events.230

Straight-line tracks in the CVT are represented by231

their direction, û, and a point on the line, ~xref . Un-232

less otherwise noted, all coordinates are given in the lab233

frame. We use the following track parameters: the dis-234

tance of closest approach of the track to the beamline, d0,235

the azimuthal angle of the track direction, φ0, the longi-236

tudinal position of the track’s point of closest approach,237

z0, and the tangent of the track’s dip angle, t0. Expressed238

in terms of these parameters, ~xref and û are:239

~xref = (−d0 sinφ0 + xb, d0 cosφ0 + yb, z0) (1)

and
û =

(cosφ0, sinφ0, t0)√
1 + t20

, (2)

where (xb, yb) is the beam position.240

In the CVT, each measurement corresponds to a con-241

tiguous cluster of hits in one of the SVT or BMT layers.242

We represented these clusters as line segments connecting243

the centroids5 of the endpoints of the strips on one end of244

the sensor to the centroid of the endpoints of the strips on245

the other end. Notice the direction of each line segment246

in the lab frame is not necessarily parallel to a particular247

strip. We defined the vector ~e to be the coordinates (in248

the lab frame) of a point on this line segment (arbitrarily,249

we chose the midpoint), and ˆ̀ to be the direction of this250

line, i.e., the direction of the lines connecting the cen-251

troids of the endpoints of the strips on each end of the252

sensor6. We also defined the unit vector n̂ as the unit253

normal vector to the sensor, and ŝ = n̂× ˆ̀, which we call254

the “measurement direction”, as shown in Fig. 3.255

5weighted by the reconstructed energy deposited in the strip
6For the SVT, which has non-parallel strips, this is the weighted

average of the directions of the strips in the cluster
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For the BMTC, each strip is an arc, therefore we anal-256

ogously constructed a “centroid” arc using the centroids257

of two endpoints and centers of the individual strip’s arcs.258

We then extrapolated the track to the BMTC layer, and259

find the line that is tangent to the arc at the same az-260

imuthal position as the extrapolation point (right panel261

of Fig. 3). The vectors ~e and ˆ̀are then defined as a point262

on this line (we chose the tangent point) and the direction263

of the line respectively. The measurement direction, ŝ, is264

defined to be along the BMTC layer’s cylindrical axis, and265

n̂ is normal to the sensor at the extrapolated azimuthal266

position.267

Using these representations of the track and its clus-268

ters, we then determined the matrices needed for the269

KAA’s input. The first two matrices are a column vector270

of the 1D measurements along the track, m, and another271

column vector c of the expected values for each measure-272

ment based on a track fit performed in reconstruction,273

which is made using the the Kalman Filter algorithm [11].274

The tracking-residuals column vector, r, is defined as their275

difference, m− c.276

We calculated the element of the column vectors c,
m, and r corresponding to the ith measurement along the
track using the following formulas:

ci = ŝ ·
(
~xref + û

n̂ · (~e− ~xref)
û · n̂

)
, (3)

mi = ŝ · ~e, (4)

and

ri = mi − ci, (5)

= ŝ ·
(
~e− ~xref − û

n̂ · (~e− ~xref)
û · n̂

)
(6)

= ~s ′ · (~e− ~xref), (7)

where
~s ′ = ŝ− ŝ · û

û · n̂
n̂. (8)

Eq. 7 is equivalent to the distance along the measurement277

direction, ŝ, between the centroid line of the cluster of278

hits on the sensor and the extrapolated position where279

the track intersects the sensor.280

The next matrix in the input,V, represents the stochas-
tic part of the measurement. The elements of V can be
expressed as the expectation value of the product of the
residuals for two (not necessarily distinct) measurements
in a track,

Vij = 〈rirj〉, (9)

where i and j are the indices of the two measurements281

within the track.282

In models where the residuals in one sensor are uncor-283

related with those in the other sensors (as is assumed in284

this work), this matrix is diagonal, where each element is285

the square of the resolution for the corresponding mea-286

surement in the track. We used the spacial resolutions287

that are calculated in the CLAS12 reconstruction pack-288

age [12]. For the SVT, where the strips get wider further289

downstream, the width is calculated at the longitudinal290

position of the intersection of the clusters in a stereo pair.291

The dependence of the residuals on the alignment pa-292

rameters and on the track parameters are modeled lin-293

early by the alignment-derivative matrix,A, and the track-294

derivative matrix B. The elements of A are defined by295

Aij =
∂ri
∂xj

, (10)

where ri is the residual of the ith measurement in the track296

and xj is the jth alignment parameter. In this work, we297

assume that every module is a rigid body, and therefore298

consider only rotation and translation, but not deforma-299

tions within any module. For three rotation variables and300

three translation variables per module, A has dimension301

nmeas × 6nmod, where nmeas is the number of measure-302

ments (clusters) in the track, and nmod is the total num-303

ber of modules to be aligned.304

The elements of B are likewise defined as305

Bij =
∂ri
∂tj

, (11)

where ri is the residual of the ith measurement in the track306

and tj is the jth track parameter. Since four parameters307

define a straight track, B has dimension nmeas × 4.308

In our implementation, the elements of the alignment-
derivative matrix, A, are

Ai,~T = ~s ′ (12)

and

Ai, ~R = −~s ′ ×
(
~xref +

(
~n · (~e− ~xref)

û · n̂

)
û

)
. (13)

The ~T and ~R vectors represent the groups of indices cor-309

responding to the translation and rotation parameters of310

the module which the ith measurement in the track takes311

place in.312

6



Figure 3: Illustrations of the vectors ŝ, n̂, and ˆ̀ for the SVT (left), BMTZ (middle), and BMTC (right). The beamline and the reference
trajectory are shown in blue and red, respectively. The struck strip is shown as a solid green line or arc. For the BMTC, the tangent line
to the struck strip is shown as a green dashed line. A point on the line, ~e, is indicated by an asterisk (for the SVT and BMTZ, we chose
one of the endpoints of the strip; for the BMTC, we used the tangent point).

The elements of the track-derivative matrix, B, are

Bi,d0 =− ~s ′ · (− sinφ0, cosφ0, 0) (14)

Bi,φ0
=− ~s ′ ·

(
n̂ · (~e− ~xref)
û · n̂

√
1 + t20

(− sinφ0, cosφ0, 0) (15)

−d0(cosφ0, sinφ0, 0)

)
Bi,z0 =− s′z (16)

Bi,t0 =− s′z
n̂ · (~e− ~xref)

û · n̂
. (17)

Equation 12 was obtained by taking the derivative of313

the formula for the residuals (Eq. 7) with respect to ~e.314

To obtain Eq. 13, we took the derivative of Eq. 7 with315

respect to an infinitesimal rotation d~R of the sensor: n̂→316

n̂+ d~R× n̂, and likewise for ŝ, ˆ̀, and ~e. The track is not317

rotated, so the vectors û and ~xref are not rotated.318

Eqs. 14-17 were obtained by taking the derivative of319

Eq. 7 with respect to the track parameters d0, φ0, z0, and320

t0, using the definitions of ~xref and û in Eqs. 1 and 2.321

The degrees of freedom corresponding to the matrix322

elements of A and B are illustrated in Figs. 4, 5, and 6323

for the SVT, BMTZ, and BMTC, respectively.324

Following Refs. [3, 4], KAA loops through all of the
tracks, and updates d and D using Eqs. 18-21 below (the
derivations of these equations are beyond the scope of this
article, and can be found in Refs. [3, 4]):

d′ = d + DATG (m− c−Ad) (18)

and

D′ =
(
I−DATGA

)
D
(
I−ATGAD

)
+ DATGVGAD, (19)

where

G = V−1D −V−1D B
(
BTV−1D B

)−1
BTV−1D (20)

and
VD = V + ADAT, (21)

and I is the identity matrix of the same dimensions as D.325

The matrix VD can be interpreted as sum of the covari-326

ance of the residuals due to measurement uncertainty and327

the covariance due to the alignment uncertainty. G can328

be interpreted as a projection of the inverse of VD such329

that GB = BTG = 0, in order to remove bias.330

For some types of detector geometries, including that331

of the CVT, the residuals may depend non-linearly on332

the alignment parameters and/or the track parameters.333

Such non-linearity can lead to a systematic bias in the334

alignment parameters obtained by the KAA. We found335

that multiple iterations of the KAA, alternating with re-336

iterations of the event reconstruction with the updated337

alignment parameters, are necessary in order to converge338

on a non-biased set of alignment parameters. This differs339

from the use of KAA in CMS, where the exclusive use of340

parallel strips and planar sensors cause the residuals to341

depend linearly on the alignment parameters. For CMS,342

only a single pass of the KAA was necessary [5].343

4. Datasets344

We used two special calibration runs taken in spring,345

2019 during an experiment with a 10.6 GeV electron beam346

on a 5 cm liquid-deuterium target. The first run was a347

“cosmic run”, which was taken by turning off the beam348

and the spectrometer’s magnetic field, and triggering on349

cosmic rays passing through the detector. The second350

run was in the “field-off” configuration: the electron beam351

was on with 5 nA, and the target was in place7, but the352

7For this run, the target was in the “empty” configuration, i.e.
depressurized so that almost all of the scattering took place on the

7



Figure 4: Illustration of matrix elements corresponding to translation degrees of freedom (top three panels, left column), rotation degrees of
freedom (right column, top three panels), and variation in track parameters (bottom 2 rows) for one SVT module. The reference trajectory
is shown in red, and the beamline is shown in blue. For the elements of the track-derivative matrix, B, we show in black the trajectories
with the indicated track parameter varied from the reference values.
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Figure 5: Illustration of matrix elements corresponding to translation degrees of freedom (top three panels, left column), rotation degrees
of freedom (right column, top three panels), and variation in track parameters (bottom 2 rows) for one BMTZ module. The reference
trajectory is shown in red, and the beamline is shown in blue. For the elements of the track-derivative matrix, B, we show in black the
trajectories with the indicated track parameter varied from the reference values.
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Figure 6: Illustration of matrix elements corresponding to translation degrees of freedom (top three panels, left column), rotation degrees
of freedom (right column, top three panels), and variation in track parameters (bottom 2 rows) for one BMTC module. The reference
trajectory is shown in red, and the beamline is shown in blue. For the elements of the track-derivative matrix, B, we show in black the
trajectories with the indicated track parameter varied from the reference values.
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magnetic field was turned off. Example tracks from both353

runs are shown in Fig. 7.354

For both configurations, the particles’ trajectories are355

(neglecting multiple scattering) straight lines, which have356

several advantages over using helical tracks. First, the357

straight tracks can be described with fewer parameters:358

four parameters rather than the five parameters for a he-359

lical track. Second, no corrections need to be applied360

due to a possible non-homogeneity of the magnetic field.361

Third, when the magnetic field is switched off, the Lorentz362

effect in the BMT is non-existent [8], so no corrections363

are needed for this effect. Finally, the formulas for the364

derivative matrices A and B (see Eqs. 10-17) are simpler365

for straight tracks than for helices.366

The two data-taking configurations each have their367

strengths and weaknesses when used in alignment, so com-368

bining both in our sample takes advantage of both of their369

strengths. Since the cosmic tracks pass through both the370

top half of the detector and the bottom half of the detec-371

tor, they are useful for aligning the two halves together.372

However, the cosmic tracks are less likely to pass through373

the SVT modules on the sides of the detector mounted374

vertically (φ near 0◦ or 180◦) and do not provide infor-375

mation about the alignment of the detector relative to376

the beamline. The “field-off” tracks from the target have377

a nearly uniform distribution in φ, and therefore have378

reasonable statistics in all of the SVT sectors. Since such379

tracks originate from the target, they can be used later380

on to constrain the alignment of the detector relative to381

the target and the beamline.382

The BMTC, in particular, cannot be aligned using383

only the tracks that originate from the beamline. This384

is because each sector of the BMTC has a global weak385

mode8 in which the three BMTC layers within the sec-386

tor are shifted along the beam direction by an amount387

proportional to their radii. However, these weak modes388

can be constrained by using the cosmic tracks, which do389

not pass through the beamline. By including both types390

of events in our sample, we remove the problematic weak391

modes and have sufficient statistics in all of the modules392

of the CVT.393

Since the alignment procedure required rerunning the394

CLAS12 event reconstruction on each data set multiple395

times, we developed a procedure to create a sub-sample396

target windows, and only a small part of the data sample was from
scattering from the residual gas. This way, the longitudinal position
of the target could be determined.

8that is, a degree of freedom that is either entirely unconstrained
or very poorly constrained.

containing only the events with tracks that would be used397

in the KAA. First, we ran a preliminary event reconstruc-398

tion using the CLAS12 reconstruction package [12] with399

a pre-aligned version of the detector geometry, which was400

found using a detector survey followed by manual ad-hoc401

adjustments to individual alignment parameters. We then402

filtered out events that did not have tracks in the CVT.403

Events with more than two tracks were also removed, in404

order to get a cleaner sample. If the angle between the re-405

constructed track direction and the normal of any sensor406

used in reconstructing the track was more than 75◦, or407

if the magnitude of the vector ~s ′ (see Eq. 8) was greater408

than 10, then the whole track was rejected. These cuts re-409

moved tracks that were difficult to accurately reconstruct410

with the detector.411

To further improve the quality of our selected tracks,412

we required that all tracks had at least three BMTC clus-413

ters, two BMTZ clusters, and two pairs of clusters on414

paired sensors in the SVT. Further, we rejected tracks415

with very large residuals; these cuts were 7 mm for the416

BMTZ (which had the worst misalignments of the three417

subsystems before the alignment), and 2 mm for the BMTC418

and SVT.419
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Figure 7: Example tracks from the “cosmic” (left) and “field-off” (right) configurations, as shown in the CLAS12 Event Display. Units
are mm. BMT tiles that have been hit are outlined in red. A yellow circle with a + represents a reconstructed crossing between pairs of
clusters on the two sensors in the same SVT module. The green circles represent the reconstructed position of BMT clusters (for BMTC,
the azimuthal position is shown at the crossing of the track and the layer). An asterisk is shown behind the circles at the position where
the fitted track intersects the sensors. The colors of the SVT sensors represent the ADC values of the hits on those sensors.

5. Aligning the CLAS12 CVT420

The alignment procedure was comprised of several it-421

erations of the following steps:422

• Running the CVT part of the CLAS12 reconstruc-423

tion package [12] using the alignment parameters424

from the calibration-constants database (CCDB).425

• Running the KAA. This is not part of the CLAS12426

reconstruction, but rather a stand-alone software427

package, which takes as input from the reconstruc-428

tion step a set of track measurements along with the429

alignment and track-derivative matrices (Eqs. 10430

and 11).431

• Adjusting the values in the CCDB based on the out-432

put of the KAA.433

For the track fitting part of the reconstruction, we ig-434

nored the effects of multiple scattering, which were used435

in the standard variation of reconstruction. We did this436

in order to avoid having an uneven weighting of hits in437

the outer layers during the fit, which would produce arti-438

ficially large (small) residuals in the outer (inner) layers.439

Several cycles were necessary because the KAA oper-440

ates using a linear expansion of the track residuals’ depen-441

dence on the alignment parameters, as determined using442

the values of the alignment parameters at the time that443

the events were reconstructed, while the dependence in re-444

ality is non-linear, since the CLAS12 CVT contains non-445

parallel strips and curved sensors. Therefore, the align-446

ment values obtained from a single iteration may have447

some bias, which can be ameliorated by multiple itera-448

tions.449

We used an event sample that combines the cosmic450

and “field-off” event samples. In order to avoid any bias451

from having all of the events of one of these two types452

at the beginning of the event sample and all of the other453

type at the end of the sample, we randomized the order454

of the events before starting the KAA.455

All three subsystems were fit simultaneously, rather456

than fitting them individually, since this takes into ac-457

count the correlations between the the alignments of the458

different subsystems. At the beginning of each iteration,459

the diagonal elements of the covariance matrix Dinit were460

initialized to the following values:461
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• ε2 = 10−14 for the elements corresponding to fixed462

parameters. This value is arbitrarily small, but non-463

zero in order to prevent Dinit from being singular.464

This includes translations in z for all BMTZ sensors465

and rotations in z for all BMTC sensors. We also466

chose to fix all parameters for one of the BMTZ467

modules (layer 5, sector 2), so that all alignment468

parameters would be relative to this sensor. Since469

global translations in z would otherwise be a weak470

mode, we also fixed the translations in z for one of471

the BMTC modules (layer 6, sector 2).472

• For the non-fixed parameters, we used the follow-473

ing values: ∆T 2 = (1.5 mm)2 for translations and474

∆R2 = (0.005 rad)2 for rotations. The values of475

∆T and ∆R were chosen to be bit larger than the476

maximum uncertainty of the precision of the prelim-477

inary survey9. It should be noted that due to the478

convergence of Kalman filter algorithms in general,479

overestimating the initial uncertainties has a very480

limited impact on the final results.481

Since the SVT sensors are rigidly attached back-to-482

back with one another (see Fig. 2), the relative misalign-483

ment between paired sensors is much smaller than the484

alignment between different pairs or between the SVT485

modules and the BMT modules. We assumed that the486

alignments of the two sensors in a given SVT module only487

differ by translation transverse and longitudinal to the488

module (and had the same rotational alignment, as well489

as the same translation alignment normal to the sensors).490

Therefore, we introduced parameters ∆T` =0.01 mm and491

∆Tt =0.01 mm as the uncertainty in the relative longitu-492

dinal and transverse alignment within the pair. We then493

set the following off-diagonal elements:494

• ∆R2− ε2/4 for off-diagonal elements corresponding495

to the rotation about a given axis for one SVT sen-496

sor, and the rotation about the same axis for the497

other sensor in the same SVT module.498

• ∆T 2−(ε2 cos2 φ+∆T 2
t sin2 φ)/4, for the translations499

in x of one sensor and the translation in x of the500

other sensor in the pair. Here, φ is the nominal501

9The survey had an estimated precision of a few hundred µm (in
the global x and y directions) to 1 mm (in global z) for the BMT
internal alignment, and about 100-150 µm for internal alignment of
the SVT (due to the use of fiducials for every module), and 200 µm
for the global SVT-BMT relative alignment. Here, we define in-
ternal alignment of a detector subsystem as the relative alignment
between modules in that subsystem.

azimuthal coordinate of the midplane of the SVT502

sector.503

• ∆T 2−(ε2 sin2 φ+∆T 2
t cos2 φ)/4, for the translations504

in x of one sensor and the translation in x of the505

other sensor in the back-to-back pair.506

• (ε2 − ∆T 2
t )/4 sinφ cosφ, for the translations in y507

of one sensor and the translation in x of the other508

sensor in the back-to-back pair.509

• −(ε2 −∆T 2
t )/4 sinφ cosφ, for the translations in y510

of one sensor and the translation in x of the same511

sensor.512

• ∆T 2 −∆T 2
` /4 for the translation in z in one sensor513

and the translation in z of the other sensor in the514

back-to-back pair.515

Further, the inclusion of these constraints modifies the516

diagonal elements as well. Instead of ∆R2 and ∆T 2, the517

diagonal elements for the SVT are518

• ∆R2 + ε2/4 for rotation parameters.519

• ∆T 2 + (ε2 cos2 φ+ ∆T 2
t sin2 φ)/4 for translation pa-520

rameters in x.521

• ∆T 2 + (ε2 sin2 φ+ ∆T 2
t cos2 φ)/4 for translation pa-522

rameters in y.523

• ∆T 2 + T 2
` /4 for translation parameters in z.524

All other elements of Dinit, besides those listed above,525

were set to zero.526

Since there are 6 parameters per module and 84 SVT527

sensors and 18 BMT sensors, there are 6×(84+18) = 612528

total parameters. However, considering the fact that six529

parameters are fixed for global alignment, and four are530

fixed per SVT sensor pair, and one parameter is fixed for531

each BMT sensor, the remaining number of degrees of532

freedom is 420.533

6. Results534

To align the detector using the cosmic-ray and “field-535

off” data from the Spring 2019 run, we followed the proce-536

dure detailed in Sec. 5 for running the KAA with multiple537

iterations. The KAA provides the alignment parameters538

needed to correct for errors in the reconstructed particle539

tracks, thus minimizing the residuals of the track recon-540

struction when those corrections are applied.541
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The distributions of residuals10 of the sampled tracks542

before (red, dashed) and after (black, solid) alignment are543

shown in Fig. 8 for the SVT (a), BMTZ (b), and BMTC544

(c). In each detector, the residual distributions after545

alignment are much narrower than those before the align-546

ment. We then determined the full widths at half maxi-547

mum (FWHMs) of these distributions, which are 116 µm548

for the SVT, 432 µm for the BMTZ, and 248 µm for the549

BMTC. Similarly, we also fit the cores of the distribu-550

tions to Gaussian functions and obtained values that are551

about half of the values of the FWHMs11: 57, 230 and552

180 µm for the SVT, BMTZ, and BMTC, respectively.553

These are comparable to the expected spatial resolutions554

of the SVT and BMT from Refs. [7] and [8], respectively.555

The means of these distributions are on the order of a556

few µm, which is acceptable. The measured resolutions557

are consistent with the system design goal of momentum558

resolution below 5% for charged particles with momenta559

up to 1 GeV in stand-alone SVT reconstruction [7].560

We calculated the χ2 for each track as

χ2 = rTV−1r, (22)

where the number of degrees of freedom, ndof , is the num-561

ber of clusters in the track minus four (since there are562

four parameters for the track fit). The distributions of563

the χ2/ndof values before and after alignment are shown564

in Fig. 8(d). As shown in Fig. 9, the average χ2/ndof goes565

down from 10.0 to about 3.4 after the first iteration, and566

down to about 2.8 after the second. There is a very small567

improvement (<0.1) after the third iteration. After the568

fourth and fifth iterations, there is no significant change569

to the average χ2/ndof . Based on this assessment, there570

is no need to run the KAA for more than three iterations.571

Since the residual distributions in Fig. 8 are the sum572

over the residual distributions in all of the sensors of573

each given type, it does not provide information about574

the alignment of individual sensors. Therefore, we deter-575

mined the residual distributions of every sensor module576

individually in order to make sure that none of them had577

large misalignments. We then determined the means and578

FWHMs of these distributions, which we show in Fig. 10.579

After fitting, the means of the residual distributions for580

all sensors are within 20 µm of zero, and the FWHMs581

are less than 170 (460) µm for each of the SVT (BMT)582

sensors.583

10As defined by Eq. 7.
11The ratio of the FWHM to the standard deviation of a distri-

bution depends on its shape. For reference, this ratio is ≈ 2.35 for
a Gaussian distribution.

The alignment process can become biased to show584

lower performance for certain track locations due to data585

sampling and the specific algorithm implementation. In586

order to show that there is no bias in the alignment, we587

studied the dependence of the residuals on the track pa-588

rameters. Figure 11 shows the residuals for each of the589

three detector types as a function of the track kinematic590

variables d0, φ0, z0 and t0. The residual distributions af-591

ter the alignment procedure are centered at zero, with no592

significant dependence on the kinematic variables.593

The KAA algorithm also yields the correlation among
the alignment parameters. The correlations are given by
the matrix C, where each element is given by

Cij = Dij/
√
DiiDjj , (23)

where D is the covariance matrix. By construction, the594

diagonal elements of C are equal to one. Many of the pa-595

rameters are strongly correlated with one another, lead-596

ing to off-diagonal elements of C close to +1 (-1) when597

the correlations are strongly positive (negative). We show598

plots of the values of the elements ofC in Appendix A and599

discuss there in further detail which types of parameters600

are strongly or weakly correlated.601

In order to see if the residual distributions depend602

on where the particles cross the sensors, we plot in Ap-603

pendix B.1 the distributions of the residuals versus the604

extrapolated lab-frame coordinates of the hits in the de-605

tectors, both before and after the alignment. We also606

include the residuals versus the measured centroid strip607

number of the hits in each cluster. We found that the608

residual distributions after alignment appear to be cen-609

tered at zero regardless of the position of the hit in the610

detector.611

With an unaligned detector,the residuals in one sensor612

may be strongly correlated to those in another, whereas613

with a well-aligned detector, such correlations vanish. In614

Appendix B.2, we plot distributions of the residuals in615

one sensor versus those of another, for several different616

representative combinations of sensors. The 2D residual617

distributions show strong correlation for some of these618

combinations before alignment, but there is no significant619

correlation between the residuals after alignment.620

To validate our results, we performed the same proce-621

dure on Monte-Carlo (MC) simulations, and present the622

results in Appendix C. In the simulations, the means of623

the residual distributions are within about 15 µm of zero,624

which is comparable to the data. However, the residual625

distributions are considerably narrower in the simulations626

than in the data, and as a result the χ2/ndof distribution627

in the simulation has a smaller mean than in the data.628
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This could be due to a mis-modeling of the resolution629

effects in the detector, since the resolutions in the simu-630

lation were estimated using an idealized detector.631

Finally, we validated that the alignment works not
only for straight tracks, but also for curved tracks (with
the solenoid field turned on), using the following test. Us-
ing a run configuration with 5 nA on liquid hydrogen at
10.2 GeV, we reconstructed events where electrons scat-
tered elastically off a proton. These were selected by re-
quiring one electron in the Forward Detector of CLAS12,
with W < 1.1 GeV12, i.e. in the elastic-peak region, and
at least one positive track in CVT, which was assumed
to be a proton. We show the distribution of the recon-
structed polar angle θ vs the reconstructed momentum p
of the protons in these reactions in Fig. 12, before (left)
and after (right) the alignment procedure. The expected
relation between θp and pp for protons in elastic kinemat-
ics is:

pp =
2Ebmp(Eb +mp) cos θp

E2
b sin2 θp + 2Ebmp +m2

p

, (24)

where mp is the mass of a proton, and Eb=10.2 GeV is632

the beam energy; we show this as a curve overlaid on the633

distribution in Fig. 12. The θ vs. p distribution obtained634

after the alignment follows the curve much more closely635

than the one obtained before the alignment.636

12W is defined as
√

2mpν +m2
p −Q2, where Q2 is the square of

the four-momentum transfer of the reaction, ν is the energy transfer,
and mp is the proton mass.

7. Conclusions637

We have adapted the KAA, originally developed for638

CMS, to align the CLAS12 CVT—a hybrid detector con-639

sisting of both silicon and micromegas tracking technolo-640

gies, with both curved and non-parallel strips.641

Using a sample of cosmic-ray tracks and “field-off”642

data, we obtained residual distributions centered within643

10 µm of zero for each of the silicon and micromegas644

sensors. In order to avoid significant bias from the non-645

linearity of the detector geometry, we had to run multiple646

iterations of the alignment, re-running the event recon-647

struction with the updated alignment parameters in be-648

tween iterations.649

By adapting the algorithm to the CLAS12 CVT, we650

demonstrated the flexibility and power of the KAA [3,651

4]. Future work will include extending these results to652

include the CLAS12 forward detectors or curved tracks653

as additional constraints.654

The methodology and results detailed in this work655

could serve as reference for alignment of the CLAS12 CVT656

for upcoming experiments [13, 14], as well as for future657

experiments at the Electron-Ion Collider [15].658
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Figure 11: Residuals before (red, open symbols) and after (black, closed symbols) alignment, as a function of the kinematic variables: from
top to bottom, d0, φ0, z0 and θ0. The error bars for each point represent the FWHMs of the distributions, divided by two (so that the
distance from the top of the upper error bar to the bottom of the lower error bar is one FWHM). From left to right, the results are shown
for the SVT, BMTZ, and BMTC. Symbols are shifted horizontally slightly for clarity.
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Figure 12: Polar angle vs. momentum distributions for elastically scattered protons in the CVT, before (left) and after (right) the alignment.
The curve shows the expected correlation between the two variables.
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Appendix A. Correlations755

The values of the elements of the correlation matrix C756

(see Eq. 23), at the end of the final iteration, are shown757

in Fig. A.13. We also show a zoom-in of the BMT part758

of this matrix in Fig. A.14.759

We find that the alignment parameters for any of the760

BMTC sensors are always very strongly positively cor-761

related with the same parameters for the other BMTC762

sensors in the same sector. This is apparent in Fig. A.14763

as visible as dark red diagonal streaks, such as the one764

near the bottom right corner starting in row 594 (marked765

with an ellipse in Fig. A.14), correlating BMTC layers 1766

and 6. The BMTC parameters are very weakly correlated767

with the parameters of the SVT and the BMTZ, which768

are apparent in Figs. A.13 and A.14 as blocks of mostly769

white, suggesting that the internal alignment within the770

BMTC is much better than its alignment relative to the771

other components. This is largely due to the fact that the772

BMTC measures the position of the track in z, which is a773

weak mode for the BMTZ. Translations in z are also less774

strongly constrained by the SVT than the BMTC, since775

the BMTC has much better precision on the z positions776

of tracks than crosses between clusters in the SVT.777

Also, there is a strong correlation between the transla-778

tions in x and y for a given SVT sensor and the rotation779

in z for the same sensor. This is because the rotations780

are defined around the CLAS12 origin, rather than the781

center of the sensors, and the widths of the sensors are782

much smaller than the distance between them and the783

beamline. It is therefore difficult to distinguish between784

a rotation around the global z axis and a translation of785

the sensor plane in the azimuthal direction.786

Appendix B. Additional plots787

Appendix B.1. Residuals versus coordinates788

To see if the residuals depend on the location where789

the particles cross the sensors, we include plots of the790

tracking residuals versus the global φ and z coordinates791

of these intersection points in Figs. B.15 and B.16, respec-792

tively. We show residuals versus the measured centroid793

strip numbers in the sensors in Fig. B.17. The results794

before (after) alignment are shown in the top (bottom)795

row. There is a huge dependence of the residuals on the796

φ coordinate in the hit (see Fig. B.15), but this vanishes797

after the alignment. Since the centroid number correlates798

with φ in the BMTZ and the SVT, one would expect to799

see a similar dependence on the centroid number, but this800

would only be visible when looking at each sector individ-801

ually.802

Appendix B.2. Correlations between residuals in different803

sensors804

To determine if the residuals in different sensors in the805

CVT are correlated to one another, we show in Fig. B.18806

and B.19 some 2D distributions of the residuals for vari-807

ous combinations of sensors, before (middle column) and808

after (right column) alignment. For reference, the po-809

sitions of the two sensors are shown to the left of the810

2D residual plots. The 2D residual distributions show811

strong correlations for some of these combinations before812

alignment, especially when the sensors’ measurement di-813

rections, ŝ, are parallel or nearly parallel to one another,814

for instance between stereo pairs of SVT sensors (see first815

row of Fig. B.18). In cases where the sensors’ measure-816

ment directions are perpendicular to one another, such817

20

https://doi.org/https://doi.org/10.1016/0168-9002(87)90887-4
https://doi.org/https://doi.org/10.1016/0168-9002(87)90887-4
https://doi.org/https://doi.org/10.1016/0168-9002(87)90887-4
https://doi.org/https://doi.org/10.1016/j.nima.2020.163472
https://doi.org/https://doi.org/10.1016/j.nima.2020.163472
https://doi.org/https://doi.org/10.1016/j.nima.2020.163472
https://doi.org/10.1146/annurev-nucl-101917-021129
https://doi.org/10.1146/annurev-nucl-101917-021129
https://doi.org/10.1146/annurev-nucl-101917-021129
http://arxiv.org/abs/2112.00060
http://arxiv.org/abs/2103.05419
http://arxiv.org/abs/2103.05419
http://arxiv.org/abs/2103.05419
https://doi.org/10.1016/j.nima.2020.163422
https://doi.org/10.1016/j.nima.2020.163422
https://doi.org/10.1016/j.nima.2020.163422
https://doi.org/10.1016/S0168-9002(03)01368-8
https://doi.org/10.1016/S0168-9002(03)01368-8
https://doi.org/10.1016/S0168-9002(03)01368-8


Figure A.13: Values of the matrix elements in the correlation matrix C. Every group of 6 indices represent translations in x, y and z and
rotations in x, y and z of a single sensor. The first 84 of these groups represent the SVT, while the next 18 represent the BMT. Positive
values are shown in red and negative values are shown in blue. The dark-green horizontal and vertical dotted lines demarcate the SVT
and BMT regions.
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d
1

Figure A.14: Zoom-in of Fig. A.13, showing the submatrix of the correlation matrix C corresponding to correlations between BMT
alignment variables. Positive values are shown in red and negative values are shown in blue. The ellipse indicates one of the diagonal
“streaks” mentioned in the text.
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BEFORE

AFTER

Figure B.15: Distributions of the residuals for SVT, BMTZ, and BMTC (left to right) vs. the φ coordinate of the extrapolated hit positions
before (top row) and after (bottom row) the alignment.
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BEFORE

AFTER

Figure B.16: Distributions of the residuals for SVT, BMTZ, and BMTC (left to right) vs. the z coordinate of the extrapolated hit positions
before (top row) and after (bottom row) the alignment.
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BEFORE

AFTER

Figure B.17: Distributions of the residuals for SVT, BMTZ, and BMTC (left to right) vs. the centroid strip numbers of the measured
events before (top row) and after (bottom row) the alignment.
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as one sensor in the BMTC and another in the BMTZ818

(see third row of Fig. B.19), there is no significant cor-819

relation between the residuals. Moreover, in the “after”820

plots, there is almost no correlation between the residuals821

in one sensor versus those in another, except in the tails822

of the distributions.823

Appendix C. Validation through Simulations824

To validate the alignment process, we followed the pro-825

cedure detailed in Sec. 5 on MC simulations produced us-826

ing the GEMC package [16], which is based on Geant4 [17].827

The cosmic rays were simulated as ∼1 GeV muons, while828

the “field-off” tracks from the target were simulated as 0.4829

to 5 GeV protons with polar angle 35◦ < θ < 135◦, and830

full azimuthal coverage.831

We performed three types of tests with simulations.832

The first was to generate events with a misaligned geom-833

etry and to initialize the KAA with the nominal alignment834

parameters. For this type of test, we only misaligned a835

few parameters at a time. The second was to generate836

the events using the nominal alignment and to initialize837

the KAA using values other than the nominal ones. The838

advantage of the second method is that multiple tests us-839

ing different parameters could be performed for the same840

MC sample. The third method is a hybrid of the first841

two, which included some misaligned parameters at the842

generator level, and non-nominal values for other param-843

eters (we chose to use the survey values for these). Only844

the results from the third type of test are included in this845

work, as it encapsulates the challenges from the other two846

tests; the other two were used only in the early stages of847

development of the analysis framework.848

The results with the third type of test are presented849

here in a similar format to Sec. 6. The distributions of the850

residuals for each detector type and also the track χ2/dof851

are shown in Fig. C.20. The residual distributions are852

narrower in the simulations than in the data (see Fig. 8),853

which may be attributed to a mis-modeling of the reso-854

lution effects in the simulations. The estimates for the855

resolution effects in the simulations are based on an ideal856

version of the detectors, and can be adjusted to better857

match those of the real detectors.858

We determined the mean and FWHMs of the resid-859

ual distributions for each module. These are shown in860

Fig. C.21. Finally, we show the residual distributions’861

means and FWHMs for the simulations as a function of862

the kinematics in Fig. C.22. No trend is observed in the863

means of the distributions, however, the FWHMs in the864

BMTZ and SVT are considerably smaller for tracks with865

low d0 (i.e., the “field-off” configuration), than in tracks866

with large d0 (i.e., cosmics). The reason for this is that in867

the “field-off” configuration, the particles pass though the868

SVT and BMTZ detectors nearly perpendicular to the ŝ869

direction, and therefore there is typically only a single hit870

in a cluster. For the cosmic tracks, this is not necessarily871

the case, so there may be multiple hits in a given cluster,872

causing the resolution to be worse for such clusters.873

Overall, the MC simulations validate that our imple-874

mentation of the algorithm works for the CLAS12 CVT.875

The FWHMs of the track-residual distributions are greatly876

reduced after the alignment (albeit to smaller values than877

those obtained in the data) and the average χ2 is reduced878

to near unity.879
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Figure B.18: Distributions of the residuals in one sensor versus those in another sensor within the same track before alignment (middle
column) and after alignment (right column). For reference, the positions of the two sensors are shown to the right of the 2D residual plots.
The combinations represent various topologies; from top to bottom, these represent: two SVT sensors in the same sector module, two SVT
sensors in the same layer but azimuthally different sectors, two SVT sensors with overlapping sectors in different double-layers, an SVT
sensor vs. an overlapping BMTZ sensor, and an SVT sensor vs. an overlapping BMTC sensor.
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Figure B.19: Continued from Fig. B.18. From top to bottom, the topologies of the combinations shown are: two BMTZ sensors in the same
sector but different layers, two BMTZ sensors in differerent layers and different sectors, a BMTZ sensor and a BMTC sensor in different
sectors and different layers, two BMTC sectors in different layers but the same sector, and two BMTC sensors that are in different sectors
and different layers.
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Figure C.20: Distributions of the residuals in the MC simulations before (red, dashed) and after (black, solid) alignment for the SVT
(top left), BMTZ (top right) and BMTC (bottom left), and the χ2/dof distribution (bottom right) for each reconstructed track. Each hit
cluster produces a single residual in the track fit.
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Figure C.21: Residuals in the MC simulations for the each module, before (red, open symbols) and after (black, closed symbols) alignment.
The error bars for each point represent the FWHMs of the distributions, divided by two (so that the distance from the top of the upper
error to the bottom of the lower error bar is one FWHM). Module numbers 1-84 represent SVT modules; numbers 85-102 represent BMT
layers. Symbols are shifted horizontally slightly for clarity.
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Figure C.22: Residuals in the MC simulations before (red, open symbols) and after (black, closed symbols) alignment, as a function of
the kinematic variables: from top to bottom, d0, φ0, z0, and θ0. The error bars for each point represent the FWHMs of the distributions,
divided by two (so that the distance from the top of the upper error to the bottom of the lower error bar is one FWHM). From left to right,
the results are shown for the SVT, BMTZ, and BMTC. Symbols are shifted horizontally slightly for clarity. Note: Some of the “before”
points are missing due to being outside of the range of the plot.
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