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Determination of the titanium spectral function from (e, e′p) data

L. Jiang,1 A. M. Ankowski,2 D. Abrams,3 L. Gu,1 B. Aljawrneh,4 S. Alsalmi,5 J. Bane,6 A. Batz,7

S. Barcus,7 M. Barroso,8 V. Bellini,9 O. Benhar,10 J. Bericic,11 D. Biswas,12 A. Camsonne,11

J. Castellanos,13 J.-P. Chen,11 M. E. Christy,11 K. Craycraft,6 R. Cruz-Torres,14 H. Dai,1 D. Day,3

A. Dirican,15 S.-C. Dusa,11 E. Fuchey,16 T. Gautam,12 C. Giusti,17 J. Gomez,11, ∗ C. Gu,18 T. J. Hague,19

J.-O. Hansen,11 F. Hauenstein,20 D. W. Higinbotham,11 C. Hyde,20 Z. Jerzyk,21 A. M. Johnson,22

C. Keppel,11 C. Lanham,1 S. Li,23 R. Lindgren,3 H. Liu,24 C. Mariani,1, † R. E. McClellan,11

D. Meekins,11 R. Michaels,11 M. Mihovilovic,25 M. Murphy,1 D. Nguyen,3 M. Nycz,19 L. Ou,14

B. Pandey,12 V. Pandey,1, ‡ K. Park,11 G. Perera,3 A. J. R. Puckett,16 S. N. Santiesteban,23 S. Širca,26, 25
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The E12-14-012 experiment, performed in Jefferson Lab Hall A, has measured the (e, e′p) cross
section in parallel kinematics using a natural titanium target. Here, we report the full results of the
analysis of the data set corresponding to beam energy 2.2 GeV, and spanning the missing momentum
and missing energy range 15 ≲ pm ≲ 300 MeV/c and 12 ≲ Em ≲ 80 MeV. The reduced cross section
has been measured with ∼7% accuracy as function of both missing momentum and missing energy.
We compared our data to the results of a Monte Carlo simulations performed using a model spectral
function and including the effects of final state interactions. The overall agreement between data
and simulations is quite good (χ2/d.o.f. = 0.9).

Introduction: The recent measurement of the
40
18Ar(e, e

′p) cross section—performed by the E12-14-012
collaboration in Jefferson Lab Hall A—has enabled the
first determination of the spectral function describing the
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joint energy-momentum distribution of protons in the
target nucleus [1].

The JLab experiment, while also providing valuable
new information on single-nucleon dynamics in complex
nuclei, was primarily meant to obtain the input needed to
improve the interpretation of data collected by neutrino
experiments using liquid argon detectors, thus reducing
the systematic uncertainty of neutrino energy reconstruc-
tion.

In principle, the extension of the analysis based on nu-
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clear spectral functions to both neutrino and antineutrino
interactions would require the availability of the neutron
energy-momentum distribution in argon, whose experi-
mental study using electron beams involves challenging
issues.

The analysis of the data collected by a pioneering
4He(e, e′n) experiment, carried out at NIKHEF in the
1990s [2], has clearly demonstrated that—in contrast to
the case of the (e, e′p) reaction—neutron knockout in-
volves additional difficulties, associated with both the
detection of the outgoing neutron and a reliable iden-
tification of the reaction mechanism. A comparison be-
tween the results of theoretical calculations and the mea-
sured cross section, corresponding to momentum trans-
fer q = 300 MeV/c and missing momentum in the range
25 < pmiss < 70 MeV/c, shows that in this kinematic
regime charge-exchange processes—in which the detected
neutron is not produced at the elementary interaction
vertex—provide the dominant contribution, and must be
carefully taken into account.

An alternative, admittedly rather crude, procedure to
obtain information on the neutron distribution in argon
is based on the observation that the neutron spectrum of
40
18Ar is mirrored by the proton spectrum of the nucleus of
titanium, having charge Z = 22. Based on this property,
which reflects the isospin symmetry of nuclear forces, it
has been argued that the proton spectral function ob-
tained from Ti(e, e′p) data provides a viable proxy for
the neutron spectral function of argon [3]. The validity
of this hypothesis is supported by the results of Ref. [4],
whose authors have employed the proton and neutron
spectral functions of argon obtained from a state-of-the-
art theoretical model to carry out an accurate calculation
of the double-differential 40

18Ar(νµ, µ
−) cross section. The

results obtained replacing the neutron spectral function
of argon with the proton spectral function of titanium
turn out to be in remarkably good agreement; in fact,
they are nearly indistinguishable from one another.

In this letter, we report the results of the analysis of the
Ti(e, e′p) data collected in Jefferson Lab Hall A by the
E12-14-012 collaboration, and discuss the representation
of the reduced cross sections in terms of a model proton
spectral function.

Experimental setup: Experiment E12-14-012 was ap-
proved by the Jefferson Lab PAC in 2014 and data was
taken in the Spring 2017. In the past few years a se-
ries of measurements have been completed: the inclu-
sive, (e, e′) [3, 5, 6], and exclusive (e, e′p) [1, 7] electron
scattering cross sections on several targets, including a
natural gas argon target [1, 7].

An electron beam of 2.2 GeV and ≈ 22 µA was pro-
vided by the Jefferson Lab Continuous Electron Beam
Accelerator Facility (CEBAF). The scattered protons
and electrons were detected in coincidence in two nearly
identical high-resolution spectrometers (HRSs) both con-
sisting of a dipole and three quadrupole magnets. The
electron and proton spectrometers are both equipped
with vertical drift chambers (VDCs) [8], scintillator
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FIG. 1. Missing momentum distribution of protons in tita-
nium in the test spectral function, presented with the geo-
metric factor of 4πp2m.

TABLE I. Parametrization of the test spectral function of
protons in titanium. For each shell-model state α, we com-
pare the occupation number in the independent particle shell-
model Nα with the assumed spectroscopic factor Sα. The
peak of the missing energy distribution Eα of the width σα is
also provided. For the correlated part, we give its total nor-
malization and the threshold for two-nucleon knockout Ethr.

α Nα Sα Eα (MeV) σα (MeV)
1f7/2 2 1.6 11.45 2
1d3/2 4 3.2 12.21 2
2s1/2 2 1.6 12.84 2
1d5/2 6 4.8 15.46 4
1p1/2 2 1.6 35.0 6
1p3/2 4 3.2 40.0 6
1s1/2 2 1.6 62.0 10
corr. — 4.4 22.09 —

planes (two) for timing measurements and triggering, and
a double-layered lead-glass calorimeter. In addition, the
electron arm is equipped with a gas Čerenkov counter for
particle identification and pion rejectors, while the pro-
ton arm is equipped with pre-shower and shower detec-
tors [9]. The experimental kinematics used during data
taking on the natural titanium target were very similar
to the those used for the Ar target [1].

The six-fold differential cross section as a function of
pm and Em was extracted from the data using the (e, e′p)
event yield Y for each pm and Em bin as described in
Ref. [1].

The reduced cross section was obtained as a function of
pm and Em, from the double differential cross section us-
ing the elementary electron-proton off-shell cross section
σep of de Forest [10, 11].

The JLab SIMC spectrometer package [12] was used to
simulate (e, e′p) events as described in detail in Ref. [1].
Simulation included an approximate spectral function for
Ti, geometric details of the target, radiative corrections,
and Coulomb effects.

The simulated momentum distributions are presented
in Fig. 1.
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FIG. 2. Test spectral function shown (a) with and (b) without
the geometric factor of 4πp2m. Note that multiplicative factors
are used for clearer presentation of some regions.

TABLE II. Contributions to systematic uncertainties for tita-
nium averaged over all the Em and pm bins for each kinemat-
ics. All numbers are in %. For kin4, the results correspond to
the systematic uncertainties of the signal and the background
added in quadrature.

kin1 kin2 kin3 kin4
1. Total statistical uncertainty 0.78 0.60 0.82 1.24
2. Total systematic uncertainty 4.63 4.92 4.70 6.04

a. Beam x&y and HRS offset 0.75 1.71 1.19 1.47
c. Optics (q1, q2, q3) 0.48 0.77 0.55 0.90
d. Acceptance cut (θ, ϕ, z) 1.36 1.46 1.32 1.57
e. Target thickness/density/length 0.20 0.20 0.20 0.20
f. Calorimeter & Čerenkov & β cuts 0.29 0.58 0.42 2.83
g. Radiative and Coulomb corr. 1.00 1.00 1.00 1.00
i. Cross section model and FSI 4.12 2.23 2.23 2.23
j. Trigger and coincidence time cut 0.78 0.33 0.58 2.32

The missing energy of the shell-model states is assumed
to follow the Gaussian distribution as in Ref. [1]. The
correlated spectral function is determined following the
approach described in Ref. [1]. By construction, the cor-
related part accounts for 20% of the total strength of the
test spectral function, see Table I.

Figure 2 displays the test spectral function as a func-
tion of missing momentum and missing energy.

Data Analysis: The total systematic uncertainty in
this analysis is the sum in quadrature of the individual
uncertainties as listed in Table II. We followed the same
procedure as described in Ref. [1]: kinematic and accep-
tance cuts are considered uncorrelated bin to bin and
they do not depend on the theoretical input model. All
the kinematic and acceptance cuts were varied accord-
ing to the variable’s resolution. The simulation did not

contain correction for final state interaction (FSI) effects
other than the transparency corrections. We repeated
the analysis of systematic uncertainties varying all MC
input parameters, and did not observe any substantial
variations of the obtained results. To determine the un-
certainties related to the target position, we performed
the simulation with the inputs for the beam’s and spec-
trometer’s x and y offsets varied within uncertainties, and
we recomputed each time the optical transport matrix
varying the three quadrupole magnetic fields, one at the
time. Each of these runs was compared to the reference
run, and the corresponding differences were summed in
quadrature to give the total systematic uncertainty due
to the Monte Carlo simulation as described in Ref. [1, 7].
We set our Em ranges, 0 to 30 MeV, 30 to 54 MeV,

and 54 to 90 MeV. We performed the fit of the missing
momentum distribution using the three contributions as-
sociated with the three missing energy regions to improve
our sensitivity.
We have performed a fit to the experimental missing

energy and missing momentum distributions to extract
spectroscopic factors, mean value and width of each of
the 48Ti orbitals, as detailed in Ref. [1].
For each bin in the spectra of missing energy (100 ×

1 MeV) and missing momentum (40 bins with momentum
range changing between kinematics), we determined the
product of the reduced MC cross section [14] and the
ratio of the data to simulation yield,

d2σred
cc1

dΩdE′ =
( d2σred

cc1

dΩdE′

)
MC

× Y (E′, θ)

YMC(E′, θ)
, (1)

where the Y (E′, θ) is the yield for a given bin and the
reduced MC cross section is a fit to the existing data [12].
The reduced cross section includes (i) the σcc1 cross sec-
tion of de Forest [10], (ii) the predictions of the spec-
tral function model, (iii) radiative corrections [15], (iv)
Coulomb corrections [16], and (v) FSI corrections, de-
scribed within the distorted-wave impulse approximation
(DWIA) scheme.
The fit performs a χ2 minimization using the mi-

nuit [17] package available in root [18].
The χ2 function is defined as:

χ2 =
∑

i

χ2
i =

∑

i

(
σred, obs
i −∑α Sαf

pred
α (i)

σσred, obs
i

)2

, (2)

where the index i labels the missing momentum bin, α is
the orbital index, fpred

α (i) is the parametrized prediction
evaluated at bin i in the missing momentum spectra for
orbital α, Sα is the spectroscopic factor. The missing
momentum distribution does not show dependence on
the mean energies and widths of the orbitals.
In the case of the minimization in missing momentum,

the results are summarized in Table III, where we report
all the fit results with degrees of freedom and the value of
the χ2. We repeated the fit a second time excluding the
correlated SF contribution to understand possible bias
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TABLE III. Comparison of the results of the χ2 minimization
using the missing momentum distributions, determined with
and without the use of the correlated spectral function. For
every state α, we determined the spectroscopic factor Sα, and
its occupation number in an independent-particle shell model,
Nα. We include the total spectroscopic strength, the number
of degrees of freedom (d.o.f.), and the χ2 per d.o.f.

w/ corr. w/o corr.
α Nα Sα

1f7/2 2 0.83± 1.17 0.78± 1.35
1d3/2 4 1.17± 0.22 1.34± 0.10
2s1/2 2 2.02± 0.08 2.18± 0.08
1d5/2 6 2.34± 1.34 2.34± 3.72
1p1/2 2 2.46± 0.27 2.71± 1.19
1p3/2 4 5.46± 1.69 5.46± 0.05
1s1/2 2 2.17± 0.09 2.51± 0.08
corr. 0 5.15± 0.41 excluded∑
α Sα 21.60± 2.51 17.32± 4.20

d.o.f. 675 676
χ2/d.o.f. 0.49 0.57

TABLE IV. External constraints on the fits to the missing-
energy spectra computed using data from past measure-
ments [19–22]. For the clarity of presentation, we denote Eα

as E(α).

Parameter Value (MeV) Uncertainty (MeV)
E(1f7/2) 11.32 0.10
E(1d3/2) 12.30 0.24
E(2s1/2) 12.77 0.25
E(1d5/2) 15.86 0.20

E(1d5/2)− E(1d3/2) 3.57 0.31
E(1p3/2)− E(1p1/2) 6.36 0.75

due to the assumptions used to compute the correlated
part of the spectral functions [1].

The spectroscopic factors reported in Tables III and V
are normalized to 80%× 22 for the total strength of the
orbitals and to 20%×22 for the correlated part and they
include corrections due to phase space coverage.

We then repeat the fit minimizing the χ2 function using
the missing energy spectra,

χ2 =
∑

i

χ2
i +

∑

n

(
τfitn − τ cn

σfit
n

)2

. (3)

We include constraints on the position of the topmost
energy levels from previous experimental results [19–22],
summarized in Table IV as penalty terms in our χ2 func-
tion [1].

The spin-orbit splitting has been computed using the
phenomenological prescription of Ref. [21, 22], E(n, l, l−
1/2) − E(n, l, l + 1/2) = 2l+1

2n kA−C , with angular mo-
mentum l, main quantum number n, and mass number
A. The empirically determined constants k = 23.27 MeV
and C = 0.583 [21] are included in the fit as penalty
function to the χ2. The uncertainty value has been cal-

TABLE V. Results of the χ2 minimization using the miss-
ing energy distributions, obtained with and without using
all priors, with and without the use of the results from the
missing-momentum fits, and excluding the correlated part of
the spectral function. For every state α, we show the ex-
tracted spectroscopic factor Sα, and its occupation number
in the independent-particle shell model, Nα. Additionally, we
provide the total spectroscopic strength, the number of de-
grees of freedom (d.o.f.), and the χ2 per d.o.f.

all priors w/o pm w/o corr.
α Nα Sα

1f7/2 2 1.53± 0.25 1.55± 0.28 1.24± 0.22
1d3/2 4 2.79± 0.37 3.15± 0.54 3.21± 0.37
2s1/2 2 2.00± 0.11 1.78± 0.46 2.03± 0.11
1d5/2 6 2.25± 0.16 2.34± 0.19 3.57± 0.29
1p1/2 2 2.00± 0.20 1.80± 0.27 2.09± 0.19
1p3/2 4 2.90± 0.20 2.92± 0.20 4.07± 0.15
1s1/2 2 2.14± 0.10 2.56± 0.30 2.14± 0.11
corr. 0 4.71± 0.31 4.21± 0.46 excluded∑
α Sα 20.32± 0.65 20.30± 1.03 18.33± 0.59

d.o.f 121 153 125
χ2/d.o.f. 0.95 0.71 1.23

TABLE VI. Measured peak positions Eα, widths σα, and the
parameter Ecorr of the correlated spectral function obtained
from the minimization of χ2 using the missing energy distri-
butions. We compare the results with and without constraints
coming from the missing momentum fit.

Eα (MeV) σα (MeV)
α w/ priors w/o priors w/ priors w/o priors

1f7/2 11.32± 0.10 11.31± 0.10 8.00± 5.57 8.00± 6.50
1d3/2 12.30± 0.24 12.33± 0.24 7.00± 0.61 7.00± 3.84
2s1/2 12.77± 0.25 12.76± 0.25 7.00± 3.76 7.00± 3.84
1d5/2 15.86± 0.20 15.91± 0.22 2.17± 0.27 2.23± 0.29
1p1/2 33.33± 0.60 33.15± 0.65 3.17± 0.45 3.03± 0.48
1p3/2 39.69± 0.62 39.43± 0.68 5.52± 0.70 5.59± 0.70
1s1/2 53.84± 1.86 52.00± 3.13 11.63± 1.90 13.63± 2.59
corr. 25.20± 0.02 25.00± 0.29 — —

culated comparing the prediction of the phenomenologi-
cal prescription to the available experimental data from
NIKHEF-K [23–25].

The missing energy spectra minimization returns 23
parameters in total: 3 parameters for each orbital (the
spectroscopic factor, the position of the maximum, and
the width of the distribution) and 2 parameters for the
correlated SF (the strength and the threshold energy).

We present our results in Table V. We repeated the fit
excluding the results coming from the pm minimization
and without the correlated SF part. All the results are
compatible within errors, which indicates no large bias
in the determination of the spectroscopic factors using
different set of constraints.

We have also repeated the minimizations using differ-
ent sets of priors for the orbital parametrizations: the
Maxwell-Boltzmann or Gaussian distributions, with the
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FIG. 4. Partial momentum distribution obtained by integrat-
ing the test spectral function over the missing energy range
of 10–30 MeV presented with the geometric factor of 4πp2m.
Different data regions represent data from different kinemat-
ics.

width governed by a constant or linearly dependent on
the distance from the Fermi energy, Em−EF . The results
obtained are all compatible within errors, which indicates
that the fit is relatively independent of the parametrisa-
tion used.

The results of Fig. 3 show that the test spectral func-
tion model, rescaled using the parameters obtained from
the fit, listed in Table V, is capable to reproduce our data
satisfactorily. The SF parametrization obtained from the
fit is represented by the red band, which accounts for the
full error budget, including correlations and FSI correc-
tion uncertainties.

Figure 4 reports the missing momentum distribution
obtained integrating the data and the model over the
missing energy range 30–54 MeV. It is apparent that the
collected data cover the relevant kinematic range with

just a few exceptions, most notably at vanishing pm. The
experimental coverage is not complete due to experimen-
tal conditions and beam-time limitation. In particular,
data for kinematics 4 is statistically limited.
A remarkable feature of Fig. 4 is the agree-

ment—within admittedly sizable uncertainties—of the
reduced cross sections corresponding to kinematics 2 and
3. As observed in Ref. [1], this agreement supports the
validity of the DWIA treatment of FSI, and, more gener-
ally, of the factorisation scheme underlying our analysis.
Summary and conclusions: The Ti(e, e′p) data col-

lected by experiment E12-14-012 at Jefferson Lab have
been analysed to obtain the target spectral function, de-
scribing the energy and momentum distribution of pro-
tons bound in the titanium ground state. The model
dependence involved in the determination of the spec-
tral function is mainly arising from the treatment of FSI,
and the associated uncertainties, that have have been in-
cluded in the analysis as described in Ref. [1, 7].
The results of our study of titanium provide impor-

tant novel information, critical to the interpretation of
events observed in liquid argon detectors when the pri-
mary interaction involves a neutron of the Ar nucleus.
The results of the pioneering work of Barbieri et al. [4]
demonstrate that a replacement the the neutron SF of ar-
gon with the proton SF of 48

22Ti in the calculation of the
40
18Ar(νµ, µ

−) cross section at beam energy Eν = 1 GeV
has a few-percent effect. It has to be kept in mind, how-
ever, that the inclusive cross section, which only involves
integrals of the SFs, is rather insensitive to the details of
the missing energy distributions. Therefore, the findings
of Barbieri et al., while being very encouraging, cannot
be taken as clear-cut evidence of the validity of the as-
sumption that the proton SF of natural titanium can be
used as a proxy for the neutron SF of Ar, as suggested
by isospin symmetry. More work will be necessary to put
this hypothesis on a firm basis.
The reduced differential cross sections has been fitted

using a model spectral function. The effects of FSI, which
are known to be significant in (e, e′p) reactions, have been
included using the same factorization scheme which un-
derlines our analysis and, as for the case of Ar [1], seems
to be reliable.
The comparison between data and MC simulation re-

sults has been showed in a broad range of missing en-
ergies, extending from the proton-knockout threshold to
Em ∼ 80 MeV. The overall agreement, supports the va-
lidity of the theoretical basis of our analysis.
We have determined the position and width of the

peaks corresponding to shell model states, and estimated
the corresponding spectroscopic strengths.
A more accurate determination of the titanium spec-

tral function will require a more advanced theoretical
model of the energy and momentum distributions, as well
as a refined implementation of the DWIA.
The extraction of the spectral function reported in this

article—providing a satisfactory description of the proton
energy and momentum distribution—should be seen as
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the achievement of the goals of the JLab experiment E12-
14-012, and a step toward a more accurate description of
(anti)neutrino interactions in argon.

The understanding of the proton and neutron spec-
tral functions for argon will greatly improve the accu-
racy of neutrino and antineutrino energy reconstruction
in measurements of neutrino oscillations, such as those in
the short-baseline program of Fermilab and in the long-
baseline studies in the Deep Underground Neutrino Ex-
periment. The spectral function, being an intrinsic prop-
erty of the target nucleus, is relevant to the description
of all reaction channels, including quasielastic scattering,
resonance production, and deep-inelastic scattering [26].
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Knöpfle, and Chen Lin Wen, Nucl. Phys. A 565, 543
(1993).

[22] G. Mairle, Phys. Lett. B 304, 39 (1993).
[23] G. J. Kramer et al., Phys. Lett. B 227, 199 (1989).
[24] M. Leuschner et al., Phys. Rev. C 49, 955 (1994).
[25] G. J. Kramer, The proton spectral function of 40Ca and

48Ca studied with the (e, e′p) reaction. An investigation
of ground-state correlations, Ph.D. thesis, University of
Amsterdam, 1990.

[26] E. Vagnoni, O. Benhar, and D. Meloni, Phys. Rev. Lett.
118, 142502 (2017).

https://hallcweb.jlab.org/wiki/index.php/SIMC_Monte_Carlo
https://hallcweb.jlab.org/wiki/index.php/SIMC_Monte_Carlo

	Determination of the titanium spectral function from (e,e'p) data
	Abstract
	Acknowledgments
	References


