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#### Abstract

We obtain two-dimensional relativistic densities and currents of energy and momentum in a proton at rest. These densities are obtained at surfaces of fixed light front time, which physically corresponds to using an alternative synchronization convention. Mathematically, this is done using tilted light front coordinates, which consist of light front time and ordinary spatial coordinates. In this coordinate system, all sixteen components of the energy-momentum tensor (when written in the mixed representation) obtain clear physical interpretations, and the nine Galilean components reproduce results from standard light front coordinates (several of which we report for the first time). We find several optical synchronization effects that are absent in instant form densities, indicating motion within the target. Spin-zero and spin-half targets both exhibit an internal longitudinal energy flux related to the $D(t)$ form factor, and transversely-polarized spin-half targets exhibit an energy dipole moment-which evaluates to $-1 / 4$ for all targets if the Belinfante EMT is used, but which is target dependent and vanishes for pointlike fermions if the asymmetric EMT is instead used.


## I. INTRODUCTION

Significant attention has been placed on the energy momentum tensor (EMT) and the associated gravitational form factors [1] over the past few years. Major questions in the field of hadron physics, such as the proton mass puzzle [2-8] and proton spin puzzle [9-13] are directly related to the EMT. Additionally, there has been much discussion over how (and whether) the EMT encodes distributions of static forces within hadrons [8, 14-18]. This attention is especially pertinent with the anticipated construction of the Electron Ion Collider [19-21], since the measurement of generalized parton distributions [22-24] is the most promising means of empirically accessing the gravitational form factors.

Currently the literature is filled with a variety of perspectives on how to obtain spatial distributions of local currents in composite systems, including those encoded by the EMT (see for instance Refs. [15, 16, 25-35]). The light front formalism stands out among these as providing relativistically exact 2 D densities $[36,37]$ that are obtained from elementary field-theoretic definitions [17, 26] in a wave-packet-independent way [31]. Misgivings have been expressed about the light front densities with the understanding that they constitute a description of the system moving at infinite momentum [38]. However, in a recent work [33], we showed that light front densities constitute rest frame densities within hadrons at a fixed light front time by utilizing a coordinate system called tilted light front coordinates (or tilted coordinates):

$$
\begin{align*}
& \tau=x^{0} \equiv t_{\mathrm{IF}}+z_{\mathrm{IF}}  \tag{1a}\\
& x=x^{1} \equiv x_{\mathrm{IF}}  \tag{1b}\\
& y=x^{2} \equiv y_{\mathrm{IF}}  \tag{1c}\\
& z=x^{3} \equiv z_{\mathrm{IF}} \tag{1d}
\end{align*}
$$

first proposed by Blunden, Burkardt and Miller [39]. By using light front time $\tau$ but ordinary Cartesian spatial coordinates $(x, y, z)$, the Galilean subgroup of the Poincaré group can be exploited while utilizing everyday intuition about space, including that a target is at rest when $\left(v_{x}, v_{y}, v_{z}\right)=(0,0,0)$.

Operationally, the use of tilted coordinates corresponds to synchronizing spatially distant clocks under the assumption that the speed of light is infinite in the $-z$ direction, and consequently the light front densities constitute a literal picture of what an observer looking in the $+z$ direction sees when their local time is $\tau$. In our prior work [33] we refer to this synchronization rule as light front synchronization. Light front synchronization stands in contrast to the standard Einstein synchronization convention [40], under which spatially distant clocks are synchronized by assuming that the one-way speed of light is isotropic and equal to $c$ in all directions. Using Einstein synchronization results in the standard Minkowski (or instant form) coordinate system, in which the observer is understood to see a past state of the system they are observing. (See Refs. [41-45] for detailed discussions of synchronization conventions.)

Previously, we obtained the rest frame electromagnetic currents of the proton and neutron in tilted light front coordinates [33]. The purpose of the present work is to obtain the energy and momentum currents encoded by the EMT within the same formalism.

[^0]|  | Component | Breit frame | Standard light front | Tilted coordinates |
| ---: | :---: | :---: | :---: | :---: |
| Energy density | $T^{0}{ }_{0}(\boldsymbol{x})$ | Eq. (17a) of [15] | - | Eq. (2) |
| Momentum density | $-T^{0}{ }_{i}(\boldsymbol{x})$ | Eq. (17c) of [15] | Eqs. (11) \& (20) of Ref. [47] [long.] <br> same as Eq. (65b) [trans.] | Eq. (65) |
| Energy flux density | $T_{0}^{i}(\boldsymbol{x})$ | same as Eq. (17c) of [15] | same as Eq. (69) [trans. only] | Eq. (69) |
| Stress tensor | $-T^{i}{ }_{j}(\boldsymbol{x})$ | Eq. (17b) of [15] | Eq. (21) of [47] [trans. only] | Eq. (70) |

TABLE I. Explicit results for EMT densities of spin-half targets in the Breit frame formalism, the standard light frame formalism, and in tilted coordinates can be found in the references and equations provided in this table. The references have been chosen for easy consultation and for providing formulas for arbitrary polarization, rather than for original discovery. In several cases, standard light front results do not exist, or only exist for transverse components. Reference [16] provides a light front $P^{-}$density in its Eq. (107), but is excluded from the table because $P^{-} \neq E$ and because the result is only for unpolarized targets. In several other cases, standard light front densities are obtainable, but we could not find results for them in the literature, so we have pointed to equivalent formulas in the present work.

A variety of EMT densities already exist in the literature in different formalisms, but the tilted coordinate framework offers a number of advantages that make the presentation of new EMT densities worthwhile. Much like the standard light front densities, the densities obtained in tilted coordinates are relativistically exact, while the more commonly-used Breit frame densities are leading-order contributions that dominate for spatially diffuse wave packets [29, 31], and are as such subject to relativistic corrections [15]. Moreover, when localizing wave packets in instant form coordinates, the resulting densities differ from the Breit frame densities [32, 35, 46], since the dominating term in an infinite series differs for localized wave packets [29]. The standard light front and tilted light front densities, by contrast, are fully independent of the target's wave packet [31, 33].

There are also several advantages to using tilted light front coordinates over standard light front coordinates when obtaining densities. One of these is the ability to clearly show that the results are rest frame densities. Additionally, for local currents such as the electromagnetic current $j^{\mu}(x)$ and the energy-momentum tensor $T^{\mu \nu}(x)$, every component of the current obtains a clear physical interpretation in tilted coordinates. By contrast, the components $j^{-}(x), T^{i-}(x)$ and $T^{--}(x)$ do not have clear interpretations in standard light front coordinates, and accordingly are typically ignored. In this work, we will present results for all sixteen components of the proton's EMT density.

One last benefit of tilted coordinates over standard light front coordinates is that the tilted energy $E$ is exactly equal to the standard instant form energy, and that the tilted energy density

$$
\begin{align*}
& \mathcal{E}\left(\boldsymbol{b}_{\perp}, \hat{\boldsymbol{s}}\right)=m \int \frac{\mathrm{~d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}}\left(A\left(-\boldsymbol{\Delta}_{\perp}^{2}\right)+\frac{\boldsymbol{\Delta}_{\perp}^{2}}{4 m^{2}} D\left(-\boldsymbol{\Delta}_{\perp}^{2}\right)\right. \\
&\left.+\frac{\left(\hat{\boldsymbol{s}} \times \mathrm{i} \boldsymbol{\Delta}_{\perp}\right) \cdot \hat{e}_{z}}{2 m}\left\{B\left(-\boldsymbol{\Delta}_{\perp}^{2}\right)-J\left(-\boldsymbol{\Delta}_{\perp}^{2}\right)-\frac{\boldsymbol{\Delta}_{\perp}^{2}}{4 m^{2}} D\left(-\boldsymbol{\Delta}_{\perp}^{2}\right)\right\}\right) \mathrm{e}^{-\mathrm{i} \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{b}_{\perp}} \tag{2}
\end{align*}
$$

is thus an exact 2D relativistic distribution of the usual energy $E$, rather than of $P^{-}$. The tilted energy density is thus more pertinent to debates about the proton mass decomposition, which typically frame the mass decomposition as an energy decomposition [2-4, 6-8]. (Eq. (2) will be proved below in Sec. V after the necessary formalism has been developed. Table I can be consulted to quickly find explicit results to the EMT densities, as well as their analogues in standard light front coordinates and the Breit frame formalism.)

The EMT densities in tilted coordinates also feature a variety of optical effects arising from light front synchronization. These features are shared in common with standard light front coordinates, but their status as optical synchronization effects rather than kinematic artifacts due to boosting the target is made clearer in tilted coordinates. A previously-explored example of an optical synchronization effect is the $\sin \phi$ modulations in the charge densities of transversely-polarized targets [33]. In general, optical synchronization effects occur when there is internal motion in the target, and accordingly are a promising indicator of partonic motion. In fact, we will show that a longitudinal energy flux density that depends solely on the $D(t)$ form factor arises as an optical synchronization effect, suggesting that $D(t)$ actually encodes internal motion. Notably, the form factor $D(t)$ is widely believed to be related to internal pressures [8, 14-17]. Its appearance in an optical synchronization effect therefore suggests that the internal pressure may be due to partonic motion in a similar manner to how hydrostatic pressure in gases and fluids arises from molecular motion. This raises doubts as to whether these internal pressures can provide any information about long-range forces or confinement.

Tilted coordinates are a counter-intuitive coordinate system with peculiar properties, and this work is not intended as an introduction to them. We have compiled a collection of helpful basic properties and identities in Appendix A for easy access, but a full exposition of the coordinate system is given in Ref. [33]. The remainder of this work uses tilted coordinates, and contains occasional reminders of their idiosyncratic properties.

This work is organized as follows. In Sec. II, we explain how components of the energy-momentum tensor are interpreted
as furnishing densities and flux densities of energy and momentum, and provide a dictionary for converting components of the EMT into energy and momentum currents. In Sec. III, we explore how expectation values of the EMT for physical states can be decomposed into an internal rest-frame distributions and state-dependent smearing functions, the latter of which absorbs dependencies on the target's overall motion. Next, in Sec. IV, we obtain the rest frame energy and momentum currents for a spin-zero target as a warm-up exercise. Sec. V then provides expressions for the rest frame EMT densities of a spin-half target as well as numerical examples for a proton. Finally, we conclude in Sec. VI.

Throughout this work-and in contrast to our previous work on the subject [33]-we do not include any special markings (such as a tilde) to indicate that tilted coordinates are being used. Unless explicitly indicated otherwise (such as by a subscript or superscript IF for "instant form"), all non-invariant quantities should be assumed to signify a quantity in tilted coordinates.

## II. ENERGY AND MOMENTUM CURRENTS IN TILTED COORDINATES

The energy-momentum tensor (EMT) is a local operator characterizing the distribution and flow of energy and momentum of a system. In quantum chromodynamics (QCD), the operator is formally given by [11, 48]:

$$
\begin{equation*}
\hat{T}_{\mathrm{QCD}}^{\mu \nu}=\sum_{q} \frac{i}{4} \bar{q} \gamma^{\{\mu} \overleftrightarrow{D}^{\nu\}} q+F_{a}^{\mu \rho} F_{\rho}^{a \nu}-A_{a}^{\{\mu}\left(\partial^{\nu\}} B_{a}-i\left(D^{\{\mu} c\right)\left(\partial^{\nu\}} \bar{c}\right)-g^{\mu \nu} \mathscr{L}_{\mathrm{QCD}}\right. \tag{3}
\end{equation*}
$$

where $\mathscr{L}_{\mathrm{QCD}}$ is the QCD Lagrangian:

$$
\begin{equation*}
\mathscr{L}_{\mathrm{QCD}}=\sum_{q} \bar{q}\left(\frac{i}{2} \overleftrightarrow{\not \partial}+g \mathscr{A}_{a} T^{a}-m_{q}\right) q-\frac{1}{4} F_{\mu \nu}^{a} F_{a}^{\mu \nu}-\left(\partial_{\mu} B_{a}\right) A_{a}^{\mu}+\frac{\alpha_{0}}{2} B_{a}^{2}-i\left(\partial_{\mu} \bar{c}^{a}\right)\left(D_{a b}^{\mu} c^{b}\right) \tag{4}
\end{equation*}
$$

Here $A_{a}^{\mu}$ is the gluon four-potential, $B_{a}$ are Lagrange multiplier fields and $c_{a}$ and $\bar{c}_{a}$ are the Faddeev-Popov ghosts. The Lagrange multiplier and ghost fields are unphysical and annihilate physical states, but are necessary to quantize and renormalize the theory [48]. The different representations of the gauge-covariant derivative are:

$$
\begin{align*}
\vec{D}_{\mu} q & =\overrightarrow{\partial_{\mu}} q-i g A_{\mu}^{a} T_{a} q  \tag{5a}\\
\bar{q} \overleftarrow{D}_{\mu} & =\bar{q} \overleftarrow{\partial_{\mu}}+i g \bar{q} A_{\mu}^{a} T_{a}  \tag{5b}\\
D_{\mu}^{a b} c^{b} & =\left(\delta_{a b} \partial_{\mu}+g f_{a c b} A_{\mu}^{c}\right) c^{b} \tag{5c}
\end{align*}
$$

and the gluon field strength tensor is:

$$
\begin{equation*}
F_{\mu \nu}^{a}=\partial_{\mu} A_{\nu}^{a}-\partial_{\nu} A_{\mu}^{a}+g f_{a b c} A_{\mu}^{b} A_{\nu}^{c} . \tag{6}
\end{equation*}
$$

Here, $T_{a}$ are the generators of the color $\mathfrak{s u}(3, \mathbb{C})$ algebra and $f_{a b c}$ are the totally antisymmetric structure constants defined by:

$$
\begin{equation*}
\left[T_{a}, T_{b}\right]=i f_{a b c} T_{c} \tag{7}
\end{equation*}
$$

The EMT can be derived through several methods. Noether's first theorem and invariance of the QCD action under global spacetime translations infamously results in an EMT that is not gauge invariant [11, 24, 48], but this is rectified through the Belinfante improvement procedure [49], which adds a trivially conserved quantity to the EMT in order to restore gauge invariance. The trivially conserved quantity is usually chosen to reproduce Eq. (3). However, Leader and Lorcé [11] show that an alternative EMT can be obtained, with an additional antisymmetric piece:

$$
\begin{equation*}
\hat{T}_{\mathrm{asym}}^{\mu \nu}(x)=\hat{T}_{\mathrm{QCD}}^{\mu \nu}(x)+\sum_{q}\left\{\frac{1}{2} \bar{q}(x) \gamma^{[\mu} \overleftrightarrow{\mathrm{D}}^{\nu]} q(x)\right\} \equiv \hat{T}_{\mathrm{QCD}}^{\mu \nu}(x)+\hat{T}_{\mathrm{A}}^{\mu \nu}(x) \tag{8}
\end{equation*}
$$

The antisymmetric piece is interpreted as describing intrinsic fermion spin; see Ref. [11] for further details.
The EMT can alternatively be derived using Noether's second theorem while assuming invariance of the QCD action under local spacetime translations[50]. If fermion fields transform according to their Lie derivative under these local translations, the resulting EMT is exactly that in Eq. (3). The EMT in Eq. (3) can also be obtained by taking the functional derivative of the QCD action with respect to the metric tensor [24] or with respect to the vierbein [48]. These methods avoid the need for an improvement procedure to ensure gauge invariance, and lack an ambiguity about the resulting EMT.

Regardless of whether the antisymmetric piece $\hat{T}_{\mathrm{A}}^{\mu \nu}(x)$ is included in the EMT, integrals of the EMT over equal-time surfaces reproduce the generators of spacetime translations, as a consequence of being the conserved Noether current associated with spacetime translation symmetry. If $V$ is a fixed-time hypersurface and $n_{\mu}$ is a unit forward-directed normal to this surface:

$$
\begin{equation*}
\hat{P}^{\nu}(\tau)=\int_{V} \mathrm{~d}^{3} \boldsymbol{x} n_{\mu} \hat{T}^{\mu \nu}(x, \tau) \tag{9}
\end{equation*}
$$



FIG. 1. A finite spacetime region $\Omega$ bounded by two hypersurfaces of equal light front time $\tau_{0}$ and $\tau$, drawn in terms of instant form coordinates. Each slice of fixed light front time contains the same spatial region $V$. The future-directed normal $n_{\mu}$ to the equal-light-front-time hypersurfaces is also indicated in this diagram.
where $\tau$ is the time variable under consideration. If instant form time (the time resulting from Einstein synchronization) is used to define equal-time surfaces, then $n_{\mu}$ is a timelike vector pointing in the forward $-t_{\mathrm{IF}}$ direction. If light front time $t_{\mathrm{IF}}+z$ is instead used to define equal-time surfaces, $n_{\mu}$ is a lightlike vector pointing along the light cone. The latter scenario is depicted with a finite hypersurface in Fig. 1. If $V$ is extended to all of space, then $\hat{P}^{\nu}$ is conserved, and thus time-independent, by virtue of Noether's theorems.

The four-vector operator $\hat{P}_{\nu}$ plays the role of a spacetime translation generator, specifically in its covariant form (with a lower index):

$$
\begin{equation*}
\mathrm{i}\left[\hat{P}_{\nu}, \hat{O}(x)\right]=\partial_{\nu} \hat{O}(x) \tag{10}
\end{equation*}
$$

The contravariant (upper-index) components of the four-momenta are related to the covariant components through $\hat{P}^{\nu}=g^{\nu \rho} \hat{P}_{\rho}$. In instant form coordinates, this gives a trivial relationship for components of the vector momentum:

$$
\begin{equation*}
\hat{P}_{\mathrm{IF}}=\left(\hat{P}_{\mathrm{IF}}^{1}, \hat{P}_{\mathrm{IF}}^{2}, \hat{P}_{\mathrm{IF}}^{3}\right)=\left(-\hat{P}_{1}^{(\mathrm{IF})},-\hat{P}_{2}^{(\mathrm{IF})},-\hat{P}_{3}^{(\mathrm{IF})}\right) \tag{11}
\end{equation*}
$$

but in tilted coordinates the relationship is more complicated-see Eq. (A2) for the metric tensor in tilted coordinates and Eq. (A3) for the covariant-contravariant relations. In order to play their proper role as space translation generators, components of vector momentum are identified through covariant components of the four-momentum: $\hat{\boldsymbol{P}}=\left(-\hat{P}_{1},-\hat{P}_{2},-\hat{P}_{3}\right)$. Likewise, the Hamiltonian (as the time translation generator) is given by $\hat{P}_{0}$. Accordingly, the energy and momentum densities are associated with the mixed upper-lower form of the EMT, $\hat{T}^{\mu}{ }_{\nu}(x)$, which can be interpreted as a $\hat{P}_{\nu}$ current. As such, $\hat{T}^{\mu}{ }_{0}(x)$ gives an energy-four current-a combination of an energy density and energy flux density-while $-\hat{T}^{\mu}{ }_{i}(x)$ encodes three vector momentum currents.

As is standard in continuum mechanics [51-56], flux densities of momentum can be interpreted as stresses. We review the rationale behind this. By virtue of Noether's theorems, the EMT obeys a continuity equation:

$$
\begin{equation*}
\partial_{\mu} T_{\nu}^{\mu}(x)=0 \tag{12}
\end{equation*}
$$

which is the differential form of energy-momentum conservation. If we integrate this differential form over the spacetime region $\Omega$ depicted in Fig. 1 and use the divergence theorem, we obtain the integral form of the conservation law:

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} \tau}\left[T_{\nu}^{0}(\boldsymbol{x}, \tau)\right]=-\oint_{\partial V} \mathrm{~d} A_{i} T_{\nu}^{i}(\boldsymbol{x}, \tau) \tag{13}
\end{equation*}
$$

where $\partial V$ is the boundary of the spatial region $V$ and $\mathrm{d} \boldsymbol{A}$ is an area element with outward-pointing normal. This equation describes the amount of $P_{\nu}$ in a spatial region $V$ changing due to the flux of $P_{\nu}$ through the boundary of this region. For this reason, $T_{\nu}^{0}(\boldsymbol{x}, \tau)$ is the $P_{\nu}$ density and $T_{\nu}^{i}(\boldsymbol{x}, \tau)$ is the $P_{\nu}$ flux density. For $\nu \in\{1,2,3\}$ this equation describes a net change of momentum in the region:

$$
\begin{equation*}
\boldsymbol{F}_{V}(\tau) \equiv-\frac{\mathrm{d}}{\mathrm{~d} \tau}\left[\boldsymbol{P}_{V}(\tau)\right]=-\hat{e}_{j} \oint_{\partial V} \mathrm{~d} A_{i} T_{j}^{i}(\boldsymbol{x}, \tau) \tag{14}
\end{equation*}
$$

Since momentum is leaving (or entering) the region $V$, this will be felt by the region's surroundings as a force $\boldsymbol{F}_{V}(\tau)$, exerted by the region, which would be measured for instance by a hypothetical pressure gauge placed at the boundary $\partial V$. Accordingly, $-\hat{e}_{j} T^{i}{ }_{j}(\boldsymbol{x}, \tau)$ is a force per unit area on a surface with a unit normal $\hat{e}_{i}$, and thus has a straightforward interpretation as a pressure. More generally, $-T_{j}^{i}(\boldsymbol{x}, \tau)$ is referred to as the stress tensor, and encodes the pressures that would be measured on a surface in any orientation.

For a system in equilibrium, one will have zero net force exerted by any region $V$, and thus equal fluxes of momentum into and out of any region. In integral form, the equilibrium condition is:

$$
\begin{equation*}
\hat{e}_{j} \oint_{\partial V} \mathrm{~d} A_{i} T_{j}^{i}(\boldsymbol{x}, \tau)=0 \tag{15}
\end{equation*}
$$

but the divergence theorem can be used to require this in differential form:

$$
\begin{equation*}
\partial_{i} T_{j}^{i}(\boldsymbol{x}, \tau)=0 \tag{16}
\end{equation*}
$$

This is possible even when $T_{j}^{i}(\boldsymbol{x}, \tau) \neq 0$. If the stress tensor is non-zero in an equilibrium system, this means that static pressures will be felt, and in general the pressures will be anisotropic. The components of $S^{i j}(\boldsymbol{x}, \tau) \equiv-T_{j}^{i}(\boldsymbol{x}, \tau)$ are referred to as stresses and $S^{i j}(\boldsymbol{x}, \tau)$ itself as the stress tensor, and these have an interpretation as furnishing mechanical pressures in a variety of continuum systems [51, 53, 55, 56], including fluids [52], solids [57], liquid crystals [58-60], and neutron stars [54, 61]. (See also Ref. [62] for a unified treatment of liquids, crystals, and liquid crystals.) Since the fundamental ontological objects of quantum field theory are fields rather than particles, it is sensible to interpret QCD as a theory of a continuous medium as well, and to interpret components of the operator $-\hat{T}^{i}{ }_{j}(x)$ as stresses in this medium.

Although the mixed upper-lower form of the EMT has the most straightforward interpretation in terms of energy-momentum four-currents, it is convenient to work with tensors having all upper indices. The rules for raising and lowering indices in Eq. (A3) can be used to rewrite the energy-momentum four-currents entirely in terms of $T^{\mu \nu}(x)$. In light of this, the following dictionary can be quickly consulted to ascribe physical meanings to components of the EMT in tilted coordinates:

## - Energy density:

$$
\begin{equation*}
\mathcal{E}(x)=T_{0}^{0}(x)=T^{00}(x)-T^{03}(x) \tag{17a}
\end{equation*}
$$

- Energy flux density:

$$
\begin{equation*}
\mathcal{F}_{E}(x)=T^{i}{ }_{0}(x) \hat{e}_{i}=\left(T^{i 0}(x)-T^{i 3}(x)\right) \hat{e}_{i} \tag{17b}
\end{equation*}
$$

- Momentum density:

$$
\begin{equation*}
\mathcal{P}(x)=-T_{i}^{0}(x) \hat{e}_{i}=T^{01}(x) \hat{e}_{x}+T^{02}(x) \hat{e}_{y}+T^{00}(x) \hat{e}_{z} \tag{17c}
\end{equation*}
$$

- Stress tensor (i.e., momentum flux densities):

$$
\begin{equation*}
S^{i j}(x)=-T_{j}^{i}(x)=T^{i 1}(x) \delta^{j 1}+T^{i 2}(x) \delta^{j 2}+T^{i 0}(x) \delta^{j 3} \tag{17~d}
\end{equation*}
$$

## III. CONVOLUTION FORMALISM FOR PHYSICAL CURRENTS

In our previous work [33], we suggested that physical relativistic densities be identified as expectation values of local currents for physical states. If a physical state is described by a density matrix $\hat{\rho}$ (which is equal to $|\Psi\rangle\langle\Psi|$ for a pure state), this expectation value can written (in the Heisenberg picture):

$$
\begin{equation*}
\left\langle J^{\mu}(x)\right\rangle=\operatorname{Tr}\left[\hat{\rho} \hat{J}^{\mu}(x)\right] \underset{\text { pure state }}{ }\langle\Psi| \hat{J}^{\mu}(x)|\Psi\rangle \tag{18}
\end{equation*}
$$

The central idea of Ref. [33] is that if the density is considered at fixed light front time $\tau$ rather than fixed Minkowski time, and if the longitudinal coordinate is integrated out, then the physical density can be written in terms of a state-independent internal density smeared out in a convolution relation. For a target without spin:

$$
\begin{equation*}
\left\langle J^{\mu}(\boldsymbol{x}, \tau)\right\rangle_{2 \mathrm{D}} \equiv \int \mathrm{~d} x^{3}\left\langle J^{\mu}(x)\right\rangle=\int \mathrm{d}^{3} \boldsymbol{R} \mathscr{P}_{\nu}^{\mu}(\boldsymbol{R}, \tau) j^{\nu}\left(\boldsymbol{x}_{\perp}-\boldsymbol{R}_{\perp}\right) \tag{19}
\end{equation*}
$$

where $j^{\nu}\left(\boldsymbol{x}_{\perp}-\boldsymbol{R}_{\perp}\right)$ is the internal density and $\mathscr{P}^{\mu}{ }_{\nu}(\boldsymbol{R}, \tau)$ is the smearing function. The very possibility of this breakdown requires the use of light front synchronization, as proved in Appendix B of Ref. [33].

This relation should generalize in a straightforward way to the energy-momentum tensor:

$$
\begin{equation*}
\left\langle T_{\nu}^{\mu}(\boldsymbol{x}, \tau)\right\rangle_{2 \mathrm{D}}=\int \mathrm{d} x^{3} \operatorname{Tr}\left[\hat{\rho} \hat{T}^{\mu}{ }_{\nu}(x)\right]=\int \mathrm{d}^{3} \boldsymbol{R} \mathscr{Q}_{\alpha \nu}^{\mu}{ }^{\beta}(\boldsymbol{R}, \tau) t^{\alpha}{ }_{\beta}\left(\boldsymbol{x}_{\perp}-\boldsymbol{R}_{\perp}\right), \tag{20}
\end{equation*}
$$

where here $t^{\alpha}{ }_{\beta}\left(\boldsymbol{x}_{\perp}-\boldsymbol{R}_{\perp}\right)$ is the intrinsic EMT and $\mathscr{Q}^{\mu}{ }_{\alpha \nu}{ }^{\beta}(\boldsymbol{R}, \tau)$ is the smearing function. (The generalization to targets with spin can be accomplished by replacing the densities and smearing functions with spin matrices, and including a trace in the convolution relation.)

A matter not addressed in our prior work [33] was how to systematically separate the smearing functions and internal densities. In fact, the separation is not unique. For a rather silly example of this, a factor 2 can be absorbed into $j^{\nu}\left(\boldsymbol{x}_{\perp}-\boldsymbol{R}_{\perp}\right)$ and a factor $\frac{1}{2}$ into $\mathscr{P}^{\mu}{ }_{\nu}(\boldsymbol{R}, \tau)$ without affecting the validity of Eq. (19). In this example, the alternative breakdown would produce an "internal density" that violates the charge sum rule, but more subtle alternative breakdowns could be formulated by adding a total divergence to the integrand in Eq. (19) or Eq. (20).

Although these breakdowns are not unique, we can formulate a reasonable systematic scheme for isolating the internal densities. In this scheme, we first construct classical analogues of Eqs. (19) and (20), in which the right-hand sides are effectively phase space functions of the target's position $\boldsymbol{r}$ and momentum $\boldsymbol{p}$. The analogue is explicitly constructed in Sec. III A for the fourcurrent. We subsequently quantize the classical convolution to promote $\boldsymbol{r}$ and $\boldsymbol{p}$ to operators in Sec. III B. We will see that this gives us a fixed scheme for determining the rest-frame densities appearing in Eqs. (19) and (20), with the results appearing in Eqs. (41) and (43).

## A. A classical analogy

Classically, the four-current of a stationary system (which is at rest at the origin) can be written $j_{3 \mathrm{D}}^{\mu}(\boldsymbol{x})$. The two-dimensional reduction is:

$$
\begin{equation*}
j_{2 \mathrm{D}}^{\mu}\left(\boldsymbol{x}_{\perp}\right) \equiv j^{\mu}\left(\boldsymbol{x}_{\perp}\right)=\int \mathrm{d} x^{3} j_{3 \mathrm{D}}^{\mu}(\boldsymbol{x}) \tag{21}
\end{equation*}
$$

where we drop the 2 D subscript for the reduced density since this is the desired quantity. We boost and translate the system in the following manner: (1) a longitudinal boost of rapidity $\eta$, (2) a transverse light front boost of velocity $\boldsymbol{\beta}_{\perp}$, and (3) a spatial translation by $\bar{r}=(0 ; \boldsymbol{r})$. We let $\Lambda^{\mu}{ }_{\nu}$ signify the combined boost; an explicit formula is given in Eq. (A15). The 2D current becomes:

$$
\begin{equation*}
j^{\mu}\left(\boldsymbol{x}_{\perp}\right) \rightarrow J^{\mu}\left(\boldsymbol{x}_{\perp} ; \boldsymbol{r}, \boldsymbol{p}\right)=\Lambda_{\nu}^{\mu} \int \mathrm{d}(\Lambda x)^{3} j_{3 \mathrm{D}}^{\nu}\left(\Lambda^{-1}[x-\bar{r}]\right)=\mathrm{e}^{-\eta} \Lambda_{\nu}^{\mu} j^{\nu}\left(\Lambda^{-1}[x-\bar{r}]\right) \tag{22}
\end{equation*}
$$

where the factor $\mathrm{e}^{-\eta}$ comes from $\mathrm{d}(\Lambda x)^{3}=\mathrm{e}^{-\eta} \mathrm{d} x^{3}$. It is worth remarking that although $j^{\nu}\left(\Lambda^{-1}[x-\bar{r}]\right)$ depends only on the transverse spatial components of $\Lambda^{-1}[x-\bar{r}]$, it obtains a dependence on the light front time $\tau=x^{0}$ through these.

If we are ignorant of the exact position and momentum of the system, but have a phase space distribution $\rho(\boldsymbol{r}, \boldsymbol{p} ; 0)$ at $\tau=0$, we can still calculate an expectation value for the current through:

$$
\begin{equation*}
\left\langle J^{\mu}\left(\boldsymbol{x}_{\perp}, \tau\right)\right\rangle_{2 \mathrm{D}}=\int \mathrm{d}^{3} \boldsymbol{r} \int \mathrm{~d} \mu(\boldsymbol{p}) \rho(\boldsymbol{r}, \boldsymbol{p} ; 0) \mathrm{e}^{-\eta} \Lambda_{\nu}^{\mu} j^{\nu}\left(\Lambda^{-1}[x-\bar{r}]\right) \tag{23}
\end{equation*}
$$

where $\mathrm{d} \mu(\boldsymbol{p})$ is a momentum integration element (the exact form of which doesn't matter here). The time dependence in $j^{\nu}\left(\Lambda^{-1}[x-\bar{r}]\right)$ can be moved into the phase space distribution instead, by defining:

$$
\begin{equation*}
\rho(\boldsymbol{r}, \boldsymbol{p} ; \tau) \equiv \mathrm{e}^{-(\boldsymbol{\beta} \cdot \boldsymbol{\nabla}) \tau} \rho(\boldsymbol{r}, \boldsymbol{p} ; 0) \tag{24}
\end{equation*}
$$

and by replacing $\bar{r}$ with $r=(\tau ; \boldsymbol{r})$ in the rest-frame current. One can think of this as a classical analogy of switching from the Heisenberg to the Schrödinger picture of quantum mechanics.

Because $x^{0}=r^{0}$, the transverse components of $\Lambda^{-1}[x-r]$ are just $\boldsymbol{x}_{\perp}-\boldsymbol{r}_{\perp}$ (see Eq. (A15)) which is a manifestation of the Galilean subgroup of the Poincaré group. This allows the classical expectation value to be written:

$$
\begin{equation*}
\left\langle J^{\mu}\left(\boldsymbol{x}_{\perp}, \tau\right)\right\rangle_{2 \mathrm{D}}=\int \mathrm{d}^{3} \boldsymbol{r} \int \mathrm{~d} \mu(\boldsymbol{p}) \rho(\boldsymbol{r}, \boldsymbol{p} ; \tau) \mathrm{e}^{-\eta} \Lambda_{\nu}^{\mu} j^{\nu}\left(\boldsymbol{x}_{\perp}-\boldsymbol{r}_{\perp}\right) \tag{25}
\end{equation*}
$$

This is the formula we shall proceed to quantize.

## B. Quantization of the analogy

Quantization of Eq. (25) should take the form:

$$
\begin{equation*}
\left\langle J^{\mu}\left(\boldsymbol{x}_{\perp}, \tau\right)\right\rangle_{2 \mathrm{D}}=\operatorname{Tr}\left[\hat{\rho}(\tau) \overline{\mathrm{e}^{-\eta} \Lambda_{\nu}^{\mu} j^{\nu}\left(\boldsymbol{x}_{\perp}-\boldsymbol{r}_{\perp}\right)}\right] \tag{26}
\end{equation*}
$$

in the Schrödinger picture, where $\overline{\mathrm{e}^{-\eta} \Lambda^{\mu}{ }_{\nu} j^{\nu}\left(\boldsymbol{x}_{\perp}-\boldsymbol{r}_{\perp}\right)}$ is an operator corresponding to the classical $\mathrm{e}^{-\eta} \Lambda^{\mu}{ }_{\nu} j^{\nu}\left(\boldsymbol{x}_{\perp}-\boldsymbol{r}_{\perp}\right)$. It is well-known that there is not a unique map from classical phase space functions to quantum-mechanical operators [63, 64], so there is some freedom in how to choose the appropriate operator. We choose the following operator:

$$
\begin{equation*}
\overline{\mathrm{e}^{-\eta} \Lambda_{\nu}^{\mu} j^{\nu}\left(\boldsymbol{x}_{\perp}-\boldsymbol{r}_{\perp}\right)}=\frac{1}{2} \frac{m}{\hat{P}_{z}}\left\{\Lambda_{\nu}^{\mu}(\hat{\boldsymbol{P}}), j^{\nu}\left(\boldsymbol{x}_{\perp}-\hat{\boldsymbol{R}}_{\perp}\right)\right\}, \tag{27}
\end{equation*}
$$

where $\{\cdot, \cdot\}$ is the anticommutator and where $\eta=\log \left(p_{z} / m\right)$ was used. This operator is Hermitian, as required, and has the benefit of being fairly simple. If this operator is sandwiched between momentum kets, it gives:

$$
\begin{equation*}
\left\langle\boldsymbol{p}^{\prime}\right| \frac{1}{2} \frac{m}{\hat{P}_{z}}\left\{\Lambda_{\nu}^{\mu}(\hat{\boldsymbol{P}}), j^{\nu}\left(\boldsymbol{x}_{\perp}-\hat{\boldsymbol{R}}_{\perp}\right)\right\}|\boldsymbol{p}\rangle=\frac{1}{2}\left(\Lambda_{\nu}^{\mu}(\boldsymbol{p})+\Lambda_{\nu}^{\mu}\left(\boldsymbol{p}^{\prime}\right)\right) \frac{m}{p_{z}}\left\langle\boldsymbol{p}^{\prime}\right| j^{\nu}\left(\boldsymbol{x}_{\perp}-\hat{\boldsymbol{R}}_{\perp}\right)|\boldsymbol{p}\rangle . \tag{28}
\end{equation*}
$$

Note that this matrix element is zero if $p_{z}^{\prime} \neq p_{z}$. We will denote the average of the two Lorentz boost matrices appearing here as:

$$
\begin{equation*}
\bar{\Lambda}_{\nu}^{\mu} \equiv \frac{1}{2}\left(\Lambda_{\nu}^{\mu}(\boldsymbol{p})+\Lambda_{\nu}^{\mu}\left(\boldsymbol{p}^{\prime}\right)\right), \tag{29}
\end{equation*}
$$

which as a $4 \times 4$ matrix it can be written:

$$
\bar{\Lambda}^{\mu}{ }_{\nu}=\left[\begin{array}{cccc}
P_{z} / m & 0 & 0 & 0  \tag{30}\\
P_{x} / m & 1 & 0 & 0 \\
P_{y} / m & 0 & 1 & 0 \\
\left(P_{z}-P_{0}\right) / m & -P_{x} / P_{z} & -P_{y} / P_{z} & m / P_{z}
\end{array}\right] .
$$

Here $P=\frac{1}{2}\left(p+p^{\prime}\right)$ is the average of the initial and final kets' four-momenta. It should be noted that $\bar{\Lambda}^{\mu}{ }_{\nu}$ is not a Lorentz transform, since Lorentz transforms are not closed under addition ${ }^{1}$, and we define it as the average of two boosts. In particular, $\bar{\Lambda}^{\mu}{ }_{\nu}$ does not preserve the metric (as explicitly shown in Appendix B). This is not an issue for us since $\bar{\Lambda}^{\mu}{ }_{\nu}$ simply encodes the momentum dependence of a matrix element and is not being used (in the quantum-mechanical context) to parametrize boosts of matrix elements. However, the fact that $\bar{\Lambda}^{\mu}{ }_{\nu}$ is not a Lorentz transform should be kept in mind when performing mathematical manipulations, so that operations that are valid for Lorentz transforms are not used uncritically.

With the quantization map defined, we can proceed. In terms of the tensor $\bar{\Lambda}^{\mu}{ }_{\nu}$, we can write momentum-ket matrix elements as:

$$
\begin{equation*}
\left\langle\boldsymbol{p}^{\prime}\right| \widetilde{\mathrm{e}^{-\eta} \Lambda_{\nu}^{\mu} j^{\nu}\left(\boldsymbol{x}_{\perp}-\boldsymbol{r}_{\perp}\right)}|\boldsymbol{p}\rangle=\frac{m}{p_{z}} \bar{\Lambda}_{\nu}^{\mu}\left\langle\boldsymbol{p}^{\prime}\right| j^{\nu}\left(\boldsymbol{x}_{\perp}-\hat{\boldsymbol{R}}_{\perp}\right)|\boldsymbol{p}\rangle . \tag{31}
\end{equation*}
$$

The completeness relation

$$
\begin{equation*}
\int \frac{\mathrm{d}^{3} \boldsymbol{p}}{2 p_{z}(2 \pi)^{3}}|\boldsymbol{p}\rangle\langle\boldsymbol{p}|=1 \tag{32}
\end{equation*}
$$

can be inserted twice into Eq. (26), and when Eq. (31) is used, we obtain:

$$
\begin{equation*}
\left\langle J^{\mu}\left(\boldsymbol{x}_{\perp}, \tau\right)\right\rangle_{2 \mathrm{D}}=\int \frac{\mathrm{d}^{3} \boldsymbol{p}}{2 p_{z}(2 \pi)^{3}} \int \frac{\mathrm{~d}^{3} \boldsymbol{p}^{\prime}}{2 p_{z}^{\prime}(2 \pi)^{3}} \frac{m}{p_{z}} \bar{\Lambda}_{\nu}^{\mu}\langle\boldsymbol{p}| \hat{\rho}(\tau)\left|\boldsymbol{p}^{\prime}\right\rangle\left\langle\boldsymbol{p}^{\prime}\right| j^{\nu}\left(\boldsymbol{x}_{\perp}-\hat{\boldsymbol{R}}_{\perp}\right)|\boldsymbol{p}\rangle, \tag{33}
\end{equation*}
$$

where $\bar{\Lambda}^{\mu}{ }_{\nu}$ is as given in Eq. (30). The remaining operator dependence can be eliminated using transverse position eigenkets. Since the transformation properties of the transverse plane are Galilean, these properties mirror the properties of non-relativistic kets:

$$
\begin{align*}
& \left\langle\boldsymbol{R}_{\perp} \mid \boldsymbol{R}_{\perp}^{\prime}\right\rangle=\delta^{(2)}\left(\boldsymbol{R}_{\perp}-\boldsymbol{R}_{\perp}^{\prime}\right)  \tag{34a}\\
& \int \mathrm{d}^{2} \boldsymbol{R}_{\perp}\left|\boldsymbol{R}_{\perp}\right\rangle\left\langle\boldsymbol{R}_{\perp}\right|=1  \tag{34b}\\
& \left\langle\boldsymbol{p}_{\perp} \mid \boldsymbol{R}_{\perp}\right\rangle=\mathrm{e}^{-\mathrm{i} \boldsymbol{p}_{\perp} \cdot \boldsymbol{R}_{\perp}} \tag{34c}
\end{align*}
$$

[^1]Understanding that $|\boldsymbol{p}\rangle=\left|p_{z}\right\rangle \otimes\left|\boldsymbol{p}_{\perp}\right\rangle$, inserting Eq. (34b) into Eq. (33) and using Eq. (34c) gives:

$$
\begin{align*}
&\left\langle J^{\mu}\left(\boldsymbol{x}_{\perp}, \tau\right)\right\rangle_{2 \mathrm{D}}=\int \mathrm{d}^{2} \boldsymbol{R}_{\perp} \int \mathrm{d}^{2} \boldsymbol{R}_{\perp}^{\prime} \int \frac{\mathrm{d}^{3} \boldsymbol{p}}{2 p_{z}(2 \pi)^{3}} \int \frac{\mathrm{~d}^{3} \boldsymbol{p}^{\prime}}{2 p_{z}^{\prime}(2 \pi)^{3}} \frac{m}{p_{z}} \bar{\Lambda}^{\mu}{ }_{\nu}\langle\boldsymbol{p}| \hat{\rho}(\tau)\left|\boldsymbol{p}^{\prime}\right\rangle \\
& \times j^{\nu}\left(\boldsymbol{x}_{\perp}-\boldsymbol{R}_{\perp}\right)\left\langle\boldsymbol{R}_{\perp}^{\prime} \mid \boldsymbol{R}_{\perp}\right\rangle\left\langle p_{z}^{\prime} \mid p_{z}\right\rangle \mathrm{e}^{-\mathrm{i}\left(\boldsymbol{p}_{\perp}^{\prime} \cdot \boldsymbol{R}_{\perp}^{\prime}-\boldsymbol{p}_{\perp} \cdot \boldsymbol{R}_{\perp}\right)} \tag{35}
\end{align*}
$$

Using Eq. (34a) and $\left\langle p_{z}^{\prime} \mid p_{z}\right\rangle=2 p_{z}(2 \pi) \delta\left(p_{z}-p_{z}^{\prime}\right)$ reduces this to:

$$
\begin{equation*}
\left\langle J^{\mu}\left(\boldsymbol{x}_{\perp}, \tau\right)\right\rangle_{2 \mathrm{D}}=\int \mathrm{d}^{2} \boldsymbol{R}_{\perp} \int \frac{\mathrm{d} p_{z}}{2 p_{z}(2 \pi)} \int \frac{\mathrm{d}^{2} \boldsymbol{p}_{\perp}}{(2 \pi)^{2}} \int \frac{\mathrm{~d}^{2} \boldsymbol{p}_{\perp}^{\prime}}{(2 \pi)^{2}} \frac{m}{p_{z}} \bar{\Lambda}_{\nu}^{\mu}\langle\boldsymbol{p}| \hat{\rho}(\tau)\left|\boldsymbol{p}^{\prime}\right\rangle j^{\nu}\left(\boldsymbol{x}_{\perp}-\boldsymbol{R}_{\perp}\right) \mathrm{e}^{-\mathrm{i}\left(\boldsymbol{p}_{\perp}^{\prime}-\boldsymbol{p}_{\perp}\right) \cdot \boldsymbol{R}_{\perp}} \tag{36}
\end{equation*}
$$

Finally, changing variables to $P=\frac{1}{2}\left(p+p^{\prime}\right)$ and $\Delta=p^{\prime}-p$ gives:

$$
\begin{equation*}
\left\langle J^{\mu}\left(\boldsymbol{x}_{\perp}, \tau\right)\right\rangle_{2 \mathrm{D}}=\int \mathrm{d}^{2} \boldsymbol{R}_{\perp} \int \frac{\mathrm{d}^{3} \boldsymbol{P}}{2 P_{z}(2 \pi)^{3}} \int \frac{\mathrm{~d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}} \frac{m}{P_{z}} \bar{\Lambda}_{\nu}^{\mu}\langle\boldsymbol{p}| \hat{\rho}(\tau)\left|\boldsymbol{p}^{\prime}\right\rangle j^{\nu}\left(\boldsymbol{x}_{\perp}-\boldsymbol{R}_{\perp}\right) \mathrm{e}^{-\mathrm{i} \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{R}_{\perp}} \tag{37}
\end{equation*}
$$

This is sufficient to determine that the integrated smearing function appearing in Eq. (19) is:

$$
\begin{equation*}
\int \mathrm{d} R_{z} \mathscr{P}_{\nu}^{\mu}(\boldsymbol{R}, \tau)=\int \frac{\mathrm{d}^{3} \boldsymbol{P}}{2 P_{z}(2 \pi)^{3}} \int \frac{\mathrm{~d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}} \frac{m}{P_{z}} \bar{\Lambda}_{\nu}^{\mu}\langle\boldsymbol{p}| \hat{\rho}(\tau)\left|\boldsymbol{p}^{\prime}\right\rangle \mathrm{e}^{-\mathrm{i} \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{R}_{\perp}} \tag{38}
\end{equation*}
$$

though we will not concern ourselves further with explicit evaluation of this expression or reconstruction of the $R_{z}$ dependence.
Instead, the crucial matter at hand is to relate the internal, rest-frame density $j^{\nu}\left(\boldsymbol{x}_{\perp}-\boldsymbol{R}_{\perp}\right)$ to the field-theoretic matrix element $\left\langle\boldsymbol{p}^{\prime}\right| \hat{J}^{\mu}(0)|\boldsymbol{p}\rangle$. To do this, we write the 2D expectation value of the current in the Schödinger picture as:

$$
\begin{equation*}
\left\langle J^{\mu}\left(\boldsymbol{x}_{\perp}, \tau\right)\right\rangle_{2 \mathrm{D}}=\int \mathrm{d} x^{3} \operatorname{Tr}\left[\hat{\rho}(\tau) \hat{J}^{\mu}(\boldsymbol{x})\right]=\left.\int \frac{\mathrm{d}^{3} \boldsymbol{P}}{2 P_{z}(2 \pi)^{3}} \int \frac{\mathrm{~d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}}\langle\boldsymbol{p}| \hat{\rho}(\tau)\left|\boldsymbol{p}^{\prime}\right\rangle \frac{\left\langle\boldsymbol{p}^{\prime}\right| \hat{J}^{\mu}(0)|\boldsymbol{p}\rangle}{2 P_{z}} \mathrm{e}^{-\mathrm{i} \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{x}_{\perp}}\right|_{\Delta_{z}=0} \tag{39}
\end{equation*}
$$

Comparing to Eq. (37) and requiring these expressions for the physical current to be identical for all choices of $\hat{\rho}(\tau)$ requires that:

$$
\begin{equation*}
\frac{m}{P_{z}} \bar{\Lambda}^{\mu}{ }_{\nu} j^{\nu}\left(\boldsymbol{x}_{\perp}-\boldsymbol{R}_{\perp}\right) \mathrm{e}^{-\mathrm{i} \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{R}_{\perp}}=\frac{\left\langle\boldsymbol{p}^{\prime}\right| \hat{J}^{\mu}(0)|\boldsymbol{p}\rangle}{2 P_{z}} \mathrm{e}^{-\mathrm{i} \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{x}_{\perp}} \tag{40}
\end{equation*}
$$

which can be inverted to find:

$$
\begin{equation*}
j^{\mu}\left(\boldsymbol{b}_{\perp}\right)=\int \frac{\mathrm{d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}}\left(\bar{\Lambda}^{-1}\right)^{\mu}{ }_{\nu} \frac{\left\langle\boldsymbol{p}^{\prime}\right| \hat{J}^{\nu}(0)|\boldsymbol{p}\rangle}{2 m} \mathrm{e}^{-\mathrm{i} \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{b}_{\perp}} \tag{41}
\end{equation*}
$$

where $\boldsymbol{b}_{\perp}=\boldsymbol{x}_{\perp}-\boldsymbol{R}_{\perp}$ is the impact parameter. This is our ultimate expression for the internal, rest-frame current of a spin-zero target. For spin-half targets, this is generalized by introducing light front helicity indices $\lambda, \lambda^{\prime}$ into the kets.

The rationale for arriving at Eq. (41) can be extended in a straightforward way to the EMT. The primary difference is that there are two Lorentz indices, so an additional Lorentz boost matrix must be applied in the classical expression. When quantizing an expression with two Lorentz boosts, the anticommutator is taken twice:

$$
\begin{equation*}
\overline{\mathrm{e}^{-\eta} \Lambda^{\mu}{ }_{\alpha} \Lambda_{\nu}{ }^{\beta} t^{\alpha}{ }_{\beta}\left(\boldsymbol{x}_{\perp}-\boldsymbol{r}_{\perp}\right)}=\frac{1}{4} \frac{m}{\hat{P}_{z}}\left\{\Lambda_{\alpha}^{\mu}(\hat{\boldsymbol{P}}),\left\{\Lambda_{\nu}{ }^{\beta}(\hat{\boldsymbol{P}}), t^{\alpha}{ }_{\beta}\left(\boldsymbol{x}_{\perp}-\hat{\boldsymbol{R}}_{\perp}\right)\right\}\right\} . \tag{42}
\end{equation*}
$$

When worked out, the result for the intrinsic, rest-frame EMT (with helicity indices included) is:

$$
\begin{equation*}
t^{\mu}{ }_{\nu}\left(\boldsymbol{b}_{\perp} ; \lambda, \lambda^{\prime}\right)=\int \frac{\mathrm{d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}}\left(\bar{\Lambda}^{-1}\right)^{\mu}{ }_{\alpha}\left(\bar{\Lambda}^{-1}\right)_{\nu}{ }^{\beta} \frac{\left\langle\boldsymbol{p}^{\prime}, \lambda^{\prime}\right| \hat{T}_{\beta}^{\alpha}(0)|\boldsymbol{p}, \lambda\rangle}{2 m} \mathrm{e}^{-\mathrm{i} \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{b}_{\perp}} . \tag{43}
\end{equation*}
$$

It is this formula that we will apply for the remainder of the main body of this work.

## IV. ENERGY-MOMENTUM TENSOR OF SPIN-ZERO TARGETS

Although we are primarily interested in the proton in this work, we consider spin-zero target first as a warm-up exercise, since the resulting densities are simpler and already contain subtleties to address.

The standard form factor breakdown for the EMT of a spin-zero target is [15]:

$$
\begin{equation*}
\left\langle\boldsymbol{p}^{\prime}\right| \hat{T}^{\mu \nu}(0)|\boldsymbol{p}\rangle=2 P^{\mu} P^{\nu} A\left(\Delta^{2}\right)+\frac{1}{2}\left(\Delta^{\mu} \Delta^{\nu}-\Delta^{2} g^{\mu \nu}\right) D\left(\Delta^{2}\right) \tag{44}
\end{equation*}
$$

When $\Delta_{z}=0$, Eqs. (B9) and (B11) can be used to find:

$$
\begin{equation*}
\left(\bar{\Lambda}^{-1}\right)_{\alpha}^{\mu}\left(\bar{\Lambda}^{-1}\right)^{\nu}{ }_{\beta} \frac{\left\langle\boldsymbol{p}^{\prime}\right| \hat{T}^{\alpha \beta}(0)|\boldsymbol{p}\rangle}{2 m}=m\left\{\bar{n}^{\mu} \bar{n}^{\nu} A\left(-\boldsymbol{\Delta}_{\perp}^{2}\right)+\left(\frac{\Delta_{\perp}^{\mu} \Delta_{\perp}^{\nu}+\boldsymbol{\Delta}_{\perp}^{2} g^{\mu \nu}}{4 m^{2}}\right) D\left(-\boldsymbol{\Delta}_{\perp}^{2}\right)-\left(\frac{\boldsymbol{\Delta}_{\perp}^{2}}{4 m^{2}}\right)^{2} n^{\mu} n^{\nu} D\left(-\boldsymbol{\Delta}_{\perp}^{2}\right)\right\} . \tag{45}
\end{equation*}
$$

According to Eq. (43), the intrinsic, rest-frame EMT of the spin-zero hadron is given by the Fourier transform of this quantity. The interpretations of individual components of the EMT were described in Sec. II; we shall presently analyze results for the components in terms of those interpretations.

## A. Energy density

Consulting the dictionary of Eq. (17), the rest frame energy density for a spin-zero target is:

$$
\begin{equation*}
\mathcal{E}\left(\boldsymbol{b}_{\perp}\right)=t^{00}\left(\boldsymbol{b}_{\perp}\right)-t^{03}\left(\boldsymbol{b}_{\perp}\right)=m \int \frac{\mathrm{~d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}}\left(A\left(-\boldsymbol{\Delta}_{\perp}^{2}\right)+\frac{\boldsymbol{\Delta}_{\perp}^{2}}{4 m^{2}} D\left(-\boldsymbol{\Delta}_{\perp}^{2}\right)\right) \mathrm{e}^{-\mathrm{i} \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{b}_{\perp}} \tag{46}
\end{equation*}
$$

This is a new result. Although a prior results exist for energy densities of spin-zero [31] and spin-half [16] targets in standard light front coordinates, the tilted coordinate energy is different from the light front energy, so naturally Eq. (46) differs from the light front energy density in Ref. [31]. In fact, the energy in tilted light front coordinates is equal to the more familiar instant form energy [33], for which Eq. (46) provides a two-dimensional relativistic density in the target's rest frame.

Integrating Eq. (46) gives $m$ as the total energy, as expected for a system at rest. Additionally, Eq. (46) can be used to define a rest-frame energy radius:

$$
\begin{equation*}
\left\langle\boldsymbol{b}_{\perp}^{2}\right\rangle_{\text {energy }} \equiv \frac{1}{m} \int \mathrm{~d}^{2} \boldsymbol{b}_{\perp} \boldsymbol{b}_{\perp}^{2} \mathcal{E}\left(\boldsymbol{b}_{\perp}\right)=\left.4 \frac{\mathrm{~d} A\left(\Delta^{2}\right)}{\mathrm{d} \Delta^{2}}\right|_{\Delta^{2}=0}-\frac{1}{m^{2}} D(0) \tag{47}
\end{equation*}
$$

This radius is notably not zero for pointlike particles. Since $D_{\text {free }}\left(\Delta^{2}\right)=-1$ [15], the free spin-zero boson an energy radius of $1 /(2 m)$.

Although $D_{\text {free }}\left(\Delta^{2}\right)=-1$ follows naturally for Klein-Gordon fields by applying Noether's theorems [65] or by differentiating the action with respect to the metric [15], we might wonder how the energy radius would differ if $D_{\text {free }}\left(\Delta^{2}\right)$ were a different constant. In fact, several authors [15, 29, 66] argue that the EMT is only defined up to a trivially conserved quantity, and that the form factor $D\left(\Delta^{2}\right)$ can be altered by adding such a quantity. However, Eq. (47) will only give a non-negative squared radius if:

$$
\begin{equation*}
D_{\text {free }}(0) \leq 0 \tag{48}
\end{equation*}
$$

The negativity of $D(0)$ has previously been postulated by Polyakov [15, 67] as a mechanical stability criterion. Within the context of an energy radius, however, this constraint can be relaxed for composite particles, since $A\left(\Delta^{2}\right)$ is no longer constant. More generally, the criterion of positive squared radius imposes:

$$
\begin{equation*}
D(0) \leq\left. 4 m^{2} \frac{\mathrm{~d} A\left(\Delta^{2}\right)}{\mathrm{d} \Delta^{2}}\right|_{\Delta^{2}=0} \tag{49}
\end{equation*}
$$

which may allow $D(0)>0$ for composite particles, but still imposes a maximum value.

## B. Momentum density

From the dictionary in Eq. (17), the momentum density is given by:

$$
\begin{equation*}
\mathcal{P}\left(\boldsymbol{b}_{\perp}\right)=t^{01}\left(\boldsymbol{b}_{\perp}\right) \hat{e}_{x}+t^{02}\left(\boldsymbol{b}_{\perp}\right) \hat{e}_{y}+t^{00}\left(\boldsymbol{b}_{\perp}\right) \hat{e}_{z}=m \hat{e}_{z} \int \frac{\mathrm{~d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}} A\left(-\boldsymbol{\Delta}_{\perp}^{2}\right) \mathrm{e}^{-\mathrm{i} \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{b}_{\perp}} \tag{50}
\end{equation*}
$$

which is non-zero only for the longitudinal momentum. Significantly, the $z$ momentum in tilted coordinates is equal to the plus momentum in light front coordinates: $P_{z}=P_{\mathrm{LF}}^{+}$. It is thus not surprising that the momentum density we find is equal to prior results for the light front momentum density [17] upon setting $P_{\mathrm{LF}}^{+} \rightarrow m$.

It is worth stressing (see Ref. [33] and Appendix A) that—in tilted coordinates- $P_{z}$ is equal to $m$ rather than 0 at rest. Thus, a non-zero $P_{z}$ density does not indicate motion within the system. Rather than a density for a quantity of motion, the $P_{z}$ density can be interpreted as an inertia density, since classically, contravariant components of the tilted momentum and the velocity are related by $p^{i}=p_{z} v^{i}$. On the other hand, the energy fluxes $t^{i}{ }_{0}$ have a clearer interpretation as encoding motion within the system. We shall look at these next.

## C. Energy flux density

From the dictionary in Eq. (17), the energy flux density is given by:

$$
\begin{equation*}
\mathcal{F}_{E}\left(\boldsymbol{b}_{\perp}\right)=\left(t^{i 0}\left(\boldsymbol{b}_{\perp}\right)-t^{i 3}\left(\boldsymbol{b}_{\perp}\right)\right) \hat{e}_{i}=m \hat{e}_{z} \int \frac{\mathrm{~d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}}\left(\frac{\boldsymbol{\Delta}_{\perp}^{2}}{4 m^{2}}\right)^{2} D\left(-\boldsymbol{\Delta}_{\perp}^{2}\right) . \tag{51}
\end{equation*}
$$

Surprisingly, for a spin-zero target at rest, there appears (within this framework) to be a non-zero energy flux density in the $z$ direction. Since the spin-zero target does not intrinsically single out any direction, and the $z$ direction is only special because of its appearance in the time synchronization convention, this non-zero energy flux must be synchronization-induced, much like the azimuthal modulations in spin-half charge densities [33]. The emergence of the synchronization-induced energy flux is explored by using a toy model in Sec. IV E.

## D. Stress tensor

Using the dictionary in Eq. (17), the stress tensor for a spin-zero target is:

$$
\begin{equation*}
S^{i j}\left(\boldsymbol{b}_{\perp}\right)=t^{i 1} \delta^{j 1}+t^{i 2} \delta^{j 2}+t^{i 0} \delta^{j 3}=\frac{1}{4 m} \int \frac{\mathrm{~d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}}\left(\Delta_{\perp}^{i} \Delta_{\perp}^{j}-\delta^{i j} \boldsymbol{\Delta}_{\perp}^{2}\right) D\left(-\boldsymbol{\Delta}_{\perp}^{2}\right) \mathrm{e}^{-\mathrm{i} \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{b}_{\perp}} \tag{52}
\end{equation*}
$$

The transverse components $i, j \in\{1,2\}$ of the stress tensor by themselves reproduce prior results for the transverse light front stress tensor [17] if one sets $P_{\mathrm{LF}}^{+} \rightarrow m$.

More remarkably, however, there is apparently a new longitudinal pressure:

$$
\begin{equation*}
p_{z}\left(\boldsymbol{b}_{\perp}\right) \equiv S^{33}\left(\boldsymbol{b}_{\perp}\right)=-\int \frac{\mathrm{d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}} \frac{\boldsymbol{\Delta}_{\perp}^{2}}{4 m} D\left(-\boldsymbol{\Delta}_{\perp}^{2}\right) \mathrm{e}^{-\mathrm{i} \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{b}_{\perp}} \tag{53}
\end{equation*}
$$

where, as is standard in continuum mechanics [51-53, 55-57], normal stresses are called pressures. Shear stresses involving the $z$ direction, which would correspond to fluxes of $P_{z}$ in the transverse plane or longitudinal fluxes of $\boldsymbol{P}_{\perp}$, vanish for the spin-zero target. This is likely a consequence of the $z$ coordinate dependence being integrated out, as integrating out $x$ or $y$ likewise leads to the elimination of shear stresses in integrated-out direction.

## E. Toy model for synchronization-induced energy flux

We next construct a simple toy model to understand how using light front synchronization can induce an apparent energy flux where none would appear under Einstein synchronization.

In this toy model, we imagine an outward-going shell of energy and an inward-coming shell of equal energy situated around a point at the origin. This model is illustrated in Fig. 2, and this situation is assumed to hold at an Einstein (instant form) time $t=0$. We will ultimately take both the shell thickness and radius to zero in order to analyze the energy flux and static pressure at a point, but keep these finite in the course of the derivation. At angles $(\theta, \phi)$ and Einstein time $t \approx 0$, the radial coordinate of the outgoing and incoming shell are respectively:

$$
\begin{align*}
\boldsymbol{r}_{\mathrm{O}}(\theta, \phi ; t) & =(R+v t)\left\{\hat{e}_{z} \cos \theta+\hat{e}_{x} \sin \theta \cos \phi+\hat{e}_{y} \sin \theta \sin \phi\right\}  \tag{54a}\\
\boldsymbol{r}_{\mathrm{I}}(\theta, \phi ; t) & =(R+h-v t)\left\{\hat{e}_{z} \cos \theta+\hat{e}_{x} \sin \theta \cos \phi+\hat{e}_{y} \sin \theta \sin \phi\right\} \tag{54b}
\end{align*}
$$

where $v$ is the magnitude of the instant form velocity of the shell and $h$ is the shell thickness. Eq. (54) defines the toy model.


FIG. 2. Pictorial representation of the toy model, in one a spherical shell of incoming energy moves towards the origin (purple) and another shell of outgoing energy moves away from the origin (green).

Under Einstein synchronization (i.e., instant form coordinates), the instantaneous velocities (at $t=0$ ) are:

$$
\begin{align*}
\boldsymbol{v}_{\mathrm{O}}^{(\mathrm{IF})}(\theta, \phi) & =+v\left\{\hat{e}_{z} \cos \theta+\hat{e}_{x} \sin \theta \cos \phi+\hat{e}_{y} \sin \theta \sin \phi\right\}  \tag{55a}\\
\boldsymbol{v}_{\mathrm{I}}^{(\mathrm{IF})}(\theta, \phi) & =-v\left\{\hat{e}_{z} \cos \theta+\hat{e}_{x} \sin \theta \cos \phi+\hat{e}_{y} \sin \theta \sin \phi\right\} \tag{55b}
\end{align*}
$$

where we are explicitly signifying the instant form velocities with a superscript, and the energy flux through the shell at these angles is:

$$
\begin{equation*}
\mathcal{F}_{E}^{(\mathrm{IF})}(\theta, \phi)=\left(\boldsymbol{v}_{\mathrm{O}}^{(\mathrm{IF})}(\theta, \phi)+\boldsymbol{v}_{\mathrm{I}}^{(\mathrm{IF})}(\theta, \phi)\right) \varepsilon=0 \tag{56}
\end{equation*}
$$

where $\varepsilon$ is the energy density of the shell. Thus, under Einstein synchronization, there is no net energy flux.
Under light front synchronization, the trajectories of elements of the shell should be written as functions of light front time $\tau=t+z$ rather than Einstein time $t$, and we take the derivative with respect to the former taken to obtain velocities. The shell element positions, as functions of $\tau$, are:

$$
\begin{align*}
\boldsymbol{r}_{\mathrm{O}}(\theta, \phi ; \tau) & =\frac{(1-v \cos \theta) R+v \tau}{1+v \cos \theta}\left\{\hat{e}_{z} \cos \theta+\hat{e}_{x} \sin \theta \cos \phi+\hat{e}_{y} \sin \theta \sin \phi\right\}  \tag{57a}\\
\boldsymbol{r}_{\mathrm{I}}(\theta, \phi ; t) & =\frac{(1+v \cos \theta)(R+h)-v \tau}{1-v \cos \theta}\left\{\hat{e}_{z} \cos \theta+\hat{e}_{x} \sin \theta \cos \phi+\hat{e}_{y} \sin \theta \sin \phi\right\} \tag{57b}
\end{align*}
$$

and accordingly the instantaneous velocities at $\tau=0$ are:

$$
\begin{align*}
\boldsymbol{v}_{\mathrm{O}}(\theta, \phi) & =+\frac{v}{1+v \cos \theta}\left\{\hat{e}_{z} \cos \theta+\hat{e}_{x} \sin \theta \cos \phi+\hat{e}_{y} \sin \theta \sin \phi\right\}  \tag{58a}\\
\boldsymbol{v}_{\mathrm{I}}(\theta, \phi) & =-\frac{v}{1-v \cos \theta}\left\{\hat{e}_{z} \cos \theta+\hat{e}_{x} \sin \theta \cos \phi+\hat{e}_{y} \sin \theta \sin \phi\right\} \tag{58b}
\end{align*}
$$

Since tilted energy is equal to instant form energy, the energy flux through the shell at these angles is:

$$
\begin{equation*}
\mathcal{F}_{E}(\theta, \phi)=\left(\boldsymbol{v}_{\mathrm{O}}(\theta, \phi)+\boldsymbol{v}_{\mathrm{I}}(\theta, \phi)\right) \varepsilon=-\frac{2 v^{2} \cos \theta}{1-v^{2} \cos ^{2} \theta}\left\{\hat{e}_{z} \cos \theta+\hat{e}_{x} \sin \theta \cos \phi+\hat{e}_{y} \sin \theta \sin \phi\right\} \varepsilon \tag{59}
\end{equation*}
$$

which is non-zero. To shrink the shell to a point and obtain the energy flux at this point, we average the energy flux over all angles. Doing so gives:

$$
\begin{equation*}
\left\langle\mathcal{F}_{E}\right\rangle_{\Omega} \equiv \frac{1}{4 \pi} \int \mathrm{~d} \Omega \boldsymbol{f}_{E}(\theta, \phi)=\varepsilon \hat{e}_{z}\left(1-\frac{\tanh ^{-1}(v)}{v}\right) \tag{60}
\end{equation*}
$$

As promised, we have shown that using light front synchronization can induce an energy flux where there was none under Einstein synchronization. This can occur specifically in cases where, under Einstein synchronization, there are equal and opposite fluxes of energy. In short, this occurs because light front synchronization is asymmetric in the $z$ direction; the speed of light is infinite in the $-z$ direction but $c / 2$ in the $+z$ direction, and more generally velocities that are equal and opposite under Einstein synchronization become unequal under light front synchronization. This can induce apparent $z$-direction fluxes.

## V. ENERGY-MOMENTUM TENSOR OF SPIN-HALF TARGETS

Since our primary objective is to obtain energy-momentum densities and currents for the proton, we proceed to consider spin-half targets. We primarily focus on the symmetric Belinfante EMT, but will briefly consider how the formalism changes when the asymmetric EMT is instead used in Sec. VF.

The standard form factor breakdown for the symmetric EMT for spin-half targets is [15]:

$$
\begin{equation*}
\left\langle\boldsymbol{p}^{\prime}, \lambda^{\prime}\right| \hat{T}^{\mu \nu}(0)|\boldsymbol{p}, \lambda\rangle=\bar{u}\left(\boldsymbol{p}^{\prime}, \lambda^{\prime}\right)\left\{\frac{\gamma^{\{\mu} P^{\nu\}}}{2} A\left(\Delta^{2}\right)+\frac{\mathrm{i} P^{\{\mu} \sigma^{\nu\} \rho} \Delta_{\rho}}{4 m} B\left(\Delta^{2}\right)+\frac{\Delta^{\mu} \Delta^{\nu}-g^{\mu \nu} \Delta^{2}}{4 m} D\left(\Delta^{2}\right)\right\} u(\boldsymbol{p}, \lambda) \tag{61}
\end{equation*}
$$

Using formulas from Appendix A of Ref. [33], we can explicitly evaluate matrix elements of the EMT when $\Delta_{z}=0$ to be:

$$
\begin{align*}
\left\langle\boldsymbol{p}^{\prime}, \lambda^{\prime}\right| \hat{T}^{\mu \nu}(0)|\boldsymbol{p}, \lambda\rangle & =2 P^{\mu} P^{\nu}\left\{\left(\sigma_{0}\right)_{\lambda^{\prime} \lambda} A\left(-\Delta_{\perp}^{2}\right)-\frac{\mathrm{i} \epsilon^{\alpha \beta \gamma \delta} n_{\alpha} \bar{n}_{\beta} \Delta_{\gamma}\left(\sigma_{\delta}\right)_{\lambda^{\prime} \lambda}}{2 m} B\left(-\Delta_{\perp}^{2}\right)\right\} \\
& +\left\{-\frac{\mathrm{i} P^{\{\mu} \epsilon^{\nu\} \rho \sigma \tau} n_{\rho} P_{\sigma} \Delta_{\tau}}{(P \cdot n)}\left(\sigma_{3}\right)_{\lambda^{\prime} \lambda}+\frac{m P^{\{\mu} n^{\nu\}}}{(P \cdot n)} \mathrm{i} \epsilon^{\alpha \beta \gamma \delta} n_{\alpha} \bar{n}_{\beta} \Delta_{\gamma}\left(\sigma_{\delta}\right)_{\lambda^{\prime} \lambda}\right\} J\left(-\Delta_{\perp}^{2}\right) \\
& +\frac{\Delta^{\mu} \Delta^{\nu}-g^{\mu \nu} \Delta^{2}}{2}\left(\left(\sigma_{0}\right)_{\lambda^{\prime} \lambda}+\frac{\mathrm{i} \epsilon^{\alpha \beta \gamma \delta} n_{\alpha} \bar{n}_{\beta} \Delta_{\gamma}\left(\sigma_{\delta}\right)_{\lambda^{\prime} \lambda}}{2 m}\right) D\left(-\Delta_{\perp}^{2}\right) \tag{62}
\end{align*}
$$

where

$$
\begin{equation*}
J\left(\Delta^{2}\right)=\frac{1}{2}\left(A\left(\Delta^{2}\right)+B\left(\Delta^{2}\right)\right) \tag{63}
\end{equation*}
$$

is the angular momentum form factor [15]. Further using the formulas in Appendix B, it can be shown that:

$$
\begin{align*}
\left(\bar{\Lambda}^{-1}\right)_{\alpha}^{\mu}\left(\bar{\Lambda}^{-1}\right)^{\nu}{ }_{\beta} \frac{\left\langle\boldsymbol{p}^{\prime}, \lambda^{\prime}\right| \hat{T}^{\alpha \beta}(0)|\boldsymbol{p}, \lambda\rangle}{2 m} & =m \bar{n}^{\mu} \bar{n}^{\nu}\left\{\left(\sigma_{0}\right)_{\lambda^{\prime} \lambda} A\left(-\boldsymbol{\Delta}_{\perp}^{2}\right)+\frac{\left(\boldsymbol{\sigma}_{\lambda^{\prime} \lambda} \times \mathrm{i} \boldsymbol{\Delta}_{\perp}\right) \cdot \hat{e}_{z}}{2 m} B\left(-\boldsymbol{\Delta}_{\perp}^{2}\right)\right\} \\
& +m \frac{\bar{n}^{\{\mu}\left(\boldsymbol{\sigma}_{\lambda^{\prime} \lambda} \times \mathrm{i} \boldsymbol{\Delta}_{\perp}\right)^{\nu\}}}{2 m} J\left(-\boldsymbol{\Delta}_{\perp}^{2}\right) \\
& +m\left(\frac{\Delta_{\perp}^{\mu} \Delta_{\perp}^{\nu}+g^{\mu \nu} \boldsymbol{\Delta}_{\perp}^{2}}{4 m^{2}}-\left(\frac{\boldsymbol{\Delta}_{\perp}^{2}}{4 m^{2}}\right)^{2} n^{\mu} n^{\nu}\right)\left(\left(\sigma_{0}\right)_{\lambda^{\prime} \lambda}-\frac{\left(\boldsymbol{\sigma}_{\lambda^{\prime} \lambda} \times \mathrm{i} \boldsymbol{\Delta}_{\perp}\right) \cdot \hat{e}_{z}}{2 m}\right) D\left(-\boldsymbol{\Delta}_{\perp}^{2}\right) \tag{64}
\end{align*}
$$

We remark immediately that Eq. (64) is independent of $\boldsymbol{P}$, as required for consistency of this approach. The result can thus be plugged into Eq. (43) to obtain the intrinsic, rest-frame EMT of a spin-half target.

As with the spin-zero target, we will use the dictionary in Eq. (17) to obtain energy and momentum densities and currents from the intrinsic EMT. We will find the nine Galilean components of the EMT-that is, the momentum densities and transverse stress tensor-reproduce results from standard light front coordinates, but the energy density, $P_{z}$ fluxes, and longitudinal energy flux are newly-found by virtue of using tilted light front coordinates.

## A. Momentum densities

We consider the momentum densities first. It is instructive to consider the $P_{z}$ density and $\boldsymbol{P}_{\perp}$ densities in separate equations, as their behavior is quite different. From Eqs. (43) and (64), we find these densities to be:

$$
\begin{align*}
& \mathcal{P}_{z}\left(\boldsymbol{b}_{\perp}, \hat{\boldsymbol{s}}\right)=-t^{0}{ }_{3}=m \int \frac{\mathrm{~d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}}\left(A\left(-\boldsymbol{\Delta}_{\perp}^{2}\right)+\frac{\left(\hat{\boldsymbol{s}} \times \mathrm{i} \boldsymbol{\Delta}_{\perp}\right) \cdot \hat{e}_{z}}{2 m} B\left(-\boldsymbol{\Delta}_{\perp}^{2}\right)\right) \mathrm{e}^{-\mathrm{i} \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{b}_{\perp}}  \tag{65a}\\
& \boldsymbol{\mathcal { P }}_{\perp}\left(\boldsymbol{b}_{\perp}, \hat{\boldsymbol{s}}\right)=-t^{0}{ }_{1} \hat{e}_{x}-t^{0}{ }_{2} \hat{e}_{y}=m\left(\hat{\boldsymbol{s}} \cdot \hat{e}_{z}\right) \int \frac{\mathrm{d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}} \frac{\hat{e}_{z} \times \mathrm{i} \boldsymbol{\Delta}_{\perp}}{2 m} J\left(-\boldsymbol{\Delta}_{\perp}^{2}\right) \mathrm{e}^{-\mathrm{i} \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{b}_{\perp}} . \tag{65b}
\end{align*}
$$

The $P_{z}$ density reproduces prior results for the $P^{+}$density in standard light front coordinates [68] if one sets $P^{+} \rightarrow m$. For a free point fermion, $A\left(\Delta^{2}\right)=1$ and $B\left(\Delta^{2}\right)=0$, so the $P_{z}$ density just becomes $m \delta^{(2)}\left(\boldsymbol{b}_{\perp}\right)$. This is expected because $P_{z}$ is the central charge of the Galilean subgroup and is preserved by transverse boosts, so the barycentric coordinate $\boldsymbol{R}_{\perp}$ is a center-of- $P_{z}$ coordinate and the intrinsic densities are relative to the center-of- $P_{z}$. (This has been explained in terms of standard light front coordinates by Lorcé [69].)

For non-pointlike targets with $B\left(\Delta^{2}\right) \neq 0$, transversely-polarized states will exhibit azimuthal modulations in the $P_{z}$ density. The behavior is analogous to the modulations in its charge density [33], and is likewise induced by the synchronization schemespecifically by modulations in the apparent clock rate of matter revolving around the target's center. It is worth pointing out that $F_{2}\left(\Delta^{2}\right)$-which controls the charge density modulations-and $B\left(\Delta^{2}\right)$ are Mellin moments of the same generalized parton distribution (GPD) $E\left(x, \xi, \Delta^{2}\right)$, suggesting that this GPD has an interpretation in terms of encoding partonic motion.

Despite the presence of these modulations, there is not a $P_{z}$ dipole moment. This would of course contradict the barycenter being the center-of- $P_{z}$. If one calculates the $P_{z}$ dipole moment from Eq. (65):

$$
\begin{equation*}
\left\langle\boldsymbol{b}_{\perp}\right\rangle_{p_{z}}=\int \mathrm{d}^{2} \boldsymbol{p}_{\perp} \boldsymbol{p}_{\perp} \mathcal{P}_{z}\left(\boldsymbol{b}_{\perp}, \hat{\boldsymbol{s}}\right)=\frac{\hat{e}_{z} \times \hat{\boldsymbol{s}}}{2 m} B(0) \tag{66}
\end{equation*}
$$

However, $B(0)=0$, a fact known as the vanishing of the anomalous gravitomagnetic moment [70]. It follows from the simultaneous sum rules $A(0)=1$ (the momentum sum rule) and $J(0)=\frac{1}{2}$ (the angular momentum sum rule).

A radius can be associated with the $P_{z}$ density:

$$
\begin{equation*}
\left\langle\boldsymbol{b}_{\perp}^{2}\right\rangle_{p_{z}}=\int \mathrm{d}^{2} \boldsymbol{b}_{\perp} \mathcal{P}_{z}\left(\boldsymbol{b}_{\perp}, \hat{\boldsymbol{s}}\right)=\left.4 \frac{\mathrm{~d} A\left(\Delta^{2}\right)}{\mathrm{d} \Delta^{2}}\right|_{\Delta^{2}=0} \tag{67}
\end{equation*}
$$

This radius has appeared in the literature before. It has been called a $P^{+}$radius in standard light front coordinates [17], and occasionally called a mass radius. (As pointed out by Lorcé et al. [8], mass plays several roles in relativity, and the $P^{+}$radius could be considered a kind of mass radius. This is distinct, however, from the energy radius, which we give in Eq. (73).)

The $\boldsymbol{P}_{\perp}$ density in Eq. (65) would be the same in standard light front coordinates being a Galilean component of the EMT, but to the best of our knowledge this result has not been previously reported. This density is related to and tracks the $z$ component of the total angular momentum density, the latter being

$$
\begin{equation*}
\mathcal{J}_{z}\left(\boldsymbol{b}_{\perp}, \hat{\boldsymbol{s}}\right)=\left(\boldsymbol{b}_{\perp} \times \boldsymbol{\mathcal { P }}_{\perp}\left(\boldsymbol{b}_{\perp}, \hat{\boldsymbol{s}}\right)\right) \cdot \hat{e}_{z} \tag{68}
\end{equation*}
$$

This may appear counter-intuitive on first sight, as it superficially resembles the formula $\boldsymbol{r} \times \boldsymbol{p}$ for the orbital angular momentum of a body. However, the symmetric Belinfante EMT appears as the source of gravitation in general relativity, and the equivalence principle implies that all angular momentum should gravitate the same way. Thus, neither the Belinfante EMT nor its associated densities should be able to distinguish between spin and orbital angular momentum.

Moreover, despite the superficial resemblance, the right-hand side of Eq. (68) does not give an OAM density-at least not in terms of how OAM is usually defined. The amount of momentum $\mathcal{P}_{\perp}\left(\boldsymbol{b}_{\perp}, \hat{\boldsymbol{s}}\right) \mathrm{d}^{2} \boldsymbol{b}_{\perp}$ contained in a small spatial region $\mathrm{d}^{2} \boldsymbol{b}_{\perp}$ is not necessarily the momentum carried by a constituent of the target. This is especially clear if the target under consideration is a pointlike particle. The particle itself is an excitation of a field, which is the more fundamental object in quantum field theory. The momentum element $\mathcal{P}_{\perp}\left(\boldsymbol{b}_{\perp}, \hat{\boldsymbol{s}}\right) \mathrm{d}^{2} \boldsymbol{b}_{\perp}$ is the amount of momentum carried by the field in this small spatial region. However the only particle present is the target itself, which is at rest, so the OAM is zero. Thus Eq. (68) does not encode an OAM density.

## B. Energy fluxes

From Eqs. (43) and (64), we find the energy fluxes to be:

$$
\begin{align*}
& \mathcal{F}_{E}\left(\boldsymbol{b}_{\perp}, \hat{\boldsymbol{s}}\right)=t^{i}{ }_{0} \hat{e}_{i}=m \int \frac{\mathrm{~d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}} \frac{\hat{\boldsymbol{s}} \times \mathrm{i} \boldsymbol{\Delta}_{\perp}}{2 m} J\left(-\boldsymbol{\Delta}_{\perp}^{2}\right) \mathrm{e}^{-\mathrm{i} \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{b}_{\perp}} \\
&+m \delta^{3 i} \int \frac{\mathrm{~d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}}\left[1-\frac{\left(\hat{\boldsymbol{s}} \times \mathrm{i} \boldsymbol{\Delta}_{\perp}\right) \cdot \hat{e}_{z}}{2 m}\right]\left(\frac{\boldsymbol{\Delta}_{\perp}^{2}}{4 m^{2}}\right)^{2} D\left(-\boldsymbol{\Delta}_{\perp}^{2}\right) \mathrm{e}^{-\mathrm{i} \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{b}_{\perp}} \tag{69}
\end{align*}
$$

We have separated the energy flux into two distinct pieces. The first of these involves a Fourier transform of the angular momentum form factor $J\left(\Delta^{2}\right)$. This term looks like an energy flux due to orbital motion, the transverse energy flux in particular being equal to the transverse momentum density. This mimics the well-known fact that the symmetric EMT in instant form coordinates has identical momentum densities and energy fluxes.

The second piece of Eq. (69) is a synchronization-induced energy flux in the $z$ direction. It has the same origin and a similar form to the spin-zero energy flux of Eq. (51), but can contain additional azimuthal modulations when the target is transversely polarized.

## C. Stress tensor and momentum fluxes

We next consider the intrinsic stress tensor of a spin-half target. From Eqs. (43) and (64),

$$
\begin{align*}
S^{i j}\left(\boldsymbol{b}_{\perp}, \hat{\boldsymbol{s}}\right) \equiv-t^{i}{ }_{j}\left(\boldsymbol{b}_{\perp}\right)=m \delta^{3 j} \int & \frac{\mathrm{~d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}} \frac{\left(\hat{\boldsymbol{s}} \times \mathrm{i} \boldsymbol{\Delta}_{\perp}\right)^{i}}{2 m} J\left(-\boldsymbol{\Delta}_{\perp}^{2}\right) \mathrm{e}^{-\mathrm{i} \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{b}_{\perp}} \\
& +\frac{1}{4 m} \int \frac{\mathrm{~d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}}\left(\Delta_{\perp}^{i} \Delta_{\perp}^{j}-\delta^{i j} \boldsymbol{\Delta}_{\perp}^{2}\right)\left[1-\frac{\left(\hat{\boldsymbol{s}} \times \mathrm{i} \boldsymbol{\Delta}_{\perp}\right) \cdot \hat{e}_{z}}{2 m}\right] D\left(-\boldsymbol{\Delta}_{\perp}^{2}\right) \mathrm{e}^{-\mathrm{i} \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{b}_{\perp}} \tag{70}
\end{align*}
$$

Like with the energy fluxes, we have broken the result into two pieces, the first of which depends on the angular momentum form factor $J\left(\Delta^{2}\right)$, and the other of which depends on the form factor $D\left(\Delta^{2}\right)$.

The first angular momentum piece of the stress tensor is peculiar, in that it introduces asymmetric shear stresses. Recalling that the stress tensor consists of momentum fluxes, this piece of the stress tensor encodes fluxes of $P_{z}$ in all three spatial directions, but not of $\boldsymbol{P}_{\perp}$. Now, a major difference between $P_{z}$ and $\boldsymbol{P}_{\perp}$ in tilted coordinates is that the former is non-zero even if the velocity is zero; a $P_{z}$ flux cannot be interpreted as a flux of some quantity of motion. Since classically $\boldsymbol{p}_{\perp}=p_{z} \boldsymbol{v}_{\perp}$ and $p_{z}-E=p_{z} v_{z}$, it should perhaps be the $P_{z}$ flux minus the energy flux that is compared to the $P_{\perp}$ flux:

$$
\begin{equation*}
\mathcal{F}_{p_{z}}\left(\boldsymbol{b}_{\perp}, \hat{\boldsymbol{s}}\right)-\mathcal{F}_{E}\left(\boldsymbol{b}_{\perp}, \hat{\boldsymbol{s}}\right)=-m \hat{e}_{z} \int \frac{\mathrm{~d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}} \frac{\boldsymbol{\Delta}_{\perp}^{2}}{4 m}\left(1-\frac{\boldsymbol{\Delta}_{\perp}^{2}}{4 m}\right)\left[1-\frac{\left(\hat{\boldsymbol{s}} \times \mathrm{i} \boldsymbol{\Delta}_{\perp}\right) \cdot \hat{e}_{z}}{2 m}\right] D\left(-\boldsymbol{\Delta}_{\perp}^{2}\right) \mathrm{e}^{-\mathrm{i} \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{b}_{\perp}} \tag{71}
\end{equation*}
$$

For comparison, the transverse components of the stress tensor are:

$$
\begin{equation*}
S_{\perp}^{i j}\left(\boldsymbol{b}_{\perp}, \hat{\boldsymbol{s}}\right)=\frac{1}{4 m} \int \frac{\mathrm{~d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}}\left(\Delta_{\perp}^{i} \Delta_{\perp}^{j}-\delta_{\perp}^{i j} \boldsymbol{\Delta}_{\perp}^{2}\right)\left[1-\frac{\left(\hat{\boldsymbol{s}} \times \mathrm{i} \boldsymbol{\Delta}_{\perp}\right) \cdot \hat{e}_{z}}{2 m}\right] D\left(-\boldsymbol{\Delta}_{\perp}^{2}\right) \mathrm{e}^{-\mathrm{i} \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{b}_{\perp}} \tag{72}
\end{equation*}
$$

Both of these include only the form factor $D\left(\Delta^{2}\right)$, which vanishes in the case of a pointlike particle [71] and can be interpreted as encoding internal dynamics in composite fermions [71]. For pointlike fermions, then, the energy and $P_{z}$ fluxes are not zero, but are instead equal, and differences between them are an indication of dynamics and internal motion.

As a last remark, we note that the transverse $P_{z}$ flux is equal to the $\boldsymbol{P}_{\perp}$ density, i.e., $\mathcal{F}_{p_{z}}^{(\perp)}\left(\boldsymbol{b}_{\perp}, \hat{\boldsymbol{s}}\right)=\mathcal{P}_{\perp}\left(\boldsymbol{b}_{\perp}, \hat{\boldsymbol{s}}\right)$. This seems to comport with the classical tilted coordinate relation $\boldsymbol{p}_{\perp}=p_{z} \boldsymbol{v}_{\perp}$ if it is applied to the momentum carried by the target in any small region of space. Since this was a classical relation derived for observable bodies that obey the mass-shell relation $p^{2}=m^{2}$, it is not a formal necessity that small elements of momenta supported by an infinitesimal region of space obey this relation.

## D. Energy density

The last component of the intrinsic EMT to consider is the energy density. From Eqs. (43) and (64), using $\mathcal{E}\left(\boldsymbol{b}_{\perp}, \hat{\boldsymbol{s}}\right)=t^{0}{ }_{0}\left(\boldsymbol{b}_{\perp}, \hat{\boldsymbol{s}}\right)$ gives exactly Eq. (2) given in the introduction. The spin-independent piece of the spin-half energy density is identical to the spin-zero energy density of Eq. (46). The spin-dependent piece does not contribute to the energy radius, which is therefore identical to the spin-zero case:

$$
\begin{equation*}
\left\langle\boldsymbol{b}_{\perp}^{2}\right\rangle_{\mathrm{energy}} \equiv \frac{1}{m} \int \mathrm{~d}^{2} \boldsymbol{b}_{\perp} \boldsymbol{b}_{\perp}^{2} \mathcal{E}\left(\boldsymbol{b}_{\perp}, \hat{\boldsymbol{s}}\right)=\left.4 \frac{\mathrm{~d} A\left(\Delta^{2}\right)}{\mathrm{d} \Delta^{2}}\right|_{\Delta^{2}=0}-\frac{1}{m^{2}} D(0) \tag{73}
\end{equation*}
$$

The spin-dependent part of the EMT introduces angular modulations through several of the form factors, which must be attributed to distinct physical effects. The angular modulations introduced through the form factor $B\left(\Delta^{2}\right)$ can be attributed to clock rate modulations, as explained for the $P_{z}$ density in Sec. V A. In particular, modulations due to $B\left(\Delta^{2}\right)$ will increase density on the side of the hadron moving away from the observer.

The angular momentum form factor $J\left(\Delta^{2}\right)$ contributes to angular modulations with the opposite sign from $B\left(\Delta^{2}\right)$, thus causing the density to increase on the side moving towards the observer. This is effectively an artifact of the density being defined with respect to the center-of $-P_{z}$. Since $B(0)=0$, the amount of $P_{z}$ on each side of the spin axis in a transversely-polarized fermion is the same. If the classical relation $p_{z}-E=p_{z} v_{z}$ is assumed to hold for each half of the fermion, the half moving towards the observer has $v_{z}<0$ and thus should have greater energy, and the half moving away should have less energy. The modulations in the energy density arising from $J\left(\Delta^{2}\right)$ accomplish just this. In fact, by comparing Eqs. (65), (70) and (2) we find:

$$
\begin{equation*}
\mathcal{P}_{z}\left(\boldsymbol{b}_{\perp}, \hat{\boldsymbol{s}}\right)-\mathcal{E}\left(\boldsymbol{b}_{\perp}, \hat{\boldsymbol{s}}\right)=\hat{e}_{z} \cdot \mathcal{F}_{p_{z}}\left(\boldsymbol{b}_{\perp}, \hat{\boldsymbol{s}}\right) \tag{74}
\end{equation*}
$$

meaning that $p_{z}-E=p_{z} v_{z}$ apparently holds for infinitesimal elements of the hadron everywhere on the transverse plane.
In contrast to the $P_{z}$ density, the energy density entails a synchronization-induced energy dipole moment:

$$
\begin{equation*}
\boldsymbol{d}_{E} \equiv\left\langle\boldsymbol{b}_{\perp}\right\rangle_{E}=\int \mathrm{d}^{2} \boldsymbol{b}_{\perp} \boldsymbol{b}_{\perp} \mathcal{E}\left(\boldsymbol{b}_{\perp}, \hat{\boldsymbol{s}}\right)=-\frac{\hat{e}_{z} \times \hat{\boldsymbol{s}}}{2} J(0)=-\frac{1}{4} \hat{e}_{z} \times \hat{\boldsymbol{s}} \tag{75}
\end{equation*}
$$

We reiterate and stress that this apparent dipole moment arises from the proton's "center" being given by the center-of- $P_{z}$ rather than the center-of-energy. However, the remaining modulations from the form factors $B(t)$ and $D(t)$-which do not contribute to the dipole moment - may be due to clock rate modulations, similar to the modulations in the $P_{z}$ density.

## E. Numerical estimates for the proton

We now consider what the energy and momentum densities and currents might look like for the proton. Currently, highprecision empirical results for the proton's gravitational form factors do not exist. There are model-dependent estimates, which we shall utilize in building simple parametrizations for the form factors. However, the results shown here should be taken as just illustrative of the formalism because of the lack of precision data.

The quark contribution to $D(t)$ has been estimated by Burkert et al. [72,73] using a dispersive analysis of DVCS data from CLAS at Jefferson Lab. The extraction depends on assumptions about the functional form of the Compton form factors, as explained in a response by Kumericki [74]. This leads to unquantified systematic uncertainties in the dispersive analysis, though we will utilize their parameters in building a parametrization for the sake of illustration. Burkert et al. assume a tripole form for $D(t)$ in their first analysis [72] and a multipole form with a floating power in their second [73], though the result of the latter are compatible with a tripole within uncertainty.

Additionally, the gluon contributions to the form factors $A(t)$ and $D(t)$ have been estimated by Duran et al. [75] using near-threshold $J / \psi$ production from a proton target as part of the $J / \psi-007$ experiment (E12-16-007) in Hall C at Jefferson Lab. In the original report of Duran et al., there is a discrepancy between the form factors when a holographic model and when a GPD-based model is used in the extraction. However, Guo et al. [76] report that the original formulation of the GPD-based model contained a factor 2 error, and that the discrepancy is reduced significantly upon correcting for this.

Nonetheless, the extractions of Duran et al. were obtained by assuming a tripole form for both $A(t)$ and $D(t)$. Quark counting rules suggest that $D(t) \sim(-t)^{-3}$ at large $-t$-indeed compatible with the tripole form—but that $A(t) \sim(-t)^{-2}$ instead; see Masjuan et al. [77] for instance.

In light of these concerns, we resort to the following simplified forms for the gravitational form factors:

$$
\begin{align*}
A\left(-\Delta_{\perp}^{2}\right)=2 J\left(-\Delta_{\perp}^{2}\right) & =\frac{1}{\left(1+\Delta_{\perp}^{2} / m_{A 1}^{2}\right)\left(1+\Delta_{\perp}^{2} / m_{A 2}^{2}\right)}  \tag{76a}\\
D\left(-\Delta_{\perp}^{2}\right) & =\frac{d_{0}}{\left(1+\Delta_{\perp}^{2} / m_{D 1}^{2}\right)\left(1+\Delta_{\perp}^{2} / m_{D 2}^{2}\right)\left(1+\Delta_{\perp}^{2} / m_{D 3}^{2}\right)}  \tag{76b}\\
B\left(-\Delta_{\perp}^{2}\right) & =0 \tag{76c}
\end{align*}
$$

These forms for $A$ and $D$ are inspired by the work of Masjuan et al. [77]. They both account for the expected large $-t$ falloff and the presence of poles from meson dominance. In particular, $A(t)$ has only spin-two meson poles and $D(t)$ can have both spin-zero and spin-two poles. At zero and spacelike $t$, the form factors should be dominated by the lightest meson poles. We use the central values of the Breit-Wigner masses from the Particle Data Group [78] for these:

$$
\begin{align*}
m_{D 1}=m\left(f_{0}(500)\right) & =600 \pm 200 \mathrm{MeV}  \tag{77a}\\
m_{D 2}=m\left(f_{0}(980)\right) & =990 \pm 20 \mathrm{MeV}  \tag{77b}\\
m_{A 1}=m_{D 3}=m\left(f_{2}(1270)\right) & =1275.4 \pm 0.8 \mathrm{MeV}  \tag{77c}\\
m_{A 2}=m\left(f_{2}^{\prime}(1525)\right) & =1517.4 \pm 2.5 \mathrm{MeV} \tag{77d}
\end{align*}
$$

We use $B(t)=0$ because lattice calculations [79, 80] suggest that this form factor is small.
Lastly, for $d_{0}$, we add the quark estimate from Burkert et al. of $-1.47 \pm 0.06 \pm 0.14$ with the gluon estimate from Duran et al. (via the holographic model) of $-1.8 \pm 0.528$ to get

$$
\begin{equation*}
d_{0}=-3.27 \pm 0.55 \tag{78}
\end{equation*}
$$

where we added the reported errors in quadrature.
We now proceed to obtain the EMT densities of the proton. Because we are using $B(t)=0$, the $P_{z}$ density is independent of polarization. From Eq. (65) and Eq. (76), the $P_{z}$ density is:

$$
\begin{equation*}
\mathcal{P}_{z}\left(\boldsymbol{b}_{\perp}, \hat{\boldsymbol{s}}\right)=\frac{1}{2 \pi} \frac{m_{A 1}^{2} m_{A 2}^{2}}{m_{A 2}^{2}-m_{A 1}^{2}}\left(K_{0}\left(m_{A 1} b_{\perp}\right)-K_{0}\left(m_{A 2} b_{\perp}\right)\right) \tag{79}
\end{equation*}
$$

where $K_{\nu}(x)$ is a modified Bessel function of the second kind [81]. It's worth noting that this density is finite at the origin:

$$
\begin{equation*}
\lim _{b_{\perp} \rightarrow 0} \mathcal{P}_{z}\left(\boldsymbol{b}_{\perp}, \hat{\boldsymbol{s}}\right)=\frac{1}{2 \pi} \frac{m_{A 1}^{2} m_{A 2}^{2}}{m_{A 2}^{2}-m_{A 1}^{2}} \log \left(\frac{m_{A 2}}{m_{A 1}}\right) \tag{80}
\end{equation*}
$$

in contrast to the 2D Fourier transform of a monopole form [82]. Similarly obtainable from Eqs. (65) and (76) is the transverse momentum density:

$$
\begin{equation*}
\boldsymbol{\mathcal { P }}_{\perp}\left(\boldsymbol{b}_{\perp}, \hat{\boldsymbol{s}}\right)=\frac{\left(\hat{\boldsymbol{s}} \cdot \hat{e}_{z}\right)\left(\hat{e}_{y} \cos \phi-\hat{e}_{x} \sin \phi\right)}{8 \pi} \frac{m_{A 1}^{2} m_{A 2}^{2}}{m_{A 2}^{2}-m_{A 1}^{2}}\left(m_{A 1} K_{1}\left(m_{A 1} b_{\perp}\right)-m_{A 2} K_{1}\left(m_{A 2} b_{\perp}\right)\right), \tag{81}
\end{equation*}
$$



FIG. 3. Momentum and angular momentum densities in a proton. (Left panel) is the $P_{z}$ density, which is independent of polarization under the assumption $B(t)=0$. (Middle panel) is the $P_{\perp}$ density in a proton that is spin-up along the $z$-axis. (Right panel) is the $J_{z}$ (angular momentum) density in a proton that is spin-up along the $z$-axis. In these plots, the $x$-axis is oriented vertically and the $y$-axis horizontally so that the $z$ axis points into the page, allowing plots to mimic what an observer would see at fixed light front time.
from which it follows that the density of the $z$ component of angular momentum is:

$$
\begin{equation*}
\mathcal{J}_{z}\left(\boldsymbol{b}_{\perp}, \hat{\boldsymbol{s}}\right)=\frac{\left(\hat{\boldsymbol{s}} \cdot \hat{e}_{z}\right) b_{\perp}}{8 \pi} \frac{m_{A 1}^{2} m_{A 2}^{2}}{m_{A 2}^{2}-m_{A 1}^{2}}\left(m_{A 1} K_{1}\left(m_{A 1} b_{\perp}\right)-m_{A 2} K_{1}\left(m_{A 2} b_{\perp}\right)\right) . \tag{82}
\end{equation*}
$$

Numerical results for the momentum and angular momentum densities for a longitudinally-polarized proton are presented in Fig. 3. The $P_{z}$ density is unchanged for transversely-polarized protons owing to the assumption $B(t)=0$, while the $\boldsymbol{P}_{\perp}$ and $J_{z}$ densities vanish identically for transversely-polarized protons. The angular momentum density has an apparent hole in it because of the factor $b_{\perp}$, which reduces it near the origin.

The energy and momentum flux densities are our next consideration. The transverse components of the stress tensor have previously been considered in Refs. [16, 17, 47, 83], with Ref. [47] in particular exploring the distortions in eigenpressure directions that occur in transversely-polarized states. Since tilted coordinates newly allow access to energy and $P_{z}$ flux densities, we will focus on these specifically.

As explained in Sec. V C, the transverse $P_{z}$ flux is equal to the $P_{\perp}$ density; and as pointed out in Sec. V B, it is also equal to
the transverse energy flux due to symmetry of the EMT. Thus:

$$
\begin{equation*}
\mathcal{F}_{E}^{(\perp)}\left(\boldsymbol{b}_{\perp}, \hat{\boldsymbol{s}}\right)=\mathcal{F}_{p_{z}}^{(\perp)}\left(\boldsymbol{b}_{\perp}, \hat{\boldsymbol{s}}\right)=\frac{\left(\hat{\boldsymbol{s}} \cdot \hat{e}_{z}\right)\left(\hat{e}_{y} \cos \phi-\hat{e}_{x} \sin \phi\right)}{8 \pi} \frac{m_{A 1}^{2} m_{A 2}^{2}}{m_{A 2}^{2}-m_{A 1}^{2}}\left(m_{A 1} K_{1}\left(m_{A 1} b_{\perp}\right)-m_{A 2} K_{1}\left(m_{A 2} b_{\perp}\right)\right) . \tag{83}
\end{equation*}
$$

Since these are exactly equal to the $\boldsymbol{P}_{\perp}$ density, we point the reader to the middle panel of Fig. 3 for an estimate of these quantities for a longitudinally-polarized proton.

The longitudinal $P_{z}$ flux, which can also be interpreted as pressure in the $z$ direction (since it is a normal stress) can be obtained by putting Eq. (76) into Eq. (70) with $i=j=3$. The expressions involving Fourier transforms of $D(t)$ can get complicated. To reduce their lengths, it is helpful to define coefficients:

$$
\begin{align*}
& c_{1}=\frac{m_{D 2}^{2} m_{D 3}^{2}\left(m_{D 2}^{2}-m_{D 3}^{2}\right)}{m_{D 1}^{2} m_{D 2}^{2}\left(m_{D 1}^{2}-m_{D 2}^{2}\right)+m_{D 2}^{2} m_{D 3}^{2}\left(m_{D 2}^{2}-m_{D 3}^{2}\right)+m_{D 3}^{2} m_{D 1}^{2}\left(m_{D 3}^{2}-m_{D 1}^{2}\right)}  \tag{84a}\\
& c_{2}=\frac{m_{D 3}^{2} m_{D 1}^{2}\left(m_{D 3}^{2}-m_{D 1}^{2}\right)}{m_{D 1}^{2} m_{D 2}^{2}\left(m_{D 1}^{2}-m_{D 2}^{2}\right)+m_{D 2}^{2} m_{D 3}^{2}\left(m_{D 2}^{2}-m_{D 3}^{2}\right)+m_{D 3}^{2} m_{D 1}^{2}\left(m_{D 3}^{2}-m_{D 1}^{2}\right)}  \tag{84b}\\
& c_{3}=\frac{m_{D 1}^{2} m_{D 2}^{2}\left(m_{D 1}^{2}-m_{D 2}^{2}\right)}{m_{D 1}^{2} m_{D 2}^{2}\left(m_{D 1}^{2}-m_{D 2}^{2}\right)+m_{D 2}^{2} m_{D 3}^{2}\left(m_{D 2}^{2}-m_{D 3}^{2}\right)+m_{D 3}^{2} m_{D 1}^{2}\left(m_{D 3}^{2}-m_{D 1}^{2}\right)}, \tag{84c}
\end{align*}
$$

which are obtained through a partial fraction decomposition:

$$
\begin{equation*}
\frac{1}{\left(1+\Delta_{\perp}^{2} / m_{D 1}^{2}\right)\left(1+\Delta_{\perp}^{2} / m_{D 2}^{2}\right)\left(1+\Delta_{\perp}^{2} / m_{D 3}^{2}\right)}=\sum_{n=1}^{3} \frac{c_{n}}{1+\Delta_{\perp}^{2} / m_{D n}^{2}} \tag{84d}
\end{equation*}
$$

and which accordingly have the following properties:

$$
\begin{align*}
c_{1}+c_{2}+c_{3} & =1  \tag{84e}\\
m_{D 1}^{2} c_{1}+m_{D 2}^{2} c_{2}+m_{D 3}^{2} c_{3} & =0  \tag{84f}\\
m_{D 1}^{4} c_{1}+m_{D 2}^{4} c_{2}+m_{D 3}^{4} c_{3} & =0 \tag{84~g}
\end{align*}
$$

The resulting expression for the longitudinal pressure is then:

$$
\begin{align*}
& p_{z}\left(\boldsymbol{b}_{\perp}, \hat{\boldsymbol{s}}\right)=\mathcal{F}_{p_{z}}^{(z)}\left(\boldsymbol{b}_{\perp}, \hat{\boldsymbol{s}}\right)=\frac{\hat{b}_{\perp} \cdot\left(\hat{e}_{z} \times \hat{\boldsymbol{s}}\right)}{8 \pi} \frac{m_{A 1}^{2} m_{A 2}^{2}}{m_{A 2}^{2}-m_{A 1}^{2}}\left(m_{A 1} K_{1}\left(m_{A 1} b_{\perp}\right)-m_{A 2} K_{1}\left(m_{A 2} b_{\perp}\right)\right) \\
&+d_{0} \sum_{n=1}^{3} c_{n} \frac{m_{D n}^{4}}{4 \pi m}\left(K_{0}\left(m_{D n} b_{\perp}\right)+\hat{b}_{\perp} \cdot\left(\hat{e}_{z} \times \hat{\boldsymbol{s}}\right) \frac{m_{D n}}{2 m} K_{1}\left(m_{D n} b_{\perp}\right)\right) . \tag{85}
\end{align*}
$$

We can similarly obtain the longitudinal energy flux by plugging Eq. (76) into Eq. (69) with $i=3$. The result is:

$$
\begin{align*}
\mathcal{F}_{E}^{(z)}\left(\boldsymbol{b}_{\perp}, \hat{\boldsymbol{s}}\right)=\frac{\hat{b}_{\perp} \cdot\left(\hat{e}_{z} \times \hat{\boldsymbol{s}}\right)}{8 \pi} \frac{m_{A 1}^{2} m_{A 2}^{2}}{m_{A 2}^{2}-m_{A 1}^{2}} & \left(m_{A 1} K_{1}\left(m_{A 1} b_{\perp}\right)-m_{A 2} K_{1}\left(m_{A 2} b_{\perp}\right)\right) \\
& +d_{0} \sum_{n=1}^{3} c_{n} \frac{m_{D n}^{6}}{32 \pi m^{3}}\left(K_{0}\left(m_{D n} b_{\perp}\right)+\hat{b}_{\perp} \cdot\left(\hat{e}_{z} \times \hat{\boldsymbol{s}}\right) \frac{m_{D n}}{2 m} K_{1}\left(m_{D n} b_{\perp}\right)\right) . \tag{86}
\end{align*}
$$

From Eq. (84g) it follows that the longitudinal pressure is finite at the origin:

$$
\begin{equation*}
\lim _{b_{\perp} \rightarrow 0} p_{z}\left(\boldsymbol{b}_{\perp}, \hat{\boldsymbol{s}}\right)=-d_{0} \lim _{b_{\perp} \rightarrow 0} \sum_{n=1}^{3} c_{n} \frac{m_{D n}^{4}}{4 \pi m} \log \left(m_{D n} b_{\perp}\right)=d_{0} \sum_{n=1}^{3} c_{n} \frac{m_{D n}^{4}}{4 \pi m} \log \left(\frac{m}{m_{D n}}\right) \tag{87}
\end{equation*}
$$

By contrast, the longitudinal energy flux is not finite. On the one hand, this can be seen as occurring because there is no rule analogous to Eq. ( 84 g ) for sixth powers of the meson pole masses. This can also be seen by considering that in momentum space, the quantity $\Delta_{\perp}^{4} D\left(-\Delta_{\perp}^{2}\right)$ goes as $\Delta_{\perp}^{-2}$ at very large $\left|\Delta_{\perp}\right|$, and accordingly its contribution to the integral in Eq. (69) will diverge logarithmically when $b_{\perp}=0$.

Numerical results for longitudinal $P_{z}$ and energy fluxes are presented for longitudinally and transversely polarized protons in Fig. 4. Because of the singularity of the energy flux at the origin, the maximum value of the energy flux has been clipped. These flux densities all integrate to zero, which may be difficult to see by eye in these plots; for instance, the core of negative energy flux


FIG. 4. $\quad P_{z}$ flux density (top row) and energy flux density (bottom row) in the $z$ direction, both for protons polarized with spin up along the $z$ axis (left column) and spin up along the $x$ axis (right column). For the energy flux plots, the largest magnitudes mapped are clipped at $1 \mathrm{GeV} / \mathrm{fm}^{2}$; since the energy flux density is singular at the origin, there would be no maximum without clipping. In these plots, the $x$-axis is oriented vertically and the $y$-axis horizontally so that the $z$ axis points into the page, allowing plots to mimic what an observer would see at fixed light front time. Accordingly, positive flux is into the page (away from the observer) and negative flux is out of the page (towards the observer).
in the lower-left panel is surrounded by a diffuse cloud of positive energy flux. One-dimensional reductions of the flux densities for longitudinally polarized protons are presented later, in Fig. 6, where the vanishing of the net flux may be easier to see.

Finally, from Eqs. (2) and (76) we obtain the energy density. It is perhaps simpler to decompose the energy density into a spin-dependent piece and a spin-independent piece as follows:

$$
\begin{equation*}
\mathcal{E}\left(\boldsymbol{b}_{\perp}, \hat{\boldsymbol{s}}\right)=\mathcal{E}\left(b_{\perp}\right)+\hat{b}_{\perp} \cdot\left(\hat{e}_{z} \times \hat{\boldsymbol{s}}\right) \mathcal{E}_{1}\left(b_{\perp}\right) . \tag{88}
\end{equation*}
$$

These pieces are respectively given in the simple multipole model by:

$$
\begin{align*}
& \mathcal{E}_{0}\left(b_{\perp}\right)=\mathcal{P}_{z}\left(b_{\perp}\right)-d_{0} \sum_{n=1}^{3} c_{n} \frac{m_{D n}^{4}}{4 \pi m} K_{0}\left(m_{D n} b_{\perp}\right)  \tag{89a}\\
& \mathcal{E}_{1}\left(b_{\perp}\right)=-\left|\mathcal{P}_{\perp}\left(b_{\perp}\right)\right|-d_{0} \sum_{n=1}^{3} c_{n} \frac{m_{D n}^{5}}{8 \pi m^{2}} K_{1}\left(m_{D n} b_{\perp}\right) . \tag{89b}
\end{align*}
$$



FIG. 5. Energy density for protons polarized with spin up along the $z$ axis (left panel) and spin up along the $x$ axis (right panel). In these plots, the $x$-axis is oriented vertically and the $y$-axis horizontally so that the $z$ axis points into the page, allowing plots to mimic what an observer would see at fixed light front time.


FIG. 6. One-dimensional reductions of the transverse momentum and energy densities (left panel) and flux densities (right panel) of a proton polarized along the $z$ axis. The uncertainty bands incorporate only uncertainties in the multipole parameters as given in Eqs. (77) and (78).

Numerical results for the energy density are presented in Fig. 5. The right panel in particular shows the energy density of a transversely-polarized proton with its spin up along the $x$-axis. In these plots, the $x$-axis is vertical and the $y$-axis horizontal, so that the $z$-axis points into the page by the right-hand rule. This is done so that the plots are representative of what an observer would actually see at fixed light front time. The energy is lopsided on the side of the proton that is revolving towards the observer, in contrast to the modulations previously seen in the proton's charge density [33]. As explained in Sec. V D, these modulations have a different cause than the charge density modulations, which were the result of clock rate modulations. The energy density modulations are largely an artifact of the proton's center in the light front formalism being the center-of $-P_{z}$ : there are equal amounts of $P_{z}$ on both sides of the proton, and given the tilted coordinate relation $p_{z} v_{z}=p_{z}-E$, there must be more energy on the side with $v_{z}<0$-i.e., the side moving towards the observer.

It is also instructive to consider one-dimensional reductions of the densities and currents we have calculated. Such reductions are presented in Fig. 6, specifically for the case of a longitudinally-polarized proton. Uncertainty bands have been included in these plots from propagating the uncertainties in the meson pole masses and in $d_{0}$. Notably, the uncertainty bands in the flux densities are quite large.

The left panel of Fig. 6 illustrates several interesting qualitative features of the energy and momentum densities. First of all,
the magnitude of the transverse momentum density is much smaller than the $P_{z}$ or energy densities. The $P_{z}$ density, it should be recalled, is not a measure of motion in tilted coordinates, but can better be interpreted as a measure of inertia, and in fact the $P_{z}$ density here integrates to the mass. It is thus not surprising that the $P_{z}$ density is much larger than the $\boldsymbol{P}_{\perp}$ density. On the contrary, the $\boldsymbol{P}_{\perp}$ density is quite large, becoming as large as hundreds of $\mathrm{MeV} / \mathrm{fm}$, which is indicative of ultrarelativistic motion within the proton.

The left panel of Fig. 6 also qualitatively illustrates that the energy distribution in the proton is broader than the $P_{z}$ distribution. Accordingly, the energy radius should be larger than the momentum radius. Given the values in Eqs. (77) and (78), as well as Eqs. (67) and (73) for the radii, we find:

$$
\begin{align*}
\left\langle\boldsymbol{b}_{\perp}^{2}\right\rangle_{P_{z}} & =\frac{4}{m_{A 1}^{2}}+\frac{4}{m_{A 2}^{2}}=(0.40 \mathrm{fm})^{2}  \tag{90a}\\
\left\langle\boldsymbol{b}_{\perp}^{2}\right\rangle_{E} & =\frac{4}{m_{A 1}^{2}}+\frac{4}{m_{A 2}^{2}}-\frac{d_{0}}{m^{2}}=(0.55 \pm 0.02 \mathrm{fm})^{2} \tag{90b}
\end{align*}
$$

The uncertainty in the $P_{z}$ radius propagated from uncertainties in the $f_{2}(1270)$ and $f_{2}^{\prime}(1525)$ masses is smaller than the precision to which we quote the $P_{z}$ radius. To be sure, these results all come from assuming a particular functional from for the gravitational form factors, and there is an unquantifiable amount of uncertainty associated with this choice. Future experiments aimed at extracting generalized parton distributions, such as deeply virtual Compton scattering [22-24, 84] and single-diffractive hard exclusive reactions [85], must be carried out to provide both more realistic estimates of the proton's gravitational form factors and more realistic uncertainty quantification.

## F. Changes when using the asymmetric EMT

Before concluding, let us consider how the densities we have present would be modified by including an antisymmetric piece in the EMT, as defined in Eq. (8). This would introduce an additional form factor

$$
\begin{equation*}
\left\langle\boldsymbol{p}^{\prime}, \lambda^{\prime}\right| \hat{T}_{\mathrm{A}}^{\mu \nu}(0)|\boldsymbol{p}, \lambda\rangle=\bar{u}\left(\boldsymbol{p}^{\prime}, \lambda^{\prime}\right) \gamma^{[\mu} P^{\nu]} u(\boldsymbol{p}, \lambda) S\left(\Delta^{2}\right) \tag{91}
\end{equation*}
$$

which must be added to the breakdown in Eq. (61). Using formulas from Appendix A of Ref. [33], we can explicitly evaluate matrix elements of this when $\Delta_{z}=0$ to be:

$$
\begin{equation*}
\left\langle\boldsymbol{p}^{\prime}, \lambda^{\prime}\right| \hat{T}_{\mathrm{A}}^{\mu \nu}(0)|\boldsymbol{p}, \lambda\rangle=-\left\{-\frac{\mathrm{i} P^{[\mu} \epsilon^{\nu] \rho \sigma \tau} n_{\rho} P_{\sigma} \Delta_{\tau}}{(P \cdot n)}\left(\sigma_{3}\right)_{\lambda^{\prime} \lambda}+\frac{m P^{[\mu} n^{\nu]}}{(P \cdot n)} \mathrm{i} \epsilon^{\alpha \beta \gamma \delta} n_{\alpha} \bar{n}_{\beta} \Delta_{\gamma}\left(\sigma_{\delta}\right)_{\lambda^{\prime} \lambda}\right\} S\left(-\Delta_{\perp}^{2}\right) \tag{92}
\end{equation*}
$$

To obtain the rest frame quantity that we take a Fourier transform of, we must apply the inverse of the average-boost matrix $\bar{\Lambda}$. Using the formulas from Appendix B, we find:

$$
\begin{equation*}
\left(\bar{\Lambda}^{-1}\right)^{\mu}{ }_{\alpha}\left(\bar{\Lambda}^{-1}\right)^{\nu}{ }_{\beta} \frac{\left\langle\boldsymbol{p}^{\prime}, \lambda^{\prime}\right| \hat{T}_{\mathrm{A}}^{\alpha \beta}(0)|\boldsymbol{p}, \lambda\rangle}{2 m}=-m \frac{\bar{n}^{[\mu}\left(\boldsymbol{\sigma}_{\lambda^{\prime} \lambda} \times \mathrm{i} \boldsymbol{\Delta}_{\perp}\right)^{\nu]}}{2 m} S\left(-\boldsymbol{\Delta}_{\perp}^{2}\right) . \tag{93}
\end{equation*}
$$

Adding the Fourier transform of this quantity to the previously obtained EMT densities would modify them in manners we shall presently explore.

Firstly, in the expression for the transverse momentum density $\mathcal{P}_{\perp}\left(\boldsymbol{b}_{\perp}, \hat{\boldsymbol{s}}\right)$ in Eq. (65), the form factor $J\left(-\Delta_{\perp}^{2}\right)$ would be replaced by $J\left(-\Delta_{\perp}^{2}\right)-S\left(-\Delta_{\perp}^{2}\right)$, giving:

$$
\begin{equation*}
\mathcal{P}_{\perp}^{(\mathrm{asym})}\left(\boldsymbol{b}_{\perp}, \hat{\boldsymbol{b}}_{\perp}\right)=\boldsymbol{\mathcal { P }}_{\perp}\left(\boldsymbol{b}_{\perp}, \hat{\boldsymbol{b}}_{\perp}\right)-m\left(\hat{e}_{z} \cdot \hat{\boldsymbol{s}}\right) \int \frac{\mathrm{d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}} \frac{\hat{e}_{z} \times \mathrm{i} \boldsymbol{\Delta}_{\perp}}{2 m} S\left(-\boldsymbol{\Delta}_{\perp}^{2}\right) \mathrm{e}^{-\mathrm{i} \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{b}_{\perp}} . \tag{94}
\end{equation*}
$$

Under the interpretation that $S\left(-\Delta_{\perp}^{2}\right)$ encodes the spatial distribution of fermion spin, the $J-S$ difference encodes a combination of quark OAM and gluon total angular momentum. Accordingly, when using the asymmetric EMT, the transverse momentum density tracks this particular mix of contributions to the angular momentum. If no gluons were present in the hadron, $J\left(-\Delta_{\perp}^{2}\right)-S\left(-\Delta_{\perp}^{2}\right)$ would simply track OAM. It is interesting to note that for a free fermion, this form factor difference is zero, and the transverse momentum density in a free fermion thus vanishes for the asymmetric EMT.

Secondly, in the energy flux density $\mathcal{F}_{E}\left(\boldsymbol{b}_{\perp}, \hat{\boldsymbol{s}}\right)$ of Eq. (69), $J\left(-\boldsymbol{\Delta}_{\perp}^{2}\right)$ would be replaced by $J\left(-\boldsymbol{\Delta}_{\perp}^{2}\right)+S\left(-\boldsymbol{\Delta}_{\perp}^{2}\right)$, giving:

$$
\begin{equation*}
\mathcal{F}_{E}^{(\mathrm{asym})}\left(\boldsymbol{b}_{\perp}, \hat{\boldsymbol{b}}_{\perp}\right)=\mathcal{F}_{E}\left(\boldsymbol{b}_{\perp}, \hat{\boldsymbol{b}}_{\perp}\right)+m \int \frac{\mathrm{~d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}} \frac{\hat{\boldsymbol{s}} \times \mathrm{i} \boldsymbol{\Delta}_{\perp}}{2 m} S\left(-\boldsymbol{\Delta}_{\perp}^{2}\right) \mathrm{e}^{-\mathrm{i} \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{b}_{\perp}} \tag{95}
\end{equation*}
$$

Along the same vein, the e $P_{z}$ flux is also modified by replacing $J\left(-\Delta_{\perp}^{2}\right)$ with $J\left(-\Delta_{\perp}^{2}\right)+S\left(-\Delta_{\perp}^{2}\right)$ in Eq. (70) giving:

$$
\begin{equation*}
\mathcal{F}_{p_{z}}^{(\text {asym })}\left(\boldsymbol{b}_{\perp}, \hat{\boldsymbol{b}}_{\perp}\right)=\mathcal{F}_{p_{z}}\left(\boldsymbol{b}_{\perp}, \hat{\boldsymbol{b}}_{\perp}\right)+m\left(\hat{e}_{z} \cdot \hat{\boldsymbol{s}}\right) \int \frac{\mathrm{d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}} \frac{\hat{e}_{z} \times \mathrm{i} \boldsymbol{\Delta}_{\perp}}{2 m} S\left(-\boldsymbol{\Delta}_{\perp}^{2}\right) \mathrm{e}^{-\mathrm{i} \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{b}_{\perp}} \tag{96}
\end{equation*}
$$

Notably, the transverse $P_{z}$ flux and transverse momentum densities are no longer equal for the asymmetric EMT, meaning small elements of matter inside the hadron no longer obey the relation $\boldsymbol{p}_{\perp}=p_{z} \boldsymbol{v}_{\perp}$. Of course, there is no formal constraint that formal elements of matter (as opposed to on-shell particles) must obey this relation, so the asymmetric EMT is not inconsistent for this.

Lastly, the energy density $\mathcal{E}\left(b_{\perp}, \hat{s}\right)$ is modified in Eq. (2) by replacing $J\left(-\Delta_{\perp}^{2}\right)$ with $J\left(-\Delta_{\perp}^{2}\right)-S\left(-\Delta_{\perp}^{2}\right)$, giving:

$$
\begin{equation*}
\mathcal{E}^{(\text {asym })}\left(\boldsymbol{b}_{\perp}, \hat{\boldsymbol{b}}_{\perp}\right)=\mathcal{E}\left(\boldsymbol{b}_{\perp}, \hat{\boldsymbol{b}}_{\perp}\right)-m \int \frac{\mathrm{~d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}} \frac{\hat{e}_{z} \cdot\left(\hat{\boldsymbol{s}} \times \mathrm{i} \boldsymbol{\Delta}_{\perp}\right)}{2 m} S\left(-\boldsymbol{\Delta}_{\perp}^{2}\right) \mathrm{e}^{-\mathrm{i} \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{b}_{\perp}} \tag{97}
\end{equation*}
$$

It is interesting to note that for a free elementary fermion, $\mathcal{E}^{(\text {asym })}\left(\boldsymbol{b}_{\perp}, \hat{\boldsymbol{b}}_{\perp}\right)=m \delta^{(2)}\left(\boldsymbol{b}_{\perp}\right)$ regardless of polarization; since $J_{\text {free }}\left(-\Delta_{\perp}^{2}\right)=S_{\text {free }}\left(-\Delta_{\perp}^{2}\right)$, the antisymmetric contribution to the energy density cancels the angular modulations that occurred in the symmetric EMT. Accordingly, for the asymmetric EMT, a synchronization-induced energy dipole moment arises from internal dynamics rather than being universally present in all fermions.

A benefit of the asymmetric EMT is that the energy and momentum densities are all trivial for a free elementary fermion, which appeals to intuition about the behavior of pointlike particles. The symmetric EMT, by contrast, suggests that pointlike fermions have non-trivial distributions of energy and momentum. To be sure, this picture seems more reasonable when recalling that fields are the fundamental objects of quantum field theories rather than particles; it is not farfetched to imagine that the fermion field can carry momentum around the center of an excitation in the field. For that matter, the flux densities in the asymmetric EMT of a free fermion are not zero, meaning that even the asymmetric EMT describes flows of energy and momentum-but flows that themselves contain zero momentum. In this regard, the symmetric EMT paints a more straightforward picture.

It would be instructive to obtain numerical estimates of the proton's EMT densities for the asymmetric EMT, and compare them with the results for the symmetric case. To this end, we assume the following multipole form for the spin form factor:

$$
\begin{equation*}
S\left(-\Delta_{\perp}^{2}\right)=\frac{a_{0} / 2}{\left(1+\Delta_{\perp}^{2} / m_{S 1}^{2}\right)\left(1+\Delta_{\perp}^{2} / m_{S 2}^{2}\right)} \tag{98}
\end{equation*}
$$

where for the mass poles we use the lightest isoscalar axial vector mesons identified by the Particle Data Group [78]:

$$
\begin{align*}
& m_{S 1}=m\left(f_{1}(1285)\right)=1281.9 \pm 0.5 \mathrm{MeV}  \tag{99a}\\
& m_{S 2}=m\left(f_{1}(1420)\right)=1426.3 \pm 0.9 \mathrm{MeV} \tag{99b}
\end{align*}
$$

and for the zero-momentum value we use half the flavor-singlet axial vector charge of the proton, as determined by HERMES [86]:

$$
\begin{equation*}
a_{0}=0.330 \pm 0.011[\text { thy }] \pm 0.025[\exp ] \pm 0.028[\mathrm{evo}] . \tag{100}
\end{equation*}
$$

The 2D Fourier transform of the quantity appearing in all of Eqs. (94) (95), (96) and (97) evaluates in this model to:

$$
\begin{equation*}
m \int \frac{\mathrm{~d}^{2} \boldsymbol{\Delta}_{\perp}}{(2 \pi)^{2}} \frac{\mathrm{i} \boldsymbol{\Delta}_{\perp}}{2 m} S\left(-\boldsymbol{\Delta}_{\perp}^{2}\right) \mathrm{e}^{-\mathrm{i} \boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{b}_{\perp}}=\frac{a_{0} \hat{b}_{\perp}}{8 \pi} \frac{m_{S 1}^{2} m_{S 2}^{2}}{m_{S 2}^{2}-m_{S 1}^{2}}\left(m_{S 1} K_{1}\left(m_{S 1} b_{\perp}\right)-m_{S 2} K_{1}\left(m_{S 2} b_{\perp}\right)\right) \equiv \Sigma\left(\boldsymbol{b}_{\perp}\right) \hat{b}_{\perp} . \tag{101}
\end{equation*}
$$

Another interesting quantity to consider is the density of quark spin around the $z$ axis:

$$
\begin{equation*}
\mathcal{S}_{z}\left(\boldsymbol{b}_{\perp}, \hat{\boldsymbol{s}}\right)=\hat{e}_{z} \cdot \hat{\boldsymbol{s}} b_{\perp} \Sigma\left(\boldsymbol{b}_{\perp}\right) . \tag{102}
\end{equation*}
$$

Numerical results for the quark spin in a longitudinally-polarized proton are given in Fig. 7. The error bands include only uncertainty in the parameters used, and not uncertainty arising from assuming a particular functional form. The error bands are dominated by uncertainty in the flavor singlet axial charge $a_{0}$, which does not contribute to the $J_{z}$ density.

In Fig. 8, we present the energy density for a transversely-polarized proton using the asymmetric EMT. Qualitatively this looks similar to the analogous result for the symmetric EMT, shown in the right panel of Fig. 5. The lopsidedness of the density is slightly mitigated for the asymmetric EMT. In fact, rather than the universal synchronization-induced dipole moment of $-\hat{e}_{z} \times \hat{s} / 4$, the asymmetric EMT encodes a synchronization-induced energy dipole moment of:

$$
\begin{equation*}
\boldsymbol{d}_{E}=\left(-\frac{1}{4}+\frac{1}{2} S(0)\right) \hat{e}_{z} \times \hat{\boldsymbol{s}}=-(0.168 \pm 0.020) \hat{e}_{z} \times \hat{\boldsymbol{s}} \tag{103}
\end{equation*}
$$

meaning the energy dipole moment is only about $67 \%$ as big as for the symmetric EMT.


FIG. 7. One-dimensional reductions of the $J_{z}$ density (defined in Eq. (68)) and the quark $S_{z}$ density (defined in Eq. (102)) for a proton polarized along the $z$ axis. In the absence of gluons, their difference (also plotted) would be an orbital angular momentum density, but in reality also contains the total gluon angular momentum distribution.


FIG. 8. The energy density as given in Eq. (97) for a proton polarized with spin-up along the $x$-axis. In this plot, the $x$-axis is oriented vertically and the $y$-axis horizontally so that the $z$ axis points into the page, allowing plots to mimic what an observer would see at fixed light front time.

## VI. CONCLUSIONS

In this work, we constructed and explored a formalism for obtaining exact, two-dimensional relativistic rest frame energymomentum densities and currents for spin-zero and spin-half targets. We derived a general expression for these densities in terms of matrix elements of the EMT operator in Eq. (43), and subsequently obtained more explicit formulas for specific EMT components in terms of the gravitational form factors. Additionally, we provided numerical estimates for what these densities may look like for a proton, given the limited empirical data that exist.

The densities were obtained under a non-standard time synchronization convention via tilted light front coordinates, several effects of which can be seen in the results. In all targets (including spin-zero), there is a synchronization-induced energy flux in the $z$ direction, related to the form factor $D(t)$, that results from asymmetry in the longitudinal velocity domain. (See Sec. IV D and Sec. IV E.) Since under light front synchronization the speed of light is infinite in the $-z$ direction and $1 / 2$ in the $+z$ direction, and the speeds of constituents within the target cannot exceed the speed of light, fluxes of constituents that would balance under the standard Einstein synchronization will no longer balance under light front synchronization. This clearly flags the emergence
of a non-zero energy flux as an optical synchronization effect, and the very emergence of this effect provides a clear indication of motion within the hadron. Since the form factor $D(t)$ is widely believed to be related to internal pressures [8, 14-17], its appearance in the synchronization-induced flux suggests that—much like the hydrostatic pressure of fluids-a hadron's internal pressure comes from internal motion of its constituents. This calls into question interpretations of the internal pressures as providing information about long-range forces or confinement.

Additional synchronization effects were seen in spin-half targets, though these-much like the charge density modulations previously seen in light front densities [33, 87]-are related to rotational motion in transversely-polarized targets. The energy density of transversely-polarized targets has the peculiarity that its $\sin \phi$ modulations have the opposite sign from the modulations in any other density-in particular, energy bunches on the side of the target moving towards the observer rather than away. As discussed in Sec. V D, this is an artifact of the hadron's barycenter being the center-of- $P_{z}$ rather than the center-of-energy. Curiously, the synchronization-induced energy dipole moment of a spin-half target is universally $-1 / 4$ if the symmetric Belinfante EMT is used to define the energy density-even for pointlike fermions. However, if the asymmetric EMT (defined by Leader and Lorcé [11]) is used instead, the energy dipole moment is non-universal and vanishes for pointlike fermions (see Sec. V F).

That the energy density should differ depending on whether the symmetric or asymmetric EMT is used may be the most peculiar and interesting of our results. It is not clear whether the energy density can be directly measured (as opposed to indirectly obtained by taking Fourier transforms of empirical gravitational form factors) so it is unclear that these cases can be empirically distinguished. Nonetheless, the energy density is one of the most preeminent desired quantities for describing hadron structure-being closely tied in with the mass decomposition and mass origin questions-and that the different EMT operators should entail different energy densities suggests that we ought to seriously consider which is more appropriate to use.
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## Appendix A: Basic identities in tilted light front coordinates

For convenience, we reproduce here several identities involving tilted light front coordinates from our previous work [33]. In this work, we do not use tildes to signify tilted coordinates, and expressions without explicit indication of the coordinate system should be assumed to be in tilted coordinates. By contrast, we explicitly signify instant form coordinates with a subscript or superscript IF.

Tilted light front coordinates are defined in terms of Minkowski (or instant form) coordinates as:

$$
\begin{align*}
& \tau=x^{0} \equiv t_{\mathrm{IF}}+z_{\mathrm{IF}}  \tag{A1a}\\
& x=x^{1} \equiv x_{\mathrm{IF}}  \tag{A1b}\\
& y=x^{2} \equiv y_{\mathrm{IF}}  \tag{A1c}\\
& z=x^{3} \equiv z_{\mathrm{IF}} \tag{A1d}
\end{align*}
$$

In this way, tilted coordinates operationally correspond to a change in the way that spatially distant clocks are synchronized [33, 41, 44, 45]. The metric tensor and its inverse are:

$$
\begin{align*}
& g_{\mu \nu}=\frac{\partial x_{\mathrm{IF}}^{\alpha}}{\partial x^{\mu}} \frac{\partial x_{\mathrm{IF}}^{\beta}}{\partial x^{\nu}} g_{\alpha \beta}=\left[\begin{array}{rrrr}
1 & 0 & 0 & -1 \\
0 & -1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
-1 & 0 & 0 & 0
\end{array}\right]  \tag{A2a}\\
& g^{\mu \nu}=\frac{\partial x^{\mu}}{\partial x_{\mathrm{IF}}^{\alpha}} \frac{\partial x^{\nu}}{\partial x_{\mathrm{IF}}^{\beta}} g^{\alpha \beta}=\left[\begin{array}{rrrr}
0 & 0 & 0 & -1 \\
0 & -1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
-1 & 0 & 0 & -1
\end{array}\right] \tag{A2b}
\end{align*}
$$

Covariant (lower-index) and contravariant (upper-index) four-vector components are related by:

$$
\begin{equation*}
A_{\mu}=g_{\mu \nu} A^{\nu} \quad A^{\mu}=g^{\mu \nu} A_{\nu} \tag{A3a}
\end{equation*}
$$

which in terms of individual components gives:

$$
\begin{array}{lr}
A_{0}=A^{0}-A^{3} & A^{0}=-A_{3} \\
A_{1}=-A^{1} & A^{1}=-A_{1} \\
A_{2}=-A^{2} & A^{2}=-A_{2} \\
A_{3}=-A^{0} & A^{3}=-A_{0}-A_{3} . \tag{A3e}
\end{array}
$$

The energy and momentum are defined to be time and space translation generators:

$$
\begin{align*}
i[E, \hat{O}(x)] & =\partial_{0} \hat{O}(x)  \tag{A4a}\\
-i[\boldsymbol{p}, \hat{O}(x)] & =\nabla \hat{O}(x) \tag{A4b}
\end{align*}
$$

meaning they are related to covariant (lower-index) components of the four-momentum $p_{\mu}$ :

$$
\begin{equation*}
p_{\mu} \equiv\left(E ;-p_{x},-p_{y},-p_{z}\right) . \tag{A5}
\end{equation*}
$$

The tilted coordinate energy and momentum have the following relationships to instant form energy and momentum:

$$
\begin{align*}
E & =E^{\mathrm{IF}}  \tag{A6a}\\
p_{x} & =p_{x}^{\mathrm{IF}}  \tag{A6b}\\
p_{y} & =p_{y}^{\mathrm{IF}}  \tag{A6c}\\
p_{z} & =E^{\mathrm{IF}}+p_{z}^{\mathrm{IF}} . \tag{A6d}
\end{align*}
$$

The energy of a particle with mass $m$ is given by:

$$
\begin{equation*}
E=\frac{m^{2}+\boldsymbol{p}^{2}}{2 p_{z}} \tag{A7}
\end{equation*}
$$

The momentum and velocity are related in the following way:

$$
\begin{align*}
v_{x} & =\frac{p_{x}}{p_{z}}  \tag{A8a}\\
v_{y} & =\frac{p_{y}}{p_{z}}  \tag{A8b}\\
v_{z} & =1-\frac{E}{p_{z}} \tag{A8c}
\end{align*}
$$

Notably, at rest, one has $\boldsymbol{p}_{\text {rest }}=(0,0, m)$. This occurs because $p_{z}$ is defined to be the generator of translations rather than to be proportional to velocity.

As usual, boosts transform contravariant four-vectors according to the formula:

$$
\begin{equation*}
A^{\mu}=\Lambda_{\nu}^{\mu} A^{\nu} \tag{A9}
\end{equation*}
$$

An active transverse boost can be written in matrix form as:

$$
\left(\Lambda_{\perp}\right)^{\mu}{ }_{\nu}=\left[\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{A10}\\
\beta_{x} & 1 & 0 & 0 \\
\beta_{y} & 0 & 1 & 0 \\
-\boldsymbol{\beta}_{\perp}^{2} / 2 & -\beta_{x} & -\beta_{y} & 1
\end{array}\right]
$$

where $\boldsymbol{\beta}_{\perp}=\left(\beta_{x}, \beta_{y}\right)$ is the velocity of the boost. An active longitudinal boost can be written:

$$
\left(\Lambda_{\|}\right)^{\mu}{ }_{\nu}=\left[\begin{array}{cccc}
\mathrm{e}^{\eta} & 0 & 0 & 0  \tag{A11}\\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
\sinh \eta & 0 & 0 & \mathrm{e}^{-\eta}
\end{array}\right]
$$

Here, $\eta$ is the rapidity of the longitudinal boost, and is related to the velocity $v_{z}$ of the boost by:

$$
\begin{equation*}
\beta_{z}^{\|}=\mathrm{e}^{-\eta} \sinh (\eta)=\frac{1}{2}\left(1-\mathrm{e}^{-2 \eta}\right) . \tag{A12}
\end{equation*}
$$

As discussed in the main text, we consider states with arbitrary momentum $\boldsymbol{p}$ to be reached from the rest state through a longitudinal boost followed by a transverse boost. This combined boost can be written:

$$
(\Lambda)^{\mu}{ }_{\nu}=\left(\Lambda_{\perp} \Lambda_{\|}\right)^{\mu}{ }_{\nu}=\left[\begin{array}{cccc}
\mathrm{e}^{\eta} & 0 & 0 & 0  \tag{A13}\\
\mathrm{e}^{\eta} \beta_{x} & 1 & 0 & 0 \\
\mathrm{e}^{\eta} \beta_{y} & 0 & 1 & 0 \\
\mathrm{e}^{\eta} \beta_{z} & -\beta_{x} & -\beta_{y} & \mathrm{e}^{-\eta}
\end{array}\right]
$$

Here,

$$
\begin{equation*}
\beta_{z}=\mathrm{e}^{-\eta} \sinh (\eta)-\frac{\boldsymbol{\beta}_{\perp}^{2}}{2}=\beta_{z}^{\|}-\frac{\boldsymbol{\beta}_{\perp}^{2}}{2} \tag{A14}
\end{equation*}
$$

as light front transverse boosts impart longitudinal velocity to the system, so the total longitudinal velocity of the combined boost differs from that of the longitudinal boost alone. Notably, the transverse boosts are defined to leave $p_{z}$ invariant, but the relationship between $p_{z}$ and $v_{z}$ (see Eq. (A8)) means that $v_{z}$ must change. From Eqs. (A7) and (A8), the boost that takes a system from rest to an arbitrary momentum $\boldsymbol{p}$ can be written in terms of its energy and momentum as:

$$
\Lambda_{\nu}^{\mu}=\left[\begin{array}{cccc}
p_{z} / m & 0 & 0 & 0  \tag{A15}\\
p_{x} / m & 1 & 0 & 0 \\
p_{y} / m & 0 & 1 & 0 \\
\left(p_{z}-E\right) / m & -p_{x} / p_{z} & -p_{y} / p_{z} & m / p_{z}
\end{array}\right]
$$

## Appendix B: Explicit matrix forms of four-vectors and tensors

To efficiently calculate intrinsic densities according to Eqs. (41) and (43), it is helpful to have explicit matrix forms for the matrix $\bar{\Lambda}^{\mu}{ }_{\nu}$ and its inverse, as well as four-vectors that appear in the relevant matrix elements. This Appendix provides these explicit matrix forms.

## 1. Matrix form of Lorentz boost and its inverse

As discussed in Sec. III of the main text, $\bar{\Lambda}^{\mu}{ }_{\nu}$ is not actually a Lorentz transform, but an average of Lorentz transforms from rest to four-momenta $p_{\mu}$ and $p_{\mu}^{\prime}$. These four-momenta have the same $P_{z}=p_{z}=p_{z}^{\prime}$ by virtue of the $z$ coordinate being integrated out, and since the boosts (as given in Eq. (A15)) are linear in the other components of the four-momentum, one can obtain $\bar{\Lambda}^{\mu}{ }_{\nu}$ by substituting $p_{\mu} \mapsto P_{\mu} \equiv \frac{1}{2}\left(p+p^{\prime}\right)$ into Eq. (A15). The resulting matrix and its inverse are:

$$
\begin{align*}
\bar{\Lambda}^{\mu}{ }_{\nu} & =\left[\begin{array}{cccc}
P_{z} / m & 0 & 0 & 0 \\
P_{x} / m & 1 & 0 & 0 \\
P_{y} / m & 0 & 1 & 0 \\
\left(P_{z}-P_{0}\right) / m & -P_{x} / P_{z} & -P_{y} / P_{z} & m / P_{z}
\end{array}\right]  \tag{B1a}\\
\left(\bar{\Lambda}^{-1}\right)^{\mu}{ }_{\nu} & =\left[\begin{array}{cccc}
m / P_{z} & 0 & 0 & 0 \\
-P_{x} / P_{z} & 1 & 0 & 0 \\
-P_{y} / P_{z} & 0 & 1 & 0 \\
P_{0} / m-\boldsymbol{P}^{2} /\left(m P_{z}\right) & P_{x} / m & P_{y} / m & P_{z} / m
\end{array}\right] \tag{B1b}
\end{align*}
$$

where

$$
\begin{equation*}
P_{0}=\frac{1}{2}\left(E_{\boldsymbol{p}}+E_{\boldsymbol{p}^{\prime}}\right)=\frac{m^{2}+\boldsymbol{P}^{2}}{2 P_{z}}+\frac{\boldsymbol{\Delta}_{\perp}^{2}}{8 P_{z}} \tag{B2}
\end{equation*}
$$

given $\Delta=p^{\prime}-p$ and $\Delta_{z}=0$. This averaged boost alters covariant (lower-index) four-vectors through $A_{\mu}^{\prime}=\bar{\Lambda}_{\mu}{ }^{\nu} A_{\nu}$, where $\bar{\Lambda}_{\mu}{ }^{\nu}=g_{\mu \alpha} g^{\nu \beta} \bar{\Lambda}^{\alpha}{ }_{\beta}$. ( $g_{\mu \nu}$ and $g^{\mu \nu}$ are given in Eq. (A2).) However, it is easier in practice to transform the contravariant form of a four-vector and then use the metric to lower the index, i.e. to raise the index via $A^{\mu}=g^{\mu \nu} A_{\nu}$, evaluate $A^{\mu}=\bar{\Lambda}_{\nu}^{\mu} A^{\nu}$, and then lower the index again via $A_{\mu}^{\prime}=g_{\mu \nu} A^{\prime \nu}$. We will thus only give explicit evaluations for transformations of contravariant four-vectors.

## 2. Matrix forms of contravariant four-vectors

The time and energy projection vectors $n_{\mu}=(1 ; 0,0,0)$ and $\bar{n}^{\mu}=(1 ; 0,0,0)$, are, in contravariant form:

$$
n^{\mu}=\left[\begin{array}{c}
0  \tag{B3}\\
0 \\
0 \\
-1
\end{array}\right] \quad \bar{n}^{\mu}=\left[\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right]
$$

Only the former appears in the QFT matrix elements, but the latter appears in the inverse-boosted expressions.
We next consider the average four-momentum $P^{\mu}$ and the momentum transfer $\Delta^{\mu}$. In the context of Eqs. (41) and (43), $\Delta_{z}=0$ and accordingly

$$
\begin{equation*}
\Delta_{0}=\frac{\boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{P}_{\perp}}{P_{z}} \tag{B4}
\end{equation*}
$$

and thus:

$$
P^{\mu}=\left[\begin{array}{c}
P_{z}  \tag{B5}\\
P_{x} \\
P_{y} \\
P_{z}-P_{0}
\end{array}\right] \quad \Delta^{\mu}=\left[\begin{array}{c}
0 \\
\Delta_{x} \\
\Delta_{y} \\
-\boldsymbol{\Delta}_{\perp} \cdot \boldsymbol{P}_{\perp} / P_{z}
\end{array}\right]
$$

There are several four-vectors that appear in matrix elements of spin-half targets. One of these is:

$$
-\frac{\mathrm{i} \epsilon^{\mu \nu \rho \sigma} n_{\nu} P \rho \Delta_{\sigma}}{P \cdot n}\left(\sigma_{3}\right)_{\lambda^{\prime} \lambda}=\left[\begin{array}{c}
0  \tag{B6a}\\
\mathrm{i} \Delta_{y} \\
-\mathrm{i} \Delta_{x} \\
\mathrm{i}\left(\boldsymbol{P} \times \boldsymbol{\Delta}_{\perp}\right) \cdot \hat{e}_{z} / P_{z}
\end{array}\right]\left(\sigma_{3}\right)_{\lambda^{\prime} \lambda}
$$

and the other is:

$$
\frac{m n^{\mu}}{(P \cdot n)} \mathrm{i} \epsilon^{\alpha \beta \gamma \delta} n_{\alpha} \bar{n}_{\beta} \Delta_{\gamma}\left(\sigma_{\delta}\right)_{\lambda^{\prime} \lambda}=\frac{m}{P_{z}} \mathrm{i}\left(\boldsymbol{\sigma}_{\lambda^{\prime} \lambda} \times \boldsymbol{\Delta}_{\perp}\right) \cdot \hat{e}_{z}\left[\begin{array}{l}
0  \tag{B6b}\\
0 \\
0 \\
1
\end{array}\right]
$$

where the helpful relation:

$$
\begin{equation*}
\mathrm{i} \epsilon^{\alpha \beta \gamma \delta} n_{\alpha} \bar{n}_{\beta} \Delta_{\gamma}\left(\sigma_{\delta}\right)_{\lambda^{\prime} \lambda}=-\mathrm{i}\left(\sigma_{\lambda^{\prime} \lambda} \times \boldsymbol{\Delta}_{\perp}\right) \cdot \hat{e}_{z} \tag{B7}
\end{equation*}
$$

from Appendix A of Ref. [33] was used.

## 3. Matrix forms of transformed four-vectors

We now present the results of $\bar{\Lambda}^{-1}$ acting on each of the four-vectors above (except for $\bar{n}^{\mu}$ ), since these appear in Eqs. (41) and (43).

Using Eqs. (B1) and (B3), we find:

$$
\left(\bar{\Lambda}^{-1} n\right)^{\mu}=\left[\begin{array}{c}
0  \tag{B8}\\
0 \\
0 \\
-P_{z} / m
\end{array}\right]
$$

Next, using Eqs. (B1) and (B5), we find:

$$
\left(\bar{\Lambda}^{-1} P\right)^{\mu}=\left[\begin{array}{c}
m  \tag{B9}\\
0 \\
0 \\
0
\end{array}\right]=m \bar{n}^{\mu} \quad\left(\bar{\Lambda}^{-1} \Delta\right)^{\mu}=\left[\begin{array}{c}
0 \\
\Delta_{x} \\
\Delta_{y} \\
0
\end{array}\right] \equiv \Delta_{\perp}^{\mu}
$$

Lastly, using using Eqs. (B1) and (B6), we find:

$$
\begin{gather*}
-\left(\bar{\Lambda}^{-1}\right)^{\mu}{ }_{\zeta} \frac{\mathrm{i} \epsilon^{\zeta \nu \rho \sigma} n_{\nu} P \rho \Delta_{\sigma}}{P \cdot n}\left(\sigma_{3}\right)_{\lambda^{\prime} \lambda}=\left[\begin{array}{c}
0 \\
\mathrm{i} \Delta_{y} \\
-i \Delta_{x} \\
0
\end{array}\right]\left(\sigma_{3}\right)_{\lambda^{\prime} \lambda}=\mathrm{i}\left(\left(\sigma_{3}\right)_{\lambda^{\prime} \lambda} \hat{e}_{z} \times \Delta_{\perp}\right)^{\mu}  \tag{B10a}\\
\left(\bar{\Lambda}^{-1}\right)^{\mu}{ }_{\zeta} \frac{m n}{(P \cdot n)} \mathrm{i} \epsilon^{\alpha \beta \gamma \delta} n_{\alpha} \bar{n}_{\beta} \Delta_{\gamma}\left(\sigma_{\delta}\right)_{\lambda^{\prime} \lambda}=\mathrm{i}\left(\boldsymbol{\sigma}_{\lambda^{\prime} \lambda} \times \Delta_{\perp}\right) \cdot \hat{e}_{z}\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right] \tag{B10b}
\end{gather*}
$$

Adding both of these conveniently gives:

$$
\begin{equation*}
\left(\bar{\Lambda}^{-1}\right)^{\mu}{ }_{\zeta}\left\{-\frac{\mathrm{i} \epsilon^{\zeta \nu \rho \sigma} n_{\nu} P \rho \Delta_{\sigma}}{P \cdot n}\left(\sigma_{3}\right)_{\lambda^{\prime} \lambda}+\frac{m n^{\zeta}}{(P \cdot n)} \mathrm{i} \epsilon^{\alpha \beta \gamma \delta} n_{\alpha} \bar{n}_{\beta} \Delta_{\gamma}\left(\sigma_{\delta}\right)_{\lambda^{\prime} \lambda}\right\}=\mathrm{i}\left(\boldsymbol{\sigma}_{\lambda^{\prime} \lambda} \times \boldsymbol{\Delta}_{\perp}\right)^{\mu} \tag{B10c}
\end{equation*}
$$

## 4. Transformation of the metric

In matrix elements of the energy-momentum tensor, the metric tensor $g^{\mu \mu}$ explicitly appears along with the form factor $D\left(\Delta^{2}\right)$. If $\bar{\Lambda}$ were a proper Lorentz transform, one would find $\bar{\Lambda}^{\mu}{ }_{\alpha} \bar{\Lambda}^{\nu}{ }_{\beta} g^{\alpha \beta}=g^{\mu \nu}$, but this is not the case.

This can be shown through explicitly matrix multiplication. Since $g^{\mu \nu}$ are components of the inverse metric (given in Eq. (A2)), the relevant quantities are $\bar{\Lambda} g^{-1} \bar{\Lambda}^{\top}$ and $\bar{\Lambda}^{-1} g^{-1}\left(\bar{\Lambda}^{-1}\right)^{\top}$. These evaluate to:

$$
\begin{gather*}
\left(\bar{\Lambda} g^{-1} \bar{\Lambda}^{\top}\right)^{\mu \nu}=g^{\mu \nu}+\frac{\Delta_{\perp}^{2}}{4 m P_{z}}\left[\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]=g^{\mu \nu}+\frac{\Delta_{\perp}^{2}}{4 m P_{z}} n^{\mu} n^{\nu}  \tag{B11a}\\
\left(\bar{\Lambda}^{-1} g^{-1}\left(\bar{\Lambda}^{-1}\right)^{\top}\right)^{\mu \nu}=g^{\mu \nu}-\frac{\Delta_{\perp}^{2}}{4 m P_{z}}\left[\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]=g^{\mu \nu}-\frac{\Delta_{\perp}^{2}}{4 m P_{z}} n^{\mu} n^{\nu} . \tag{B11b}
\end{gather*}
$$

Thus, since Lorentz transforms are defined to leave the metric invariant, $\bar{\Lambda}^{\mu}{ }_{\nu}$ is not a Lorentz transform. However, as explained in the text, it only plays the role of encoding momentum dependence of matrix elements; it is not used as a Lorentz boost.
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