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ABSTRACT

Hadron spectroscopy is a cornerstone of our understanding of the strong nuclear interac-

tions. Studying the hadron spectrum led to the postulation of quarks and gluons, and

the development of Quantum Chromodynamics (QCD), the theory of the strong nuclear

force. Today hadron spectroscopy provides an important test of QCD, particularly in the

non-perturbative energy regime. One such test is the existence of hybrid hadrons that have

gluonic degrees of freedom, e.g. qq̄g states, that are allowed by QCD but have remained

elusive in experimental searches. The GlueX experiment located at Thomas Jefferson Na-

tional Accelerator Facility, is designed to map the light meson spectrum, including hybrid

mesons, produced by a linearly polarized photon beam that is scattered off of a liquid hy-

drogen target. This dissertation concerns the installation and commissioning of the GlueX

DIRC upgrade and the analysis of three reactions measured by the GlueX experiment.

The GlueX DIRC is a particle identification detector installed as an upgrade to the GlueX

experiment in 2019 to improve the experiment’s ability to distinguish pions and kaons.

The DIRC uses Cherenkov photons radiated by charged particles that travel faster than

the speed of light in the detector medium to determine the velocity of said particles. The

velocity measurement is used in conjunction with momentum measurements from other

detectors to determine the mass of the particle. The DIRC will be essential to the future

of strange meson spectroscopy in GlueX.

The reactions γp → K+K−π+π−p, γp → K+K−π0π0p, γp → K+K−π0ηp were initially

chosen for this analysis to search for the hybrid meson candidate ϕ(2170) and related

resonances. The ϕ(2170) has been observed in e+e− collider experiments decaying to

K+K−π+π− and K+K−π0π0, among other final states. The ϕ(2170) was not observed in

this analysis. The reaction γp → K+π+π−Λ(1520), a subset of the γp → K+K−π+π−p

reaction, was analyzed with a Partial Wave Analysis (PWA) in order to study strange

mesons that decay to K+π+π−. In the PWA, a useful model for the angular distributions

was found but no significant structures could be observed due to statistical limitations.
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CHAPTER 1

Introduction

1.1 Standard Model and The Strong Nuclear Force

The standard model of particle physics, represented in Figure 1.1, aims to describe

the properties and behavior of the universe at a fundamental level. The model is written

in the language of quantum field theory and consists of fermion fields describing matter,

gauge fields describing fundamental forces, the scalar Higgs field, and couplings between

the various fields [1]. The standard model is a living model in the sense that the fields,

their properties, and their interactions contained therein are only those with compelling

experimental evidence, and it may be modified to reflect the current understanding of

particle physics. The most recent component to be confirmed in the standard model was

the Higgs boson with its observation in 2012 [2], although it was proposed independently

in three different publications in 1964 [3][4][5]. There are many observations that are

not described by the standard model (neutrino mass and flavor oscillations, gravity, dark

matter, and dark energy to name some examples), and so the standard model should not

be mistaken for a complete theory. It is the goal of experimental particle physics to both
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FIG. 1.1: The standard model of particle physics. Matter fields are the
quarks(purple): up, down, charm, stange, top, and bottom, and the lep-
tons(green): electron, muon, tau, and the corresponding neutrinos. The
gauge bosons (red) give rise to the fundamental forces, the gluons giving
rise to the strong nuclear force, and the photon, Z, and W bosons giving
rise to the electroweak force. The Higgs boson in yellow is the only known
scalar boson field, and it is responsible for the masses of the other funda-
mental fields.
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study phenomena that can be described from the standard model and seek phenomena

that gives evidence of physics beyond the standard model.

1.1.1 Strong Nuclear Force

If one considers the common, familiar depiction of an atom with a nucleus consisting

of protons and neutrons being orbited by electrons, one can immediately infer the existence

of a force capable of overcoming the electromagnetic repulsion of the protons from each

other. We call this force, unimaginatively, the strong nuclear force. In the standard model,

the strong nuclear force is described by Quantum Chromodynamics (QCD) which follows

an SU(3) gauge symmetry. Some of the observations that motivate this form of quantum

field theory are discussed in section 1.2. The QCD Lagrangian density is given by

LQCD = −1

4
Gi

µνG
iµν +

∑
r

(
q̄αr i /D

β
αqrβ −mrq̄

α
r qrα

)
+
θQCD

32π2
g2sG

i
µνG̃

iµν , (1.1)

where Gi
µν is the field strength tensor comprised of the i = 1...8 SU(3) gluon fields,

/D
β
αqrβ is the product of the covariant derivative with the Dirac matrices, qαr are the quark

fields with flavor r (= u, d, c, s, t, b), bare mass mr, and color charge α (= R,G,B), gs is

the QCD coupling strength, θQCD is a dimensionless constant, and G̃iµν is the dual field

strength tensor. The term containing dual field strength tensor allows for parity violating

interactions which are not observed in strong nuclear interactions in experiments (e.g. no

neutron electric dipole moment observed), and so θQCD is often set to zero [1].

QCD has a number of related features worth discussing. The first feature is the self

interaction of the gluon fields. The expanded form of the field strength tensor in Eq. 1.1

is

Gi
µν = ∂µG

i
ν − ∂νG

i
µ − gsfijkG

j
µG

k
ν . (1.2)
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Here Gi
ν are the gluon fields, and the structure constants fijk of the SU(3) gauge symmetry

define its Lie algebra. The Lie algebra for a group is defined by the commutator of the

generators, or in this case (neglecting the lorentz indicies)

[Xi, Xj] = ifijkXk, (1.3)

where Xi are the generators of the group. Because the generators of SU(3) do no commute,

the structure constants are non-zero and QCD is referred to as a non-Abelian gauge theory.

Given the form of Eq. 1.2, the first term of Eq. 1.1 contains gluon-gluon interactions. Put

another way, gluons have color charge in QCD (in contrast with photons, which are the

gauge field of quantum electrodynamics, but do not have an electric charge).

The next features worth pointing out, are asymptotic freedom and color confinement.

The former is the observed behavior that the effective strength of strong interactions

become vanishingly small in the small distance/ high energy limit. The latter is a statement

that no free color charge has ever been observed, or in other words, strongly interacting

particles are always arranged in color singlets. Color confinement arises from the fact that

the strong force increases with distance (in the low energy limit). Both of these features

are (likely) direct consequences of the self interaction of the gluon fields already discussed

[1], and is reflected in the running of the QCD coupling seen in Fig. 1.2 courtesy of [6]. In

Fig. 1.2, experimental values for the QCD fine structure constant, αs = g2s/4π, is shown,

and the decrease of the interaction strength can be seen as function Q. Q is the momentum

transfer of a given process and is used to set the scale of the renormalization of QCD in

this instance [6].

Because the coupling strength at low energy is large and color is confined, studying

strongly interacting systems becomes challenging. Perturbation theory, one of the most

powerful and ubiquitous tools in field theory calculations, relies on having a small inter-
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FIG. 1.2: Measurements of the QCD coupling αs as a function of energy Q. αs =
g2s/4π gets larger as Q gets smaller, or the strength of the strong force gets
stronger as distance increases.
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action strength in order to perform a series expansion in orders of the coupling constant.

And so, low to medium energy strong interactions are often modelled instead of being di-

rectly calculated from QCD. However, modern computing resources have made numerical

calculations, such as lattice QCD (LQCD), viable. Furthermore, because of color con-

finement, studying strong interactions at low energies experimentally must be done with

composite particles. In these complex systems, it can be difficult (or impossible) to isolate

and study the factors that lead to emergent properties of the system. Experimental efforts

in this regime can be broken down into two broad categories: 1) the behavior of quarks

and gluons within bound systems, and 2) what bound states and scattering resonances are

possible. The latter is called hadron spectroscopy and is the focus of this work.

1.2 The Quark Model

Conserved Quantity Symbol

Electric Charge Q
Isospin I
Isospin 3rd Component I3
Spin J
Parity P
Charge Conjugation C
G-parity G
Baryon Number B
Flavor Nq

Hypercharge Y

TABLE 1.1: Quantum numbers used to identify strongly interacting resonances

Beginning in the middle of the 20th century, advancements in particle accelerators

and particle detectors led to the discovery of numerous unexpected, short lived particles.

The name ‘hadron’ was originally used for any particle that interacted through the strong

force, and historically, the hadrons with masses close to (or greater than) the proton

7



FIG. 1.3: SU(3) spin 1
2 baryon nonet. The vertical axis is the strangeness (S) of

the baryon, the horizontal axis is organized by the third component of the
isospin (I3), and the diagonal lines are lines of constant electric charge (Q).
Public domain image from [7].

were originally named baryons, while the lighter hadrons were called mesons (these terms

were later redefined). To make sense of all of these new particles, the hadrons were

classified by their mass, lifetime, decay processes, and a number of other quantum numbers.

The quantum numbers that are used to identify these hadrons are determined through

properties conserved in strong interactions and are listed in Table 1.1, some of which are

self descriptive, and the others will be described in more detail in the following Sec. (1.2.1).

What quickly followed from classifying these states was a pattern that hinted at an

underlying structure. In 1961, M. Gell-Mann and Y. Ne’eman independently showed that

the known hadrons at the time could be organized into multiplets derived from an SU(3)

symmetry [8][9]. An example of a baryon multiplet can be seen in Fig. 1.3, and an example

of a meson multiplet can be see in Fig. 1.4. The subsequent spectrum and the properties

of hadrons eventually led M. Gell-Mann and G. Zweig in 1964 to independently propose

that hadrons were not elementary particles, but rather composed of more fundamental

objects [10][11]. These constituents were named quarks by Gell-Mann, and much of the

hadron spectrum could be understood using this relatively simple model, known as the
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FIG. 1.4: The SU(3)flavor meson nonet. The vertical axis is the strangeness (S) of
the meson, the horizontal axis is organized by the third component of the
isospin (I3), and the diagonal lines are lines of constant electric charge (Q).
Public domain image from [12].

constituent quark model. The quark model has been extremely successful at describing

and/or predicting a large amount of the hadrons observed in experiments. In the quark

model, hadron now refers to any strongly interacting particle composed of quarks, baryons

are particles with three quarks (or anti-quarks), and mesons are particles with two quarks

(one quark and one anti-quark). Deep inelastic scattering experiments with energy much

larger than the mass of the proton have confirmed the composite nature of hadrons [1].

Quarks were confirmed to be spin-1/2 particles through measurements of the angular

distribution of hadronic jets [1]. The existence of states described as being composed of

three identical quarks (in the quark model) gave rise to the idea of color charge, which

then influenced the structure of QCD, see Sec. 1.1.

1.2.1 Hadron Spectroscopy

As mentioned in the previous section, hadron spectroscopy is the study of particles

composed of quarks and gluons and their properties. The vast majority of hadrons (all

except the proton and atomically bound neutrons) are unstable, short lived states that are

9



studied in scattering experiments. In scattering theory, unstable states are synonymous

with poles in the scattering amplitude. These poles have the form of a Breit-Wigner

resonance, with an amplitude

∝ 1

E − E0 + iΓ/2
(1.4)

in the non-relativistic case where E0 is the resonance energy, E is the scattering energy,

and Γ is the decay rate. The complex pole can manifest itself as an enhancement in the

mass spectra of the decay products of the resonance, and measuring its location and width

provides a measure of the state’s mass and lifetime.

In addition to a resonance’s mass, other properties of the resonance can be inferred

based on the properties conserved in strong interactions listed in Table 1.1.

Isospin:

Isospin, I, is the flavour symmetry between up and down quarks which is slightly

broken by the mass difference between the two quarks and their electromagnetic charge.

Isospin symmetry was first used to describe the symmetrical nature of protons and neu-

trons under the strong force. Mathematically, the addition of isospin follows the same

SU(2) symmetry as spin-1/2 particles, hence the name. Also similar to traditional spin-

1/2 addition rules, the third component of isospin is also an (approximately) conserved

quantity.

Parity:

Parity is the behavior of a particle’s wavefunction under a reversal of the spatial

coordinates, i.e.

Π̂ψ(x, y, z) = Pψ(−x,−y,−z), (1.5)

10



and

Π̂2ψ(x, y, z) = P 2ψ(x, y, z) = ψ(x, y, z), (1.6)

where Π̂ is the parity operator and P is the parity eigenvalue (or just parity) of the wave-

function ψ. By inspection P 2 = 1, and so P = ± 1.

Charge Conjugation:

Charge Conjugation is the operation that changes a particle into its anti-particle.

This is not a good symmetry for charged particles. Similar to parity, for states that are

eigenvectors of charge conjugation, the eigenvalues are ±1.

G-Parity:

G-parity can be thought of as an extension of charge conjugation for charged particles.

G-Parity is a 180◦ rotation of the particle’s isospin and an inversion of its electrical charge.

Baryon Number:

Baryon number, B, comes from the apparent conservation law for the number of

baryons in an interaction. Baryons have a B of +1, antibaryons have a B of -1. In the

quark model, quarks (antiquarks) have a baryon number of 1/3 (-1/3), and so mesons have

a B of 0.

Flavor:

Quark flavor number is conserved in strong interactions, and it refers to the number

of each type of heavy quarks (here meaning not up or down quarks) that make up the

meson. NS, NC , NT , NB are the flavor numbers for strange, charm, top, and bottom

quarks, respectively.
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Hypercharge:

Hypercharge is a sum of a particle’s flavor numbers and baryon number, or

Y = NS +NC +NT +NB +B. (1.7)

The hypercharge and the third component of isospin are related to a particles electric

charge by

Q = I3 +
1

2
Y (1.8)

1.2.2 Resonances Beyond The Quark Model

Although the quark model has been successful, it is not the complete picture of the

structure of hadrons. For example, deep scattering of leptons off of nucleons has shown that

a sea of virtual quarks contributes significantly to the properties of the hadron, compared

to the quark model which only needs the valence quarks to explain the hadron’s properties

[1]. This section will briefly discuss the concept of hybrid hadrons and the observations of

resonances known as XYZ states.

Hybrid Hadrons

In QCD, the gluons have color charge, and because of this, color singlets made from

both quarks and gluons are possible (e.g. qq̄g, qqqg, ...). Searching for states with an

excited gluonic field, also known as hybrid hadrons, is one of the main motivations and

the namesake of the GlueX experiment. In experimental searches, hybrid mesons are of

particular interest due to the possibility of “exotic” quantum number combinations. For

a qq̄ pair, the parity is P = (−1)L+1 and the charge conjugation is (for a neutral state)

C = (−1)L+S, where L is the orbital angular momentum between the quarks and S is the
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spin of the qq̄ system. If one computes all of the permutations of these quantum numbers,

JPC = 0−−, odd−+, and even+− are not possible in qq̄ systems [13]. Therefore, resonances

with exotic quantum numbers provide a distinct signature that identifies the meson as

being beyond the quark model. The strongest evidence for an exotic meson to date is the

JPC = 1−+ π1(1600) first observed by the COMPASS experiment in a 3π system [14]. The

COMPASS experiment also observed exotic signals in the ηπ (the π1(1400)) and η′π (the

π1(1600)) systems. These two π1 signals were later analysed and found to be from a single

π1 pole, see Fig. 1.5 [15].

For hybrids without exotic quantum numbers, including hybrid baryons which have

no exotic quantum numbers, the identification of states with gluonic degrees of freedom

becomes much more challenging. Beyond just counting an excess of states beyond those

predicted by the quark model, parsing the intricate spectrum of possible states requires

good understanding of models or calculations of scattering resonances from the base theory.

There exist many types of models in the literature that attempt to calculate properties

of hybrid hadrons, e.g. flux tube models and bag models [13]. Of particular interest,

Lattice QCD (LQCD) calculations of the meson spectrum provide predictions of the hadron

spectrum based on what is believed to be the fundamental theory for all strong nuclear

interactions. One such example of a LQCD spectrum calculation can be seen in Fig 1.6

where hybrid mesons are identified as having large overlap with chromomagnetic gluonic

operators [16].

XYZ States

Bottom and charm quark factory experiments, such as BaBar, Belle, BES-II, and

LHCb, have observed a larger number of states in the charm and bottom quark spectra

than predicted by the quark model. Many of these states, referred to as XYZ states, also

do not agree with the expected decay branching ratios for predicted quark model states

13



FIG. 1.5: 1−+ exotic wave in the ηπ and η′π systems observed by the COMPASS
experiment (data are the black points). This data was fit with a coupled
channel amplitude model to extract the single exotic pole [15]. This exotic
meson is known as the π1(1600).
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FIG. 1.6: LQCD spectrum plot. Light meson spectrum calculated at a pion mass of
392 MeV/c2. The members of the lightest hybrid multiplet are outlined in
orange. Exotic meson states can be seen in the three columns of the right
side of the plot. Image sourced from [16]

.

[17]. The ‘Z’ states are charged states are observed to decay to Jψ and a charged light

meson which implies a minimum of four quarks in their structure [17].

The experimental status of the charmonium (cc̄) spectrum before and after the addi-

tions of these new XYZ states, and the expected states by the quark model, is shown Fig.

1.7. Of particular interest to the analysis presented in this work is the Y(4260), beacuse

it may have a strange quark analogue in the Y(2175), now known as the ϕ(2170) (see

Sec. 1.3). The Y(4260) is a vector meson (JPC = 1−−) which was first observed by the

BaBar experiment in the reaction e+e− → γISRJ/ψπ
+π− [18]. The BESIII experiment

has observed the Y(4260) in the π+π−hc, ωχc0, and π+D0D∗ final states [19]. Potential

Models of the vector mesons in the cc̄ spectrum predict several states in the mass range

measurable by the charm factory experiments. These states are the ground state cc̄ vector

meson, the J/ψ, and the excited cc̄ vector mesons ψ(2S), ψ(1D), ψ(3S), ψ(2D), ψ(4S),

ψ(3D), and ψ(5S) [19]. The left plot in Fig. 1.7 show these charmonium states (up to
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the ψ(4S)) in the 1−− column in blue to indicate they were well established before the

observation of the XYZ states [17]. The Y(4260) (as well as the other states shown in

red or magenta in Fig. 1.7) is inherently a prime candidate to study mesons beyond the

simple quark-antiquark model. The interpretation of the Y(4260) remains an active area

of investigation in both theory and experiment. More generally, the interpretation of the

XYZ states is still largely undetermined; they may be hybrids, meson-meson molecules,

tetraquark mesons, or some other type of state or some linear combination of states [17, 20].

The study of the XYZ states and their connection to the light meson spectrum will give

insight into what types of resonances beyond conventional quark model interpretations are

possible in strong interactions.

Recent results from BESIII have resolved the Y(4260) into two structures in e+e− →

γISRJ/ψπ
+π− [21]. These states have been named Y(4220) and Y(4320) by Ref. [21].

This work will still refer to the Y(4260) as singular state as it remains one of the initial

motivations for our interest in the ϕ(2170). The existence of two Y states with a small mass

splitting (instead of the singular Y(4260)) in a spectrum that was already overpopulated

furthers the need to study these and related states.

1.3 Observations and Interpretations of ϕ(2170)

The strangeonium (ss̄) spectrum has only two vector mesons which are well established

in experimental observations: the ground state ϕ(1020) (often referred to as ϕ) and the

ϕ(1680). The ϕ(1680) likely corresponds to the ϕ(2S) seen in both potential quark model

calculations [22] and LQCD calculations [23]. The ϕ(2170) is a candidate for the ϕ(3S) or

an analogue to the Y(4260). The mass and width of the ϕ(2170) are listed by the PDG

as M = 2162 ± 7 MeV and Γ = 100 ± 31 MeV [6]. The BaBar experiment first observed

an enhancement in the e+e− → γISRϕπ
+π− (see Fig. 1.8) and e+e− → γISRϕf0(980) cross

16



FIG. 1.7: Charmonium spectra. Conventional quark model states are in blue (ob-
served) and grey (unobserved), charged unconventional (observed) states
are in magenta, and neutral unconventional (observed) states are in red.
The left plot shows the experimental status of the charmonium spectra be-
fore the XYZ states were observed, and the right plot shows the current
status of the spectra. The dashed lines show the thresholds for two D
mesons, a D and D* mesons, and two D* mesons, respectively for reference.
Image sourced from [20].

17



sections (in which γISR is a photon radiated before the e+e− interaction). This observation

was later confirmed by the Belle experiment [24][25]. The BaBar experiment also saw an

enhancement in the e+e− → γISRϕπ
0π0 cross section consistent with the Y(2175). An

enhancement consistent with the ϕ(2170) was also seen in the ϕf0(980) system in the

decay J/ψ → ηϕf0(980) in the BES-III experiment [26]. It is in the ϕππ and ϕf0(980)

systems that we will first look for the photoproduction of the ϕ(2170), see Chapter 4. The

ϕ(2170) has also been observed to couple to ϕη, ωη, ϕη′ [6].

The comparison to the Y(4260) was made due to the similarity of the final states in

which each state was first observed (J/ψπ+π− vs. ϕπ+π−). Like many of the XYZ states,

the interpretation of ϕ(2170) is not quite clear. If the ϕ(2170) is an analogue to the Y(4260),

then comparison between the two offers an additional means with which to understand

both states. Given the recent results that the Y(4260) is really two overlapping Y states

[21], a search for similar structure in the ϕππ system would definitely be of interest. If the

ϕ(2170) is not a strange analogue to the Y(4260), then it could be one of the excited ss̄

vector mesons missing from experimental observation.

The ϕ(2170) has been explored theoretically as a radially excited ss̄ state [27], an

ss̄ss̄ tetraquark state [28], a ΛΛ̄ molecule [29], and as a ss̄g hybrid [30]. The calculations

in the sources cited all indicate a possible resonance that decays to ϕπ+π− within their

framework that agrees with the ϕ(2170) observation. A more recent LQCD calculation

of the ss̄ spectrum was unable to separate the ϕ(3S) and ss̄g hybrid interpretations [23].

Ideally, as more measurements of what other decay modes the ϕ(2170) couples (or does

not couple) to, a clearer picture as to the best interpretation of the ϕ(2170) will emerge.

It has also been proposed to look for an isovector partner with the decay Y → ϕa0(980)

[31].

A photoproduction experiment like GlueX is potentially ideal for producing and study-

ing the ϕ(2170). Photoproduction is favorable for the production of vector mesons due
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FIG. 1.8: Cross section measurement as a function of e+e− center of mass energy
showing an enhancement near 2.2 GeV. Image sourced from [24].

to the photon beam also being a 1−− state, modeled as being composed of virtual vec-

tor particles, being often referred to as the vector dominance model [32]. A. Hamdi also

searched for the ϕ(2170) using the GlueX apparatus in the reaction γp → K+K−π+π−p,

but was unable to observe any significant enhancement consistent with the ϕ(2170) [33],

see Fig. 1.9. The ϕ(2170) has not been observed in any photoproduction experiment

to date, which is somewhat surprising given the aforementioned vector dominance model

expected of photoproduction.

1.4 Partial Wave Analysis

As described in section 1.2, resonances are identified experimentally by measuring

their masses, lifetimes, decay modes, and their various quantum numbers. Perhaps the

simplest method of identifying a scattering resonance is to look for an enhancement in the

cross section as a function of mass or interaction energy. Many quantum numbers can be
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FIG. 1.9: ϕ yields as a function of the K+K−π+π− mass in the 2016 (a), 2017 (b),
2018 Spring (c), and 2018 Fall (d) GlueX data sets, from an analysis in-
dependent to the one presented in this work. Note the lack of any clear
enhancement near 2.170 GeV. Image sourced from [33].
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readily inferred from true conservation laws (e.g. electric charge), or approximate conser-

vation laws (e.g. quark flavor) based on the possible interactions of the given experiment.

Peaks in the mass distribution can be caused by non-resonant effects while resonances may

also appear as dips (or not at all) in mass distributions, so some care must be taken in

interpreting such features.

For example, in reactions such as e+e− → X, the electron and positron annihilate pro-

ducing a virtual photon that decays to X. The spin/parity/charge conjugation combination

of X must be JPC = 1−−, the same as the virtual photon. However, in photoproduction

reactions, γp → Xp′, of interest in this work, the JP (and C where applicable), must

be determined in another way since many JPC for X are allowed. The goal of a partial

wave analysis (PWA) is to infer the JP of short lived, intermediate resonances from an

analysis of the angular distributions of the resonances’ decay products. In addition to

identifying the JP properties of the resonances, an advantage of such an analysis is the

ability to separate contributions from resonances with different JP that may be obfus-

cated by each other, by non-resonant backgrounds, or interfered with other resonances

quantum mechanically. This section introduces the formalism for partial wave analysis

used to describe photoproduction off of a proton target with a linearly polarized photon

beam.

1.4.1 S-Matrix Scattering

Before describing the partial wave expansion used in PWA, it is useful to discuss

how scattering is described using quantum theories. In particle scattering, we often wish

to describe the process in which two given incoming, or initial state, particles interact

and produce some n selected outgoing, or final state, particles. Summarized here is the

approach given in [34]. The probability of this process occurring in the Heisenberg picture
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is generally the overlap between the initial state particles constructed at a “far past” time

(t = −T ) and the final state particles constructed at a “far future” time (t = T ).

P = |future⟨out|in⟩past|2. (1.9)

In the limit that T → ∞, the limit of a series of unitary operators relate the |in⟩past state

to the future⟨out| state. The S-matrix is defined in the following relationship [34]:

future⟨out|in⟩past = lim
T→∞

⟨out|e−iH2T |in⟩, (1.10)

lim
T→∞

⟨out|e−iH2T |in⟩ ≡ ⟨out|Ŝ|in⟩. (1.11)

It is useful to rewrite the S-matrix operator as a sum of what happens if there is no

interaction between the initial particles and a term that represents any and all interactions,

represented by the T̂ -operator:

Ŝ = 1 + iT̂ . (1.12)

The exact form of the wave functions describing the |in⟩ and ⟨out| states are not

important for this discussion, only that the differential cross section (dσ) is proportional

to the matrix element M formed by the transition operator T̂ with the |in⟩ and ⟨out|

states, i.e.

dσ ∝ |⟨out|T̂ |in⟩|2 ≡ |M|2. (1.13)

Often in fixed target experiments, the measurements are made in bins of Mandelstam t

(e.g. t as defined in Eq. 1.16). and mass M . The quantity of interest is the intensity of

produced events as a function of the directions of the final state particles I(Ω⃗). In bins of
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M and t, this functionally takes the form

I(Ω⃗) ≡ dσ

dtdMdΩ⃗
= κ|M|2, (1.14)

where κ is the phase space factor for the given M and t range.

Omitted here are many details in the derivation that can be explored by more explicitly

describing the |in⟩ and ⟨out| states as wave packets in momentum space. A fully relativistic

relationship between the S-matrix and the cross sections should be easy to find in any

relevant textbook, e.g. Ref. [34].

1.4.2 PWA with a Polarized Photon Beam in the Reflectivity

Basis

The matrix element M in Eq. 1.13 is a complex amplitude that contains all of the

relevant interaction physics between the initial state particles, but it is often useful to

decompose M into more easily interpreted pieces. In this section, Eq. 1.13 is decomposed

into a sum of states with definite angular momentum, also known as partial wave ampli-

tudes. The fundamentals of partial wave expansions can be found in many textbooks, e.g.

Ref. [35].

This section will focus on expanding the intensity in Eq. 1.14 in the context of a

specific type of reaction of interest. We will be following [36] to arrive at a partial wave

expansion in the reflectivity basis with a linearly polarized photon beam. A diagram of a

similar reaction to that studied in [36] is shown in Fig. 1.10. The reaction has the form

γ⃗(λ, pγ)p(λ1, pp) → X(pX)N(λ2, p
′
N), (1.15)

and we will describe it in the center-of-mass (CoM) frame (described in appendix A). Here,
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FIG. 1.10: In the Center of Mass frame (CoM), the reaction plane is defined by the
proton (p), beam photon (γ), recoil Λ(1520), and the K+π+π− combined
system. The green vector and angle Φ represent the direction and angle
of the beam’s polarization relative to the reaction plane. The red vector
illustrates the direction of a vector meson (labeled as the K∗/ρ in this
diagram) coming from the decay of some X resonance. Also represented
at the tip of the red vector are the axes of the helicity frame of the vector
meson (see Appendix A) used to describe its decay.

24



λ, λ1, and λ2 are the helicities of the incoming photon, incoming proton, and outgoing

nucleon (Λ(1520) in the case depicted in Fig. 1.10), respectively. For this reaction, we

define the Mandelstam t as

t = (p′N − pp)
2. (1.16)

For the reaction in Eq. 1.15, it is actually more convenient to use t′ instead of t. t′ is

t′ = t− tmin, (1.17)

where tmin is the minimum t value for the reaction to occur. A description of how tmin is

calculated is provided in Appendix A.

In the center-of-mass frame, we define the production plane as the plane defined by

the incoming coming particles and the recoil Λ(1520) which is also depicted in Fig. 1.10.

We will consider the case that X is unstable and will decay into two daughter particles.

These types of reactions are conveniently described in the reflectivity basis which will be

explained below.

The Reflectivity Basis

Ultimately we wish to describe our partial wave analysis in the reflectivity basis,

because in this basis there is no longer interference between production mechanisms with

different reflectivities [37]. Extracting the reflectivity in high energy processes allows us

to determine the “naturality” of the exchange particle, providing a deeper understanding

of the production mechanisms. To demonstrate what is meant by the reflectivity basis we

will examine the reflection operator, but first consider the parity operator Π̂ operating on

some state with quantum numbers J and m (= Jz), and momentum p⃗z. If p⃗z = 0 the

parity operator on this state is
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Π̂|0; Jm⟩ = P |0; Jm⟩, (1.18)

where P = ±1. For p⃗z ̸= 0, and recasting |p⃗z; Jm⟩ in the helicity frame (see Appendix A)

as |p⃗z; s− λ⟩, the operation becomes

Π̂|p⃗z; sλ⟩ = Π̂L(p⃗z)|0; sλ⟩ = PL(−p⃗z)|0; s− λ⟩, (1.19)

meaning |p⃗z; sλ⟩ is not an eigenstate of the parity operator. In order to construct a operator

for which this state is an eigenvalue for, a rotation by π about the y-axis is introduced to

create the reflection operator,

Π̂y = Π̂e−iπJy , (1.20)

and the eigenvalues of the reflection operator can be shown to be

K = ϵ(−1)2J , (1.21)

where ϵ is call the reflectivity with ϵ = ±1 for bosons and ϵ = ±i for fermions [37].

Partial Wave Expansion

To begin formulating the PWA intensity in the reflectivity basis, we rewrite Eq. 1.14

as

I(Ω⃗) ≡ dσ

dtdMdΩ⃗dΦ⃗
= κ

∑
λ,λ′,λ1,λ2

Aλ;λ1λ2(Ω)ρλλ′(Φ)A∗
λ′;λ1λ2

(Ω), (1.22)

where Aλ;λ1λ2 is the amplitude representing the Eq. 1.15 that depends on the angles Ω⃗ that

describe the direction of the decay products of X in the rest frame of X, and the photon

spin density matrix ρλλ′(Φ) contains the dependence of the reaction on the direction of the
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beam polarization. We have introduced the angle Φ which is the angle between the beam

polarization direction and the production plane.

Since we do not have a purely polarized beam in our experiment it is useful to define

the fraction of polarization in the beam Pγ, with the obvious bounds 0 < Pγ < 1. Including

this beam polarization fraction and expanding the spin density matrix explicitly has been

done in Ref. [36]. The photon polarization is a linear combination of only 2 possible

helicities, +1 and −1. Therefore, the intensity in Eq. 1.22, after expanding the photon

spin density matrix and being explicit with the photon beam polarization value, can be

written as

I(Ω,Φ) =
κ

2
[A−(Ω)A∗

−(Ω) + A+(Ω)A∗
+(Ω) − Pγe

i2ΦA−(Ω)A∗
+(Ω) − Pγe

−i2ΦA+(Ω)A∗
−(Ω)],

(1.23)

where the baryon helicites have been suppressed. This can be simplified by the defining

amplitudes, Ã, rotated by the angle between the photon beam polarization direction and

the production plane, Φ,

Ã±(Ω,Φ) ≡ e∓iΦA±(Ω) (1.24)

giving

I(Ω,Φ) =
κ

4

[
(1−Pγ)

∣∣Ã+(Ω,Φ) + Ã−(Ω,Φ)
∣∣2 + (1 +Pγ)

∣∣Ã+(Ω,Φ)− Ã−(Ω,Φ)
∣∣2], (1.25)

The amplitudes in Eq. 1.25 are still quite general, and so now we choose to do our

partial wave expansion by expanding these amplitudes in an infinite series of amplitudes

with definite angular momentum l and spin projection m. We will then transform the

helicity amplitudes into the desired reflectivity basis. The helicity expansion is
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Aλ;λ1λ2(Ω) =
∑
λ1,λ2

∑
l,m

T l
λm;λ1λ2

Xm
l (Ω). (1.26)

Here the T l
λm;λ1λ2

are the helicity amplitudes for producing some resonance X and Xm
l (Ω)

is the decay amplitude of X (described in more detail in Sec. 1.4.3). The relationship

between the helicity amplitudes and the reflectivity amplitudes, (ϵ)T l
−m;λ1λ2

, is given in [36]

by

T l
−1m;λ1λ2

= (−1)m
[
(−)T l

−m;λ1λ2
−(+) T l

−m;λ1λ2

]
(1.27)

T l
+1m;λ1λ2

= (−)T l
m;λ1λ2

+(+) T l
m;λ1λ2

, (1.28)

with ϵ taking the values + and −. It is also useful to carry the phase rotation in Eq. 1.24

to the decay amplitudes and define phase rotated decay amplitude as

Zm
l (Ω,Φ) ≡ Xm

l (Ω)e−iΦ. (1.29)

Inserting Eqs 1.27 and 1.28 into Eq. 1.26, then substituting that into the intensity in

Eq. 1.25, with the Zm
l s defined in equation 1.29, the intensity in the reflectivity basis is:

I(Ω,Φ) =
∑
λ1,λ2

(
κ(1 − Pγ)

∣∣∣∣∣∑
l,m

(
(+)T l

m;λ1λ2
ℜ
[
Zm

l (Ω,Φ)
]

+ i(−)T l
m;λ1λ2

ℑ
[
Zm

l (Ω,Φ)
])∣∣∣∣∣

2

+ κ(1 + Pγ)

∣∣∣∣∣∑
l,m

(
(−)T l

m;λ1λ2
ℜ
[
Zm

l (Ω,Φ)
]

+ i(+)T l
m;λ1λ2

ℑ
[
Zm

l (Ω,Φ)
])∣∣∣∣∣

2)
. (1.30)

When this intensity is applied to the PWA in Sec. 6, the λ2 = ±3
2

helicities of

the Λ(1520) are ignored. This choice was motivated by the current state of the available
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amplitudes in the software that was initially developed to model γp→ Xp′ reactions where

only λ1, λ2 = ±1
2

baryon helicities are necessary. The sum over baryon helicities in Eq.

1.30 is related to the sum over spin “flip” (i.e. if the target proton has the same spin as

the recoil baryon or not) through parity invariance by

∑
λ1,λ2

(ϵ)T l
m;λ1λ2

(ϵ′)T ∗l′
m′;λ1λ2

= (1 + ϵϵ′)
∑
k

(ϵ)J l
m;k

(ϵ′)J∗l′
m′;k, (1.31)

where k = 0 for spin “flip” and k = 1 for “non-flip”. With this simplification the intensity

in Eq. 1.30 can be reduced to the form

I(Ω,Φ) = 2κ
∑
k=0,1

(
(1 − Pγ)

[∣∣∣∣∣∑
l,m

[Jl]
(−)
m,kℑ

[
Zm

l (Ω,Φ)
]∣∣∣∣∣

2

+

∣∣∣∣∣∑
l,m

[Jl]
(+)
m,kℜ

[
Zm

l (Ω,Φ)
]∣∣∣∣∣

2]
+

(1 + Pγ)

[∣∣∣∣∣∑
l,m

[Jl]
(+)
m,kℑ

[
Zm

l (Ω,Φ)
]∣∣∣∣∣

2

+

∣∣∣∣∣∑
l,m

[Jl]
(−)
m,kℜ

[
Zm

l (Ω,Φ)
]∣∣∣∣∣

2])
, (1.32)

where [Jl]
(ϵ)
m,k is a complex parameter for the baryon spin flip defined by

[Jl]
(ϵ)
m,0 = (ϵ)T l

m;++,

[Jl]
(ϵ)
m,1 = (ϵ)T l

m;+−. (1.33)

For more on the use of parity conservation and the use of these complex parameters see

[36].

1.4.3 Angular Distributions due to Isobar Decays

The intensity in Eq. 1.32 describes the angular distribution of the resonances, X,

from Eq. 1.15, but it is often the case that resonances do not directly decay to particles

that live long enough to make it to the detector. In nature, we observe that these decays
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FIG. 1.11: Feynman Sketch of γp → K+π+π−Λ(1520). The K∗ and ρ (at the top of
the right side) will also undergo a two body decay before being detected.

can usually be described as a series of two-body decays, each of which introduce an angular

dependence on the final detected intensity. The model consisting of subsequent two-body

decays is known as the isobar model and is depicted in Fig. 1.11 where the resonance X

decays to a detectable meson, π+ (K+, ...) and a K∗ (ρ, ...); the K∗ or ρ then also has a

two body-decay into two detectable particles. In this section, we will discuss the specific

case in which X decays in the following way:

X → V Ps1

V → Ps2Ps3, (1.34)

where V is some short-lived vector resonance (i.e. JP = 1−), and Ps represents pseudo-

scalar particles (JP = 0−) that exist long enough to be detected directly.

The specific type of decay process allows us to be more specific about the form of the

decay amplitude in Eq. 1.26, Xm
l (Ω). First, with the inclusion of an additional decay,

Xm
l (Ω) will also depend on the angular distribution of the decay of the vector particle, by
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choice, in its helicity frame (see Appendix A).

Xm
l (Ω) → Xm

l (Ω,ΩH), (1.35)

where Ω describes the direction of the vector in the rest frame of X and ΩH describes

the direction of the vector’s decay products. For a resonance Xi with spin Ji decaying to

a pseudoscalar meson and intermediate vector meson with helicity λv that decays to two

pseudoscalar mesons, the decay amplitude is [37]

X l
m(Ω,ΩH) =

√
(2l + 1)

4π

√
(2(1) + 1)

4π

∑
λv

DJ∗
mλv

(Ω)D1∗
λv0(ΩH)(l0, 1λv|Jλv), (1.36)

where (l0, 1λv|Jλv) are the Clebsch-Gordan coefficients, and DJ∗
mλv

(Ω) and D1∗
λv0

(ΩH)

are the complex conjugates of the Wigner-D functions.

Eq. 1.36 only contains the angular dependence of the decays, and so far we have

neglected the mass dependence and effects of the centrifugal-barrier on vector meson decay.

The mass dependence is modelled with a relativistic Breit-Wigner and the centrifugal-

barrier effects are modelled using the Blatt-Weisskopf centrifugal-barrior factors [37].
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CHAPTER 2

GlueX Experiment

In this chapter, a description of the GlueX experimental setup is given in its configu-

ration at the time of data taking for GlueX-I (2016 - 2018); this chapter is a summarized

version of [38]. The GlueX experiment was designed to measure exclusive photo-production

events with a partially-polarized photon beam and a variety of final state particles in order

to map the light quark meson spectrum. The experiment receives a ∼ 12 GeV electron

beam from Jefferson Lab’s Continuous Electron Beam Accelerator Facility (CEBAF). A

real photon beam is produced via bremsstrahlung by passing the electron beam through a

radiator (either a diamond to produce a polarized photon beam or an aluminum radiator to

produce an unpolarized, or amorphous, photon beam). The remaining electrons are swept

out of the beamline by a tagging magnet into the Tagger Microscope (TAGM) and Tagger

Hodoscope (TAGH) to determine the photon beam energy. After the photon beam has

propagated downstream ∼ 75 m, it passes through a beam profiler and then a collimator.

Once collimated, the photon beam passes through a beryllium foil converter that converts

some small fraction of photons into electron-photon pairs that are measured in the pair

spectrometer and a triplet polarimeter to measure the beam flux and polarization fraction,
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FIG. 2.1: Schematic cartoon of the GlueX detector showing the major sub-detector
packages. This cartoon is not to scale.
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FIG. 2.2: Hall D and other upgrades to the Jefferson Lab accelerator facility. GlueX
is located in Hall D shown in the top right of the diagram. Image sourced
from [38].

respectively. The photon beam is then incident on a liquid hydrogen target located within

the detector. For charged particle tracking, the GlueX detector contains central (CDC)

and forward (FDC) drift chambers inside the barrel of a ∼ 2 T superconducting solenoid

magnet. For energy measurements of final state particles there is a barrel (BCAL) and a

forward (FCAL) electromagnetic calorimeter. There is also a start counter (ST) and time

of flight detector (TOF) that provide precise timing measurements used in particle iden-

tification. All of these detectors are described in greater detail in the following sections,

which also provide a description of the experimental triggers, data acquisition system, and

detector simulation.
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2.1 Jefferson Lab Electron Accelerator

CEBAF is a superconducting radio frequency (SRF) electron beam accelerator lo-

cated at the Thomas Jefferson National Accelerator Facility in Newport News, Virginia.

CEBAF first began delivering a 4 GeV energy electron beam in 1995 to the original three

experimental halls, A, B, and C. The energy of the electrons delivered was increased to

6 GeV in 2000, and a significant upgrade to the accelerator provided a 12 GeV electron

beam first delivered in 2014 [39]. CEBAF, as seen in Fig. 2.2, consists of two linacs and

a series of arcs that steer the beam from one linac to the other. Each linac is comprised

of hundreds of superconducting cavities that provide a strong electromagnetic gradient to

accelerate the electrons (see Fig. 2.3) [40]. The electron beam makes 5.5 circuits around

the accelerator loop, acquiring ∼1.1 GeV/linac, before entering the Hall D Tagger Hall

shown in Fig. 2.4. The nominal repetition rate for Hall D is 249.5 MHz, meaning elec-

trons arrive in bunches separated by ∼ 4 ns. GlueX-I ran with an electron beam current

of around 150 nA [41].

2.2 Polarized Photon Beam and the GlueX Beamline

This section will describe features of the GlueX beamline and the production of the

photon beam. More detail on the GlueX beamline is given in Chapter 2 of [38]. A

schematic of the beamline and its relation to the GlueX detector can be seen in Fig. 2.4.

The electron beam position and profile can be monitored as it enters the Tagger Hall by

a number of harp detectors (e.g. 5C11B is labelled in Fig. 2.4). The nominal energy and

beam spot size of the electron beam as it reaches the radiator is given in Table 2.1.
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FIG. 2.3: (Top) A illustration of the charge distribution inside a accelerator cavity
for accelerating an electron from left to right (in this case). (Bottom) A
picture of a superconducting RF cavity used in CEBAF.

FIG. 2.4: A diagram of the GlueX beamlime and detector [38]. Highlighted in this
diagram are the devices used to monitor both the electron and photon
beams.
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Parameter Design Values
energy 12 GeV
energy spread, RMS 2.2 MeV
transverse x emittance 2.7 mm·µrad
transverse y emittance 1.0 mm·µrad
x spot size at radiator, RMS 1.1 mm
y spot size at radiator, RMS 0.7mm
x image size at collimator, RMS 0.5 mm
y image size at collimator, RMS 0.5 mm
image offset from collimator axis, RMS 0.2 mm
distance radiator to collimator 75.3 m

TABLE 2.1: Properties of the electron beam as it enters the Hall D Tagger Hall [38].

FIG. 2.5: (a) The photon beam flux as a function of beam energy for the diamond
radiator (in red and blue) and the aluminum radiator (black). (b) The
fraction of polarized photons in the beam as a function of energy. The
Labels PARA (parallel) and PERP (perpendicular) refer to the angle of the
linear polarization of the beam with respect to the horizontal plane in the
lab. Image sourced from [38].
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2.2.1 Photon beam production and radiators

As previously mentioned, GlueX uses a real photon beam produced via bremsstrahlung,

the effect where photons are radiated from charged particles as they are accelerated (in

this case the electrons are slowed as they interact with atomic electrons in the radiator

material). The radiators (position shown in Fig. 2.4) are mounted to a goniometer capable

of rotating about the x, y, and z axes. Over the course of GlueX-I running, three different

diamond radiators were used to produce the polarized photon beam, and an 40 µm alu-

minum radiator to produce an “amorphous”/unpolarized photon beam.

Diamond Radiators and the Polarized Photon Beam:

Electrons passing through the lattice of a diamond can radiate coherent bremsstrahlung

photons. The diamond lattice spacing, coherent radiation fraction, thermal properties,

and radiation hardness make them ideal for such applications [42]. During the GlueX-

I running, three diamonds were used: one 20 µm thick diamond and two 50 µm thick

diamonds. The coherent intensity as a function of beam energy is related to the angle

between the incoming electron beam and the normal (2,2,0) lattice vector of the diamond.

The orientation of the diamond radiators were chosen to give a coherent peak at 9 GeV,

as seen in Fig. 2.5. The fraction of photons that are linearly polarized (i.e. for which the

components of their electric field component are in phase) as a function of the photon beam

energy is also shown in Fig. 2.5. The diamond was set to different orientations throughout

the run to give a linearly polarized beam with different polarization plane orientations.

These polarization plane orientations were set to be 0◦, 90◦, −45◦, and 45◦ with respect

to the horizontal plane in the lab frame (the experimental hall floor).

Amorphous Radiator:
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FIG. 2.6: A schematic of the tagging detectors [38]. The Tagger Hodoscope and
Microscope are represented by the blue lines; the Tagger Microscope is the
denser set of blue points in the center of the detector plane, while the Tagger
Hodoscope covers the rest of the area.

In order to normalize the rates measured downstream of the radiators, data was also taken

using a number of aluminum radiators, referred to as amorphous radiators. The typical

amorphous radiator for GlueX-I was a 40 µm thick aluminum radiator (which has a similar

radiation length to a 50 µm diamond), though radiators as thin as 1.5 µm were also used.

The flux distribution of the aluminum radiators is also shown in Fig. 2.5, without the

coherent enhancement.

2.2.2 Photon Tagging

After the photon beam is produced, the energy of the resulting photons is determined

by measuring the energy of the slowed electrons. A 1.5 T dipole magnet referred to as

the tagging magnet, shown in Fig. 2.4, sweeps the electrons out of the photon beamline.

Electrons that did not radiate any, or very little, energy are swept into an electron beam

dump. Electrons that radiated between 25% and 97% of their energy are swept into

segmented scintillating detectors. These segmented detectors are the TAGH and TAGM,

and are represented by the blue lines in Fig. 2.6. The TAGH spans the full 25 - 97 %

energy range, while the more precise TAGM spans just the region for electrons in the
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FIG. 2.7: (left) A cross section diagram of the scintillating fibers used in the TAGM
[38]. (right) A schematic of the TAGM and its relation to the incoming
electrons (β is exaggerated to demonstrate the concept).

coherent peak energy range (i.e. for electrons that radiated photons of energy between

8.0 and 9.0 GeV). The TAGH is comprised of 222 scintillating detectors with an electron

energy resolution varying between 8.5 and 30 MeV. The TAGM is comprised of a 102x5

array of scintillating fibers as shown in Fig. 2.7, giving an enery resolution on the order

of <10 MeV.

2.2.3 Absorber, Profiler, and Collimator

After the electrons are swept out of the beamline, the photon beam passes through

the collimator cave. At the entrance of the collimator cave is a 100 µm tungsten foil that

filters low energy (10 - 100 keV) photons. These low energy photons cause random hits in

the inner layer of the central drift chamber lowering its detection efficiency for real tracks.

Downstream of the tungsten filter is a beam profiler consisting of two planes of scintillating

fibers that measures the X and Y beam profile, respectively. The photon beam profiler is

used during photon beam tuning (not during physics data taking) to ensure the photon

beam is centered on the active collimator. The active collimator is a device made up of

an array of tungsten pins which detect off-axis photons. The information collected by
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the active collimator is used to make minor adjustments to the steering of the electron

beam to ensure that the resulting photon beam does not drift far from the center of the

collimator. The primary collimator used in GlueX-I data taking is a tungsten block with a

5 mm aperture. In the same block, there is also a 3.4 mm aperture that can be used. The

collimator block and the lead shielding around it are followed downstream by additional

shielding, a secondary collimator and sweeping magnets to remove any charged particles

produced by the primary collimator.

2.2.4 Beam Flux and Polarimetry

Once the photon beam is collimated, it is passed through a thin beryllium foil which

produces e+e− pairs when the photons interact with the atomic electrons in the foil. A

pair spectrometer (PS) and triplet polarimeter (TPOL) use this production to measure

the collimated beam flux as a function of beam energy and the polarization fraction of the

photon beam. This stage of the beamline is near the GlueX detector and can be seen in

Fig. 2.4.

Pair Spectrometer:

A dipole magnet steers the e+e− pairs into the two arms of the PS hodoscope and the PS

coarse counter (PSC), which are layered on top of each other. The PS hodoscope contains

145 scintillating tiles, and the PSC contains 16 scintillating counters used to trigger on

e+e− pairs. The pair spectrometer has an e± momentum acceptance between 3 and 6.2

GeV/c. The PS hodoscope provides 25 MeV energy resolution for each e+e− pair, while

the PSC gives a timing measurement with a 120 ps resolution. The time and energy can

be measured in coincidence with the tagging detectors.
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FIG. 2.8: GlueX experiment’s target cell [38]. The cavity is filled with liquid hydro-
gen. Measurements given are in mm.

Triplet Polarimeter:

The triplet polarimeter measures the azimuthal distribution of the recoil electron knocked

out of the beryllium converter when the e+e− pair is produced. The polarized triplet

production cross section depends on the polarization fraction P , beam asymmetry Σ (de-

termined in calibrations), the unpolarized cross section σ0 and the azimuthal angle ϕ, and

is given by [43]:

σTPOL = σ0
[
1 − PΣ cos(2ϕ)

]
. (2.1)

The recoiling electron is detected by a silicon strip detector that records both the azimuthal

angle and the energy of the electron. Results of this polarization measurement are shown

in Fig. 2.5(b).
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FIG. 2.9: Diagram of the GlueX Start Counter [38]. The ST is located around the
target cell, which is used to tag which electron beam bunch produces the
photon responsible for an event.

2.3 GlueX Detector

2.3.1 Target

The target system used in GlueX-I is shown schematically in Fig. 2.8, and this section

summarizes the information given in Chapter 4 of [38]. The target is a 30 cm long, liquid

hydrogen filled, conically shaped cell. The walls of the cell are 100 µm thick and made

from polyimide. The LH2 in the target region is kept at a temperature of ∼20 K and a

pressure of 19 psi. The target is supported by its own cryo-system that chills, circulates,

and stores the hydrogen.
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2.3.2 Timing Detectors

The Start Counter (ST) and the Time of Flight (TOF) detectors are both scintillating

detectors used in the identification of charged particles. The ST, shown schematically in

Fig. 2.9, is located around the target. The TOF is a planar hodoscope located downstream

of the barrel of the detector, upstream of the Forward Calorimeter. The TOF’s relative

location can be seen in Fig. 2.1, and a picture of it in Fig. 2.10. More detail on the timing

detectors can be found in Sections 8.1 and 8.2 of [38].

Start Counter:

The Start Counter is a system of 30 azimuthally segmented, scintillator paddles supported

by a ROHACELL foam support structure around the target. The paddles are arranged in

a cylindrical shape and bent in to a nose upstream on the downstream end of the target.

The start counter has a σ = 234 ps time resolution and is used to tag which electron

beam bunch produces the photon in a given event. Energy deposited in the start counter

provides a dE/dx measurement used in particle identification. When combined with the

track momentum information from the tracking detectors (Sec. 2.3.4), the dE/dx value

from the ST is sensitive enough to separate protons from charged mesons up to a track

momentum of p = 0.9 GeV/c.

Time of Flight Detector:

The TOF is comprised of two orthogonal planes of scintillating bars that provide fast timing

measurements for charged particles that pass through it. The TOF, seen in Fig. 2.10, has

a polar angle acceptance from 0.6◦ to 13◦ in the lab frame. The TOF is designed to have a

12× 12 cm2 gap around the beamline. The scintillating bars are 6 cm wide (3 cm near the

beam hole), which gives a spatial resolution of the two planes together of 6× 6 cm2 (up to
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FIG. 2.10: Image of the GlueX Time of Flight Detector. The scintillating paddles
are wrapped in black Tedlar, and can be seen spanning the face of the
detector. PMTs are housed in the gold colored brackets surrounding the
TOF.

3×3 cm2 near the beam hole). The average timing resolution for the TOF is 105 ps. From

the precise timing of the TOF, and using the track momentum from the tracking detectors,

GlueX-I could separate pions from kaons with a 4σ confidence for a track momentum up

to 2 GeV/c. Particle identification is discussed in more detail in Sec. 3.

2.3.3 Solenoid Magnet

The GlueX spectrometer is built in and around a large, superconducting solenoid that

provides a 2 T magnetic field along the beam axis during typical GlueX-I data taking. The

solenoid is made up of four separate superconducting coils connected in series which are

cooled by liquid helium which is maintained by a dedicated refrigeration system. The bore

of the solenoid is 2 m wide and 4.8 m long. The target, ST, tracking detectors, and barrel

calorimeter all reside inside the bore of the solenoid. The high magnetic field produced
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by the solenoid gives charged particles a curved trajectory, allowing the momentum of the

particles to be determined. Accurate determination of the field is crucial for extracting

momenta from the reconstructed particle tracks, and the calculated map is used for this

purpose. More detail on the solenoid Magnet is given in Chapter 3 of [38].

2.3.4 Tracking Detectors

GlueX has two tracking detectors that determine the trajectory of charged particles

as they pass through the spectrometer. Additionally, they measure timing and energy loss

of the charged particles. The central drift chamber (CDC) is cylindrical and surrounds

the target, and the forward drift chamber (FDC) is contained within the solenoid barrel

downstream of the target (see Fig. 2.1). More information on the tracking detectors can

be found in chapter 5 of [38].

Central Drift Chamber:

The polar angle acceptance of the CDC is from 6◦ to 168◦, though its performance is

optimal from 29◦ to 132◦. The CDC has 28 layers of straw tubes, 12 of which are axial

to the beam line and 16 layers are set at a ±6◦ angle from the axial. The orientation of

the off-angle straws can be seen in Fig. 2.11. Each of the 3522 straws are composed of a

Mylar tube with a gold plated tungsten wire running through the center. A 50/50 mix of

argon and carbon dioxide fills the straws at 1 atm. The wires inside the straws are kept

at ∼2150 V. When charged particles pass through a given straw, the gas mixture becomes

ionized and a signal pulse is generated between the signal wire and the ground. The CDC

has a spatial resolution of 130 µm, and if a charged particle passes within 4 mm of one of

the straws, each straw has an efficiency over 98%.
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FIG. 2.11: Image of the straws of the Central Drift Chamber during construction [38].
The off-angle orientation of the straws is demonstrated here.

Forward Drift Chamber:

The FDC has complete polar angle acceptance from 1◦ to 10◦, and partial coverage up

to 20◦. The FDC is a series of 4 packages with 6 wire chambers in each package. Each

chamber has a plane of sense and signal wires sandwiched between two cathodes as depicted

in Fig. 2.12. The sense and field wires are separated by 5 mm each and kept at +2200 V

and -500 V respectively. The chambers are filled with a 40/60 argon to carbon dioxide gas

mixture. Each chamber in the package is rotated by 60◦ from its neighboring chambers.

The position resolution of the FDC is as low as 60 µm.

2.3.5 Calorimetry Detectors

The GlueX detector contains two electromagnetic calorimeters that measure the en-

ergy deposits and timing information of charged and neutral (that have decayed to γγ)

particles. The Barrel Calorimeter (BCAL) and Forward Calorimeter (FCAL) are depicted

in Fig. 2.1 in blue. More detail on the calorimetry detectors is given in Chapter 7 of [38].
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FIG. 2.12: A render of a chamber in the Forward Drift Chamber [38]. The upper
cathode faces the upstream direction.

FIG. 2.13: A rendering of the Barrel Calorimeter, and a zoomed-in view of the readout
assembly, SiPM orientation, and light guides [38].
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Barrel Calorimeter:

As the name implies, the BCAL is located in the barrel of the solenoid magnet, around

the CDC and FDC. The BCAL has a polar angle acceptance from 11◦ to 126◦, and a full

2π azimuthal acceptance. The BCAL is comprised of 48 isolated modules arranged in a

cylindrical configuration. Each of these modules contains 185 layers of corrugated lead

sheets and scintillating fibers. Silicon photomultipliers detect the light generated by the

scintillating fibers. The assembly of the BCAL can be seen in Fig. 2.13. The BCAL has

a spatial resolution of ∼2.5 cm along the beam axis, a timing resolution of ∼150 ps, and

photon energy deposit resolution σγ/Eγ < 10%.

Forward Calorimeter:

The FCAL, located in the forward region of the detector, covers the 1◦ to 11◦ polar angle

range and has a full 2π azimuthal acceptance. The FCAL consists of a circular array of

2800 4× 4 cm2 by 45 cm long lead glass blocks (see Fig. 2.14). Light emitted by particles

entering the FCAL block is detected by µ-metal shielded PMTs attached to each block

via a light guide. The FCAL has a positional resolution less than 1.1 cm and a photon

energy deposit resolution σγ/Eγ < 7% for a broad range of Eγ.

2.4 Trigger and Data Acquisition

This section will describe the trigger system and the triggers used in the typical GlueX

data taking mode, as well as the data acquisition system and performance. More detail

on the trigger and the data acquisition system can be found in Chapters 9 and 10 of [38].
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FIG. 2.14: An image of the interior of the Forward Calorimeter where the grid of lead
glass blocks can be seen.

2.4.1 GlueX Trigger

During normal data taking there are a number of triggers that operate simultaneously.

These are the nominal physics trigger, a PS trigger for photon beam flux calculations,

a random trigger used for modelling and subtracting background events, and an LED

trigger synced to LED light pulses in the calorimeters (used for calorimeter calibrations

and monitoring). The random trigger is chosen to have a rate of 100 Hz, while the LED

trigger is chosen to have a 10 Hz rate. During GlueX-I running, the PS trigger has a rate

around 3 kHz. The total trigger rate during GlueX-I data taking was around 40 kHz. A

brief description of the trigger system, the physics trigger, and the PS trigger follows.

The trigger system for GlueX consists of a dedicated pipeline of electronics hosted on

55 VXS crates along with the readout electronics. For the main physics trigger, information

from the calorimeters is used. The energy data from both the FCAL and BCAL are

digitized by FADC modules. The digitized information is summed and passed on to a crate

trigger processor (CTP). The CTPs pass their information to the global trigger crate where
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it is combined by the sub-system processors. A global trigger processor (GTP) then applies

a conditional formula to decide whether to trigger or not. The trigger supervisor module

receives the information from the GTP, and disseminates the trigger to the appropriate

data readout crates via a trigger distribution module. This system also syncs the clock for

the triggers.

The GTP typically followed two formulas/conditions for the nominal physics trigger,

and they are

2 ∗ EFCAL + EBCAL > 1 GeV && EFCAL > 0 GeV (2.2)

EBCAL > 1.2 GeV. (2.3)

Eq. 2.2 is useful for events with a significant amount of energy going in the forward

direction, while Eq. 2.3 is useful for event with large transverse energy.

The PS trigger is based on coincidence measurements in each arm of the pair spec-

trometer coarse counter, corresponding to e+e− pair production. The 3 kHz PS trigger

rate mentioned above corresponded to a typical photon flux of 1.5 ·107 γ/s in the coherent

peak region.
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CHAPTER 3

GlueX DIRC Upgrade

In 2019, the GlueX experiment was upgraded with a new particle identification de-

tector. This type of detector is known as a DIRC, which is an acronym for Detection of

Internally Reflected Cherenkov radiation. The GlueX DIRC is designed to improve the

separation of pions and kaons at charged particle momenta up to ∼ 4 GeV. This chap-

ter describes the concept, design, installation, commissioning, and early performance of

the GlueX DIRC. Special attention is paid to the characterization and calibration of the

photodetectors performed by the author.

3.1 Cherenkov Radiation

Charged particles that travel through dielectric material lose energy as the particles

interact with the medium along their path in the form of photon radiation [44]. If the

travelling charged particles are relativistic, the radiation is observed with distinct prop-

erties that were first observed and identified by Pavel Cherenkov in 1934 [45]. Tamm

and Frank formulated the theory behind this phenomenon, deriving the energy radiated

per unit distance along the charged particle’s path in the case where the velocity of the
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FIG. 3.1: Diagram of the GlueX detector (not to scale) showing the relative position
of the DIRC upgrade.

FIG. 3.2: Diagram relating the Cherenkov angle to the relativistic velocity (βc) and
the index of refraction (n).
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FIG. 3.3: Calculated relationships between the Cherenkov angle θc and particle mo-
mentum p for pions, kaons, and protons for a fixed index of refraction n.

particle is greater than the phase velocity of light in the same medium [44][46]. Due to the

fact that the radiating particle is travelling faster than the speed of light in this case, the

radiated light can be described as a ‘shock’ wavefront in the far field limit. The wavefront

is emitted in a cone around the path of the charged particle with an opening angle (θc)

related to the velocity (v = βc) and index of refraction (n(λ)) given by

cos θc =
1

βn(λ)
. (3.1)

A diagram of this wavefront relationship can be seen in Fig. 3.2.

In Cherenkov detectors, including the GlueX DIRC, charged particles travel through

a medium with well known properties, and the resulting Cherenkov angle can be measured

in order to determine the particle’s velocity. The GlueX DIRC uses the velocity measure-

ment in combination with momenta measurements from the tracking detectors to identify

charged particles by determining the mass (see Fig. 3.3, where the calculated relationship

Cherenkov angle vs. track momentum is plotted). The next section will describe the

specific design of the GlueX DIRC, and how the Cherenkov angle is determined.
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FIG. 3.4: (Left) Picture of the DIRC installed in the GlueX detector with labels.
(Right) Diagram of the optical box and PMT housing.

3.2 GlueX DIRC Design

In this section, an overview of the GlueX DIRC design is presented. A schematic of

where the DIRC resides within the GlueX experiment can be seen in Fig. 3.1. The GlueX

DIRC is a compact (in the z-dimension) detector with an angular acceptance θ < 11◦

from the beamline in the lab frame, that uses total internal reflection to direct Cherenkov

photons to photodetectors installed in an expansion volume on the ends of the radiators.

The GlueX DIRC consists of a set of radiator bars in which the Cherekov radiation is

generated, an optical box that allows photon tracks to diverge in space, and a plane of

photo-multiplier tubes (PMTs) used to detect the photons. Each of these main components

and their functions are described in the following subsections, and they can be seen in detail

in Fig. 3.4.
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FIG. 3.5: A schematic diagram of the radiator bar assembly for the DIRC [47].

3.2.1 Radiator Bars

The GlueX DIRC inherited four of the twelve DIRC “bar boxes” used in the BaBar

experiment at SLAC [47]. These bar boxes each contain twelve fused silica radiator bars

(see Fig. 3.5). The fused silica (a synthetic form of quartz) serves as the radiation in-

ducing material for producing the Cherenkov photons, as well as acting as light guides for

the photons. The bars have a high average index of refraction of ⟨n⟩ = 1.473, and are

surrounded by nitrogen gas (n ∼ 1). Each bar is 17.25 mm thick, 35 mm wide, and 4.9 m

long. When charged particles enter the radiator bars, Cherenkov photons are produced

and are internally reflected down the length of the bar (see Fig. 3.6). The bar boxes are

connected on one end to one of two optical boxes (see Fig. 3.7), and the other end of the

bars have mirrors to reflect the photons back toward the optical boxes.
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FIG. 3.6: Cartoon depicting the release of Cherenkov photons as a charged particle
passes through a radiator bar.

3.2.2 Optical Box

The Cherenkov photons that are produced in the radiator bars make their way down

the bars, totally internally reflected, and enter an optical box through a quartz window.

The optical box acts as an expansion volume that allows the paths the photons take to

the photo-detectors to diverge and reduce the required resolution at the PMT plane. A

top down cross section of the optical box can be seen in Fig. 3.4 and Fig. 3.7. The optical

box is filled with distilled water (n ∼ 1.3), which is circulated by a dedicated water pump

system. Inside the optical box is a series of mirrors mounted on aluminum strong-backs

that are used to focus the photons onto the PMT plane. The mirrors have UV enhanced

aluminum reflective surfaces, and have an additional piece of borosilicate glass epoxied in

front of their surface to prevent corrosion from reducing the reflectivity of the mirrors.

Each optical box also has three ports along the opposite side from the PMT plane to allow

LED pulser fibers to enter the box. The LED fibers shine LED light on the PMT plane

to monitor and calibrate the PMTs (see Sec. 3.5.9).
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FIG. 3.7: Engineering diagram of the optical box. This diagram shows all of the
components of the expansion volume in detail.

3.2.3 PMT Plane and Enclosure

PMT and Dark Box:

The PMTs used to detect the Cherenkov photons are mounted to a fused silica window on

one face of the optical box (see Figs. 3.4 and 3.7). The PMTs are coupled to the window

with an RTV silicone “cookie” and optical greasing oil that matches the index of refraction

of the fused silica window. Each optical box has 90 Multi-Anode Photo-Multiplier Tubes

(MAPMTs) arranged in 36 modules (some modules with 2 MAPMTs and some with 3;

see Sec. 3.3 for more detail) are held in place with modular brackets that can be seen in

Fig. 3.7. More detail on the MAPMTs used in the GlueX DIRC is given in the following

sections.

Dark Box and Bar box dark covering:

The MAPMT modules are enclosed in a dark box that is attached to the exterior of the

optical box. The dark box is constructed of stainless steel and is designed to protect the

MAPMTs from ambient light that could damage them. In addition to the dark box, a
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FIG. 3.8: (Left) The dark box (lid off) with all of the MAPMTs installed. The SiPMs
monitor for light leaks in the box before high voltage is applied to the
MAPMTs, and the interlock sensors prevent the voltage from being applied
if the lid is off. (Center) The dark box with the lid covering the MAPMTs.
(Left) the dark box covered with an additional optical shroud.

combination of black tape and optics shrouds are used to ensure no ambient light leaks

into the MAPMT enclosure, see Fig. 3.8. Interlocking sensors mounted inside the dark

box prevent the MAPMTs from receiving high voltage if the stainless steel cover is opened,

or not installed properly. The interlocking sensors and SiPMs can be seen in Fig. 3.8.

The FPGAs in the dark box are capable of generating a fair amount of heat during their

operation, and so a light tight air flow system was designed to keep the environment

from overheating. The air flow system consists of a heavy-duty air filter and bellow motor

connected by blackened ductwork to the bottom of the dark box. The air exits the top dark

box through a darkroom louver connected by more blackened ductwork. The ductwork

takes as many 90◦ turns as space allowed, and the air flow system can be seen labelled in

Fig. 3.4.
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FIG. 3.9: A single MAPMT module with 3 MAPMTS, adapter board, ASIC board
with 3 MAROC chips, and an FPGA board

3.3 MAPMT Electronics Stack

The MAPMTs used by GlueX DIRC are mounted to a compact readout board stack

developed for the CLAS12 RICH detector. A more detailed summary of the development

and description of the electronics can be found in the thesis by Matteo Turisini [48]. The

stack, shown in Fig. 3.9, consists of three boards: an adapter board, an ASIC board, and

an FPGA board. In the GlueX DIRC, the modules have either three Hamamatsu model

H12700 MAPMTs (which are 64 pixel MAPMTs, see Sec 3.4), or two H12700 MAPMTs

and a 3-D printed “dummy” PMT in the third slot. The adapter board provides a physical

translation from the MAPMTs to the ASIC board and distributes the high voltage to the

MAPMTs. The ASIC board contains three multi-anode read-out chips (MAROCs), one

for each MAPMT, that convert the analog MAPMT signal into a digital signal. The

FPGA board provides the communication between the MAROC chips and the DAQ and

contains the operational firmware. The variation in response of the individual components

in the electronic board stack was previously studied by the CLAS12 RICH group. Instead

of repeating these studies, our modules were tested and installed as an assembled unit in

order to study the response of the entire module, rather than individual components. In

this way, variations can be studied at the MAPMT+MAROC level, with the caveat that
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FIG. 3.10: Dynode structure inside the Hamamatsu H12700 MAPMT. Illustrated in
this diagram is the cascade of electrons generated and measured in one
channel.

if any tubes or ASIC boards are changed, than the module should be retested/calibrated.

3.4 Hamamatsu H12700 Multi-Anode Photo Multi-

plier Tubes

As previously stated, the GlueX DIRC used the Hamamatsu H12700 MAPMTs [49].

These MAPMTs each have a 48.5 × 48.5 mm2 active surface. The surface is divided into

an 8 × 8 grid of 6 × 6 mm2 pixels. The pixels are sensitive to a photon wavelength range

of 300 to 650 nm, with apeak sensitivity around 380 nm. The photo-cathode material is

made from borosilicate glass. Each pixel has 10 metal channel dynodes, see Fig. 3.10.
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FIG. 3.11: The interior of the laser test setup is shown here. On the left, the laser
aperture and diffuser are mounted to a 2-axis mobile platform. On the
right is a small custom rack that holds two MAPMT modules. The entire
setup shown is inside a dark box, with interlocks to the voltage supply and
laser source.

3.5 Laser Bench Test

This section will describe the bench tests used to characterize and calibrate the

MAPMTs.

3.5.1 Setup

The MAPMT modules were all tested in a dark-box laser (shown in Fig. 3.11) set-

up in order to characterize the response of individual channels, as well as to identify

any dead channels, tubes, or boards. Additionally, a study was done on a single module

with a magnetic field present in order to characterize the change in response under such

conditions. Here we give a brief description of the bench test set-up, though more detailed

information can be found in [48]. The laser had a 405 nm wavelength and was fitted

with a wheel of multiple diffusers, and was mounted to a movable arm. The laser-diffuser
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component could be controlled by the data acquisition computer via motors that allowed

the active diffuser to be changed and the laser to move in a plane parallel to the PMT

surface. The MAPMT modules were mounted two at a time, on a custom rail system

inside the dark box. The modules were supplied high voltage which was applied to the

MAPMTs, low voltage which was applied to the FPGA, and a trigger signal that was

synced to the pulse of the laser. The data from each module was read out via fiber optic

cable. The laser+diffuser was used at a low enough intensity to ensure a pure test of the

response to single photo electrons (SPE). The firmware used in the laser bench test allowed

the readout of ADC and TDC signals via a “slow” signal shaper and a “fast” signal shaper,

respectively, as well as information about the signal time of the analog signal pulse above

some threshold (time over threshold or ToT), and pixel occupancy.

3.5.2 Magnetic Field Test

The GlueX DIRC is installed close enough to the superconducting solenoid that the

optical box, and subsequently the MAPMTs, is within the fringe magnetic field. This field

is predicted to have a magnitude of 20-30 Gauss in the region of the MAPMTs which can

have an effect on the performance of the tubes that required study. To study the effect

of the field on the tubes, a small Helmoltz coil was placed within the dark box around a

single MAPMT module, as seen in Fig. 3.12. This Helmholtz coil was capable of reaching

> 30 G as measured by a Hall probe at the face of the MAPMTs. The Helmholtz coil was

oriented in two orientations (referred to as “field facing PMT” and “field facing down”)

in order to cover multiple possible field conditions. Also tested in the magnetic field were

several local, thin metal shielding concepts. The magnetic field tests were conducted at

three various Helmholtz coil currents (1 A, 2 A, and 3 A), as well as two controls without

any magnetic field. The Helmoltz coil was not large enough to ensure a uniform field, but
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in the center, the peak strength corresponded to a peak of ∼ 35 G for the 3 A setting

(∼ 23 G and ∼ 12 G for the 2 A and 1 A settings).

In Fig. 3.13, the relative efficiency of the pixels in the magnetic field test are plotted

for a single module. The pixels with the largest reduction in relative efficiency compared

to the control run correspond to the pixels on the outer edge of the MAMPTs. In order

to attempt to mitigate the efficiency loss, the MAPMTs were tested while wrapped with

µ-metal shielding. One test was run with µ-metal surrounding each individual MAPMT,

one with µ-metal wrapped around the entire module, and one with mu metal around the

module that extended past the face of the MAPMTs. The effect of the shielding on the

relative efficiency (number of SPE events per trigger normalized to a test run with no

magnetic field) is shown in 3.14. The various shielding orientations had a positive effect

on the relative efficiency of the channels effected by the magnetic field. The shielding that

extended past the end of the MAPMT face reflected more photons onto some of pixels

causing spikes in relative efficiency for those channels. The lack of available space in the

detector and the few number of channels adversely effected by the magnetic field, it was

decided to not install the µ-metal shielding around the MAPMTs. After the MAPMTs

were installed and could be tested using LED light in the presence of the actual GlueX

solenoid’s magnetic field, there was not a noticeable loss of relative efficiency due to the

field, and it was determined no shielding was needed after all.

3.5.3 MAPMT ADC Spectrum

The raw signal pulse generated by the cascade of electrons in the MAPMT is shaped

and digitized by the MAROCs on the ASIC board. The MAROC 3A designed by the

Omega Group was chosen as an ideal readout chip for the MAPMTs used by the GlueX

DIRC. This model of chip was originally developed to readout Hamamatsu H7546 MAPMTs
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FIG. 3.12: The helmholtz coil used in the magnetic field tests is show in two orien-
tations in the top two figures. The top left shows the ‘field facing down’
configuration, while the right shows the ‘field facing PMT’ configuration.
The middle and bottom figures show the magnetic field strength (in Gauss)
as measured via Hall probe at each point for the ’field facing down’ and
the ’field facing PMT’ configurations in the middle and bottom images,
respectively.
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FIG. 3.13: Results from the magnetic field test plotted as a relative efficiency, that is
normalized to a run with no field, as a function of channel number. The
different color lines correspond to the current supplied to the Helmholts
coil. The left are the results from the ‘field facing PMT’ configuration, and
on the right are the results from the ‘field facing down’ configuration. The
dips in relative efficiency correspond to pixels on the edge of the module.

FIG. 3.14: The relative efficiency (normalized to the response with no magnetic field)
results from the various local magnetic shielding options in each config-
uration. The ‘individual’ shield (green) was a layer of µ metal wrapped
around each MAPMT, the ‘Flush’ shield (red) was a was a layer of µ metal
wrapped around each module, and the ‘extended’ shield (yellow) was sim-
ilar to the flush but extended past the face of the MAPMTs. Note that
the spikes much higher than 1 correspond to pixels on the module that
photons could be reflected into by the extended shielding.
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FIG. 3.15: A sample of ADC spectra from the laser bench test for 9 different pixels
from the same MAPMT module. The black shaded region corresponds to
the pedestal as extracted from the model fit (red line), and the cyan shaded
region is the single photo-electron (SPE) region. In the interpretation of
the model fit, we see that the ADC spectrum is dominated by pedestal
and SPE with minimal contribution from events with a larger number of
photo-electrons.
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for the ATLAS experiment. The implementation of this model of readout chip with the

H12700 MAPMT was developed by the CLAS12 group for their RICH detector. The

MAROC 3A contains an embedded ADC to read out the charge of the signal by integrat-

ing the pulse formed by a slow shaper, as well as a TDC with a fast shaper that reads

out the time a given signal current is above a chosen threshold. In standard operation the

ADC cannot be read out at the rate the experiment takes data, and therefore only the fast

shaper and the TDC information is used in the GlueX DAQ. The ADC response to single

photon events is recorded during the laser bench test in order to compare and correlate to

the TDC response that is used in standard operation. The ADC spectrum provides the

most information about how the MAPMT+MAROC system responds to single photon

events, and its characterization provides valuable insight into the TDC data recorded in

standard operation.

3.5.4 General Characteristics of the ADC Spectrum

During the laser bench test outlined above, the MAPMTs were exposed to pulsed

monochromatic light and manually triggered in time with the laser pulse. The intensity of

the diffused laser light was such that the MAMPT modules would most often read out a

“dark” ADC value where no photo-electron was produced, less often the ADC value of a

single photo-electron event, and rarely any signal from events with more than one photon

per pixel. The histogram of the ADC value for a given run then provides a look at the

separation between the single photon response and the pedestal that is read out when

no signal is detected. Knowing the separation between the dark pedestal and the single

photon response allows thresholds to be set such that erroneous triggers can be avoided in

operation, as well as gain matching to generate a uniform response across all of the pixels

in the detector. An example of the ADC histogram can be seen in Fig. 3.15. The spectra
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in Fig. 3.15 are also fitted with a model that is detailed in section 3.5.6. As expected, the

ADC spectrum is dominated by the pedestal and the single photo-electron (SPE) response.

3.5.5 Effect of DAC Threshold Cuts

By also looking at the effect of digital-to-analogue (DAC) threshold cuts on the ADC

spectrum, we can be confident that we have a method of removing pedestal events from

the DAQ triggers during standard operation. Fig. 3.16 shows the reliability of making

a cut on DAC units to remove the pedestal. Shown in the example of Fig. 3.16 is the

resulting spectrum after making threshold cuts of 0, 25, 50, 100, and 200 in DAC units (a

1 mV signal corresponds to 1 DAC unit). A threshold cut of 25 DAC units clearly allows

events from the pedestal through, while the others do not. To optimize the detector for

maximum photon yield with minimal pedestal background, a safe DAC cut of 100 has been

chosen for all pixels despite the loss of SPE events in pixels such as the one in Fig. 3.16.

A threshold cut of 100 DAC units is sufficiently high to remove pedestal background for

all modules, though future tuning could be done to optimize the photon yield in a more

granular fashion if it is needed. Such an optimization would likely have a negligible effect

on the Cherenkov ring angle determination compared to uncertainties caused by other

factors (i.e. tracking, internal and external alignment, timing resolution, etc.)

3.5.6 Model for Fitting the ADC Spectrum

Since the ADC value is proportional to the number of electrons found at the final

stage of the PMT, the ADC spectrum is best described with a statistical model for the

number of photo-electrons generated at each stage. If we consider the simplest detector

that only measures the electrons produced by the photoelectric effect, the ADC value can
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FIG. 3.16: Shown here is an example of the effect of making a DAC cut on the ADC
spectrum. The spectrum with no DAC cut is in black, while those with
DAC cuts of 25, 50, 100, and 200 are in red, green, blue, and magenta
respectively.

be described by the well known Poisson distribution:

P (m;µ) =
µme−µ

m!
, (3.2)

where m is the number of photo-electrons produced by the single photon event, and µ is

the average number of photo-electrons produced by single photon events. In PMTs, the

photo-electrons are subsequently accelerated by a high voltage potential into a dynode to

generate even more electrons. The H12700 of interest here has 10 such dynode stages to

amplify the initial signal. The number of electrons generated after each stage can ideally be

described by a convolution of Poisson distributions that depend on the number of electrons

produced at the previous stage of amplification and the response of the given stage. This all

depends on some base assumptions, i.e. that the response of each stage is well behaved and

uniform, which was found to not be the case for these MAPMTs (i.e. a simple convolution
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of Poisson distributions failed to adequately describe the ADC spectrum). Therefore, the

model we chose to describe the ADC response of the H12700 MAPMTs follows from [50],

where the author modifies the Poisson convolution with factors aimed at accounting for

non-uniform aspects of the PMT dynodes.

Using the terminology in [50], smeas is the signal value read out by the ADC. sped are

signal values that come from zero photo-electron events (m = 0), and constitute the so

called ’pedestal’ distribution that is assumed to be Gaussian with average ⟨sped⟩. It is also

useful to define the quantities s = smeas − ⟨sped⟩, scale ≡ ⟨s⟩m=1 = ⟨s⟩/µ (assuming Pois-

son), and a = s/scale. These quantities will be used in the definition and interpretation

of the detector response functions ρm(a).

For m ≥ 1, each ρm(a) can be expressed as a convolution of ρ∗m1 (a). With this we

can write down the intrinsic amplitude distribution of the detector as a sum of products

of the probability to generate m photo-electrons and the response to m photo-electrons:

ϕ(a) =
∞∑

m=0

P (m;µ)ρm(a) = e−µ +
∞∑

m=1

P (m;µ)ρ∗m1 . (3.3)

One additional factor for the system resolution, R(a) (which we assume to be Gaussian

with width σa = σ/scale) gives the this normalized probability density function (p.d.f.)

to model the distribution of a:

f(a) = e−µR(a) +
∞∑

m=1

P (m;µ)ρ∗m1 ∗R. (3.4)

Now that we have the general form for the p.d.f. to model the distribution of a, all

we need now is a usable description of the detector response function ρ1(a). As described

previously, the ultimate value of the ADC signal is determined by the number of photo-

electrons produced at the window of the PMT, and then the number of electrons produced
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at each dynode for each electron produced at the previous stage. Beginning with the first

dynode (second stage), n electrons are produced with an average number of electrons ν

being produced by a single (m = 1) photo-electron. In an analogous method to Eq. (3.3),

an amplitude distribution function for the number of electrons after two stages takes the

form

ϕ2(a) = e−µq0(n) +
∞∑

m=1

P (m;µ)q∗m1 (n), (3.5)

where qm(n) is the p.d.f. describing the response function to m photo-electrons.

q0(n) = 0 when n ̸= 0, and = 1 when n = 0. qm(n) is a discrete function that plays a

similar role as ρm(a) in Eq. 3.3.

Given that f(a) in Eq. 3.4 is a continuous function and ϕ2(a) is a discrete amplitude,

incorporating Eq. 3.5 into Eq. 3.4 an additional step is required to perform the necessary

convolution. This requires weighting Eq. 3.5 with a series of delta functions summed over

n, assuming that the measured signal at this stage is directly dependent on the number

of electrons generated. The argument of these delta functions is chosen such that ⟨a⟩ = 1

for m = 1 (i.e. one photo-electron). This new discrete function takes the form

D(a) =
∞∑
n=0

δ(a− n

ν
)

∞∑
m=0

P (m;µ)qm(n). (3.6)

Taking the convolution of D(a) with the intrinsic system resolution function R(a), recalling

that R(a) is assumed to be Gaussian, gives f(a):

f(a) =
∞∑

m=0

∞∑
n=0

G(a, n;σa), P (m;µ)qm(n) (3.7)

G(a, n;σa) =
1√

2πσ2
a

exp

[
−(a− n/ν)2

2σ2
a

]
. (3.8)
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In principle, this step would need to be repeated for each successive dynode. However,

Ref. [50] argues that additional dynode stages can be modelled by an effective smearing of

the width of the Gaussian distribution Eq. 3.8. This assumes that the number of electrons

knocked out per second stage electron is large enough to consider the spread is purely

statistically. We represent the number of electrons produced per second stage electron as

ξ and define the new effective Gaussian width as

σeff (n) =
√
σ2
a + σ2

ξ =

√
σ2

scale2
+

n

ν2ξ
. (3.9)

The σ can be determined experimentally by measuring the width of the pedestal, for which

m = n = 0.

If the number of electrons generated at the first dynode by a single photo-electron is

well behaved, i.e. follows a Poisson distribution with ⟨n⟩ = ν, then we have an explicit

function for qm(n) in Eq. 3.7 for any m ≥ 1;

qm(n; ν) = P (n;mν). (3.10)

Plugging this into (3.7) and including the new effective Gaussian width gives the p.d.f. for

the signal amplitude of

f(a) =
∞∑
n=0

{
G(a, n;σeff )

[
e−µq0(n) +

∞∑
m=1

P (m;µ)P (n;mν)

]}
. (3.11)

There are several explicit assumptions about the behavior of any PMT this model is

suitable for. Unfortunately this base model is insufficient to describe the ADC spectrum of

the Hamamatsu H12700 MAPMTs. Following the laser bench test described in Sec. 3.5.1,

a fit to the ADC spectrum using this model failed to adequately describe the spectrum for
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FIG. 3.17: The fit in red uses the Poisson convolution model (3.11). This example
shows the failure of the model, in this form, to adequately describe the
ADC distribution, and it supports the need for the more complicated
model (3.15).

nearly all channels it was tried on, as can be seen in the example shown in Fig. 3.17. This

implies that some of the assumptions made about the PMT in arriving at Eq. 3.11 were

not realistic. In [50], the author prescribes a method for parameterizing the response of

the dynode, i.e. qm(n; ν), in a way to account for non-uniformity that we will now describe

here. One can think of this as decomposing the first dynode into a number of regions with

their own gain value. This is accomplished by changing ν into a vector of average particle

gain, and so rather than having one singular Poisson distribution q1(m) enter the model,

we instead have a sum

q1(n;VL) =
L∑

u=1

αuP (n; νu), (3.12)

where L is the number of different average electron gains. The relative size of the different

gain regions of the dynode are described by the αu values, and these components sum to
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1. The average number of electrons produced from this dynode can be represented by

νcL =
L∑

u=1

νuiu. (3.13)

The iu values can be thought of as the number of photo-electrons that hit each gain region

that produces an average number of electrons νu (and so must be ≥ 0). The sum of all

iu’s must be equal m, the number of photo-electrons generated at the first stage. This

means that the sum in formula (3.13) is combinatorial, and this will introduce multinomial

coefficients into the model.

In fits of the H12700 MAPMTs, it was found that L = 3 was the minimum value

to achieve fits that described the majority of the ADC spectra, and so we will limit our

description here to that value. The convolution of q1(n;V3) to determine qm(n;V3) is,

qm(n;V3) = q∗m1 (n;V3) ≡

[
3∑

u=1

αuP (n; νu)

]∗m
=

∑
i1+i2+i2=m

m!

i1!i2!i3!
αi1
1 α

i2
2 α

i2
2 P (n; νc).

(3.14)

Plugging this more complex response p.d.f. into (3.11), we arrive at the final form of our

model for the ADC spectrum of the H12700 MAPMTs:

f(a) =
∞∑
n=0

{
G(a, n;σeff )

[
e−µq0(n) +

∞∑
m=1

P (m;µ)
∑

i1+i2+i2=m

m!

i1!i2!i3!
αi1
1 α

i2
2 α

i2
2 P (n; νc)

]}
.

(3.15)

The fit using this model now has 9 unique free parameters. To keep track of these param-

eters and their interpretation, they are summarized in Table 3.1.

3.5.7 Fitting the ADC spectra and results

This section will give a brief description of the process for fitting the ADC data from

the laser bench tests with the model derived in Sec. 3.5.6. The fitting was done with a
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Label Limits Interpretation
scale > 0 Average ADC value generated from single photo-electrons
σ > 0 Width of the m=0 pedestal
µ > 0 Average # photo-electrons at stage 1
ν1 > 0 Average #electrons from stage 2, gain region 1
ν2/ν1 [0, 1] Average #electrons from stage 2, gain region 2 relative to region 1
ν3/ν1 [0, 1] Average #electrons from stage 2, gain region 2 relative to region 1
α2 [0, 1] Relative size of gain region 2
α3/(1 − α2) [0, 1] Relative size of gain region 3
ξ > 1 Average # electrons produced in stage 3 by a given stage 2 electron

TABLE 3.1: Free Parameters of the MAPMT pdf model in (3.15).

C++ macro using the CERN ROOT fit function. To ensure stable results across fitting the

ADC distributions from 79 MAPMT stacks (2 or 3 64-pixel MAPMTs each) over 72 runs

with different settings, it was important to design a simple algorithm to initialize, limit,

and/or fix the 9 parameters of Eq. 3.15. The first step was to shift the ADC spectrum so

that ⟨sped⟩ = 0. Next, the σ of the pedestal is determined by doing fit with a Gaussian

function centered at zero. To be as general as possible, the range of this fit was over the bin

range [i, j]. In this range, i is the ADC bin number ten bins below the bin that contains

s = ADC − pedestal = 0, and j is the first bin with s > 0 and s(j) < s(j + 1) (s(j) being

the bin content of bin j)). Another complication is that the error bars of the bins in the

pedestal region are so small, any deviation from a Gaussian shape is not well accounted

for as the fit prioritizes matching the bins at the very peak of the pedestal. Since we want

a ‘good enough’ estimation of the width of the pedestal, we temporarily increase the error

bars on all of the bins in the pedestal fit region until a Gaussian fit describes the pedestal

with a χ2/NDF ∼ 1. After the width of the pedestal is determined, its value is fixed

for the rest of the fit procedure. Next we put a limit on the scale value. If we assume

that due to the low light environment, the majority of the non-pedestal distribution is

from single photo electron (SPE) events and the scale value is just the average value of

the ADC spectrum above the pedestal region defined above. To not be too restrictive
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in the final fit, the scale parameter is limited to be within 25% of the estimated scale

value. After studying the fits of a few runs for a few MAPMT stacks, it appeared that

some of the parameters were relatively independent of the run conditions and individual

MAPMTs. The relative gain values ν2/ν1 and ν3/ν1, as well as the later stage electron

mulitplicity ξ, were stable enough in a random selection of channels to fix these for all

subsequent fits. Example plots from one MAPMT stack can be seen in Fig. 3.18 and

3.19 Fixing these three parameters allowed the fits to generally be more stable, and also

gave the bonus feature of speeding up the fit process. With this method of setting limits

and fixing parameters applied to the fit process, the ADC spectra from all 79 MAPMT

stacks for each of the 72 combinations of settings were fit. Examples can be seen in Fig.

3.15. The χ2/NDF distribution of all the fits can be seen in Fig. 3.20. The χ2/NDF

distribution peaks around 1.3 with a small tail going above 2, which was determined to be

an acceptable description of the group of MAPMT ADC spectra. Any channels with poor

model descriptions for the purpose of gain matching will be handled using LED-pulser

data in the next section.

3.5.8 MAPMT gain matching with ADC

In order to create a more uniform response from the PMT plane it was decided to

adjust the internal gain of the MAROCs based on the separation of the SPE distribution

from the pedestal. Using the fit information from the laser bench tests was relatively

straight forward, assuming a liner relationship between the MAROC gain and the scale

parameter in Eq. 3.15. The average MAROC gain ⟨g⟩ for all the tubes was chosen to be

unity (or 64 in the MAROC units). Given this choice, the translation from the ADC fit

parameter scale to MAROC gain is given by
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FIG. 3.18: The right plot shows an example of the stability of the ξ value over a single
three tube MAPMT stack. The left plot shows the value ξ has been fixed
to for later fits
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FIG. 3.19: Left shows the values for both ν2/ν1 and ν3/ν1 (which can be swapped
with the corresponding α value). The right shows the fixed values for each
of the relative gains ν2 and ν3.
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FIG. 3.20: χ2/NDF for all the MAPMT ADC fits using the model in (3.15) applied
as described in section 3.5.7

.

g = ⟨g⟩⟨scale⟩ − scale

⟨scale⟩
+ ⟨g⟩, (3.16)

where g is the new equalized gain, ⟨scale⟩ is the average scale factor from all of the

ADC fits, and ⟨g⟩ is chosen to be 64.

3.5.9 MAPMT gain matching with TDC

As mentioned previously, the MAMPT stacks do no readout the ADC value when the

operational firmware is installed. Therefore, being able to determine gain values through

another method using the information available during operation is desirable. Being able

to do gain matching using the LED pulser inside the DIRC will allow gain matching to be

done with MAPMT stacks that have been hot swapped (and therefore not tested as a unit

with the laser on the bench), as well as allowing us to adjust channels in which the fit did
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not successfully describe their ADC spectrum (i.e. have a bad scale input to (3.16)). From

the available information from the TDC, the time-over-threshold distribution was found to

have a strong enough correlation with the scale parameter in the ADC fit. In particular,

the average of the TDC time-over-threshold spectrum (ToT or ∆T ) was found to be the

most useful, assuming the pedestal was removed from the TDC with a sufficient threshold

cut. Using the data from the laser bench test, we can plot the correlation between the

equalized gain, as determined from the ADC scale parameter, and the TDC ∆T in Fig.

3.21. The scatter plot was then fit with a function of the form: p1 + p0 ∗ ln(x). The

logarithmic fit was found to have a better χ2/NDF than linear or quadratic polynomials,

and more complicated functions did not improve the fit quality beyond the given form.

In an analogous way to (3.16), we arrive at the following formula to determine a pixel’s

“gain-matched” gain value:

g∆T = ⟨g⟩ep
−1
0 (⟨∆T ⟩−∆T ), (3.17)

where g∆T is the new MAROC gain, ⟨g⟩ is the chosen average gain (64), ⟨∆T ⟩ is the

average ∆T for all the pixels in a given DIRC box, p0 is input from the correlation fit, and

∆T is that of the pixel of interest. Its important to note that repeating the process for

1075 V and 1100 V had a negligible effect on the parameters of the fit to the correlation

of ∆T and and scale determined equalized gain.

In the installed configuration, the process to do gain matching now is to take LED

pulser data with all of the internal MAROC gains set to 64, then determine the average

∆T for each box, and finally use (3.17) to arrive at the new equalized gain for each pixel.

Fig. 3.22 shows what the time-over-threshold distributions look like for each pixel under

unity gain, ADC fit’s scale determined gain, and the gain determined by the ∆T method.

By inspection of Fig. 3.22, one can see that the effect of the ADC fit-determined gains
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brought the peaks of the time-over-threshold distributions better in line with each other,

and that the method of using the ∆T value to find gains that do the same thing works as

intended. Further comparing the two methods, one can ask if there is a significant effect

on the relative efficiency of the pixel using one set of gains compared to the other. Defining

the relative efficiency as

ε =

(
LEDhits

LEDTriggers

)
V 1

/

(
LEDhits

LEDTriggers

)
V 2

, (3.18)

plots of these relative efficiencies in the x-y space of the MAPMT planes can be seen in

Fig. 3.23. In Fig. 3.23, one would expect the relative efficiency to be uniformly distributed

around one if both methods were working perfectly and the correlation between ∆T and

scale gains in Fig. 3.21 was reasonable. This seems true for most pixels, however some

outlying pixels do exist in Fig. 3.23. The blue pixels with relative efficiency much lower

than 1 come from channels in which the ADC fits were not accurately describing their ADC

spectrum, and therefore had gains determined from their scale parameter that were much

too high. The block of pixels in the North DIRC box towards the left side with relative

efficiencies ∼ 1.3 come from a MAPMT stack that had the electronics boards swapped

while leaving the MAPMTs installed. We do not expect the laser test data, and therefore

the ADC fit-determined gains, to apply when different MAROCs are used for the same

MAPMTs, and so the difference in that block is understandable. Overall, the method

of using the LED pulser to determine gain matching works well, and allows hardware to

be easily changed out without the need to go back to the laser tests for every new stack

configuration.
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FIG. 3.21: TDC ∆T vs Equalized gain. The average TDC time over threshold for all
MAPMT pixels taken with gain 64, voltage 1000 V, and a TDC threshold
value of 100. The equalized gain determined from fits to the ADC spec-
trum taken with the same settings using (3.16). The red line is a simple
log function, p1 + p0 ∗ ln(x), used to fit the data.

3.6 DIRC Simulation

The GlueX DIRC is simulated in the Geant4 based GlueX simulation package. Un-

derstanding the effects of the geometry and the materials on the photon distribution re-

sulting from a charged particle producing Cherekov radiation is vital for accurately recon-

structing the correct Chernekov angle, as described in section 3.7. In this section, a brief

description of the GlueX DIRC simulation is given. A more detailed description of the

simulation can be found in [51].

The internal structure of the radiator bar boxes, including geometry and material

properties, was originally modelled and simulated by the BaBar collaboration (also see

Fig. 3.5), and this information was migrated into the GlueX simulation. The support

structure for the DIRC bars was also simulated, as the added material affects the modelling

and performance of the detectors downsteam of the DIRC, such as via electromagnetic
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Unity Gain (72496) Eq Gain V1 (72492) ToT Eq Gain V2 (72495)

FIG. 3.22: These 2D plots have the TDC time-over-threshold on the Y axis and an
arbitrary pixel number on the X axis. The top row are all from the north
DIRC box, and the bottom row are from the south DIRC box. The average
time-over-threshold value for each X bin is the ∆T of that pixel. The
leftmost column contains LED pulser data taken with all of the MAROC
gains set to unity (= 64). The center column contains LED pulser data
taken with equalized gains determined from ADC fit information. The
rightmost column contains LED pulser data taken with gains adjusted
using the ∆T information from the leftmost column.
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FIG. 3.23: Relative efficiency comparing the ADC fit determined gains (V1) and TDC
∆T determined gains (V2) plotted on the z-axis in the physical x-y map
of the North (top) and South (bottom) DIRC MAPMT planes.

showers in the FCAL. The optical box and its internal components (see Fig. 3.7) also

needed accurate geometrical simulation, especially that of the internal mirrors and the

orientation of the PMT plane. The relative position and orientation of all the optical

components needs to be known to a greater degree of accuracy than survey measurements

can provide. Therefore, data was used to calibrate the Geant4 simulation of the DIRC.

3.7 Cherenkov Angle Reconstruction

As described above, when a relativistic charged particle enters the fused silica bars

in the GlueX DIRC, it radiates Cherenkov photons. The Cherenkov photons are emitted

in a cone around the charged particle’s direction of motion with an angle related to its

relativistic velocity as given in Eq. 3.1. In the GlueX DIRC, the Cherenkov photons are
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FIG. 3.24: (Left) The detected photon yield for 2000 pions and kaons in GlueX data
(identified from ρ and ϕ decays, respectively). (right) Timing of both the
data and the simulated photons. Image source from [52].

.

then internally reflected down the length of the quartz bar, and into the optical box. Some

of the photons travel relatively directly to the optical box, referred to as direct photons,

and others travel to the opposite end of the bar from the optical box before travelling

the length of the bar to reach the optical box and the MAPMTs, referred to as reflected

photons. An example of the timing of the direct and reflected photons can be seen in

Fig. 3.24(b).

The Cherenkov angle is heavily distorted in this process (see the pattern for 1000 pions

with |p⃗| ∼ 3 GeV from data in Fig. 3.25) but is preserved through the series of reflections.

Using the end position on the PMT plane, the time of arrival of every Cherenkov photon,

and the position along the bar of the charge particle hit, that is detected, allows the

Cherenkov angle to be reconstructed. There exist several complementary methods for

reconstructing the Cherenkov angle using this information which will be discussed in this

section. The main focus will be on the default method currently used by GlueX, the

geometrical reconstruction, while the other methods will just be mentioned briefly.
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FIG. 3.25: Pattern of photons detected by the MAPMTs for 1000 pions with |p⃗| ∼
3 GeV that all passed though the DIRC radiator bars in the same position
bin from GlueX data. The Cherenkov cone pattern is distorted by the
internal reflections of the photons as the travel to the MAPMTs. The
axes are the position of each pixel on the MAPMT plane.

3.7.1 Geometrical Reconstruction

The geometrical reconstruction method is currently considered the nominal method

for determining the Cherenkov angle of a given event in the GlueX DIRC. In this method,

a look-up table (LUT) is constructed in advance by simulating a large number of photons,

in Geant4, beginning at the end surface of each radiator bar where the bar meets the

optical box (see Fig. 3.26(a)). The photons are generated over the whole surface of the

end of the radiator bar and propagated through the geometry and simulated material of

the optical box to the PMT pixels. The LUT then returns the possible photon directions

calculated in the simulation, given the bar the photon originated from and the pixel that

detects it. The computation cost for generating the LUT is large, but is done and stored

before data are processed. For the Cherenkov angle of real photons in data, the radiator

bar that is hit is known from the information provided by the tracking detectors, and

the pixel and bar information can then be used to determine the Cherenkov angle on a

photon-by-photon basis (see Fig. 3.26(b)). The one additional complication in this method
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is that the number of internal reflections is not known, and so there are ambiguities in

the determination of the Cherenkov angle from each individual photon. Depending on the

number of (unknown) reflections, the inverse of each of the components of the photon’s

vector is as valid as the original hypothesis given in the LUT. This leads to a maximum

of 8 ambiguous Cherenkov angles for each photon detected by the MAPMTs. Some of

the ambiguous Cherenkov angles can be immediately eliminated if they are greater than

the critical angle for internal reflection (i.e. would not physically arrive in the optical box

due to internal reflection). Ambiguities that arise from the possibility of the photon being

a direct photon or one reflected from the far end of the bar can be separated using the

expected-measured time difference. The DIRC will typically detect between 20 and 40

photons for each charged particle that passes through the radiator bars, see Fig. 3.24.

Determining the Cherenkov angle despite the remaining ambiguities is done by creating a

histogram using all of the remaining possible Cherenkov angles for all of the photons in

the event. This histogram peaks at the true Cherenkov angle for the event with a width

that is taken to be the uncertainty and referred to as the single photon resolution (SPR).

Fig. 3.27 shows an example of this peak for samples of 2000 pions and 2000 kaons with

momentum near 3.5 GeV/c (selected from ρ and ϕ decays respectively), where the smooth

background comes from the ambiguous Cherenkov angles.

3.7.2 Other Methods

FastDIRC

Although the FastDIRC method of reconstructing Cherenkov angle is not currently used

for analyzing data, it was used in several studies during R&D of the GlueX DIRC. In

the FastDIRC method, the pattern of Cherenkov photons is simulated assuming different

PID hypotheses. The results of the fast simulation is then used to calculate a probability
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FIG. 3.26: Cartoon depicting the issue of the paths photons may take to the
MAPMTs. (a) A demonstration of the paths simulated from the end
of the bars used in the creation of the geometrical look up table. (b) a
depiction of the different angles that can reproduce the same angle the
photon has at the end of the bar. There are up to 8 ambiguous angles for
every pixel hit.

0.7 0.72 0.74 0.76 0.78 0.8 0.82 0.84 0.86 0.88 0.9
 [rad]Cθ

0

0.2

0.4

0.6

0.8

1

1.2

 [#
]

m
ax

en
tr

ie
s/

N

 = 0.8240 radπ
cθ
 = 0.8163 radK

cθ
 = 7.4 mradπ

cσ
 = 7.4 mradK

cσ

pions
kaons

FIG. 3.27: A sample of 2000 pions and kaons were selected with |p| = 3.5 GeV from
ρ and ϕ decays respectively to demonstrate the single photon Cherenkov
resolution. The vertical lines mark the expected Cherenkov angles from
the two particle types, given as θπc and θKC with standard deviations σπ

c
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c , respectively. [53]
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density function that is used to test the hypotheses on the data [54].

Time Imaging Reconstruction

The Belle-II collaboration developed a method that uses a comparison of the expected

photon arrival times and the measured ones [55]. Hypotheses for the expected times can

be calculated or determined using Monte Carlo simulations assuming the mass of the

particle. An extended log likelihood for the different PID hypotheses is calculated and

the identity of the charged particle is determined by taking the difference between log

likelihood of the hypotheses.

Machine Learning Methods

Machine learning methods for interpreting the photon hit patterns have been investigated

for use in the GlueX DIRC [56][57]. These studies used convolutional neural networks to

identify pions and kaons. Training samples can be selected using well identified particles,

kaons from ϕ decays and pions from ρ decays as well as simulated data.

3.8 Early DIRC Performance

The target π/K separation power for the GlueX DIRC is ∼ 3.0 σ separation for

charged particles with momentum around 3 GeV/c. The separation power depends on

how certain the Cherenkov angle can be determined. The uncertainty using the geometric

reconstruction method is given by

σtrack
θc =

√√√√( σphoton
θc√
Nphotons

)2

+ (σcorrelated)2, (3.19)

where Nphotons is the number of photons and σphoton
θc

is the SPR defined in section 3.7.1.

Contributions to σcorrelated include: the track resolution, multiple scattering effects, mis-

matches between the DIRC geometry and simulation, chromatic smearing, and other

90



smaller effects. Geometry mismatches and degradation of the optical components leading

to loss of photons are two sources of error under an ongoing investigation to improve the

performance of the GlueX DIRC. The estimated uncertainty and the Cherenkov angle

distribution can be combined with information from the tracking detectors to form PID

extended log-likelihood of the form [58],

logLk =
N∑
i=1

Namb
i∑
j=1

ln(Sij
k +Bij

k ) + lnPN(Ne). (3.20)

Sij
k and Bij

k is the signal and background PDFs for mass hypothesis k respectively. Ne is

the expected number of photons detected including backgrounds, N is the actual number

of pixel hits, and PN is a Poisson probability to measure N photons if Ne are expected.

Namb is the number of reconstructed photons including the ambiguous ones. The maximum

extended log-likelihood for a given PID hypothesis for a charged particle, compared to the

log-likelihood of other hypotheses, is then used to infer the identity of the particle. An

example of the separation power can be seen in Fig. 3.28, where samples of kaons and

pions were also identified through being produced in well known decays. In Fig. 3.28, the

charged particles were selected to have come from high-occupancy regions of the DIRC

radiators, in individual bars, and they are chosen to have momenta around 3.5 GeV to

demonstrate the separation ability. As seen in Fig. 3.28, the target of 3.0σ separation for

this track momenta has been achieved.

Further calibrations and improvements to the performance of the GlueX DIRC are

ongoing as well as studies of its application to a variety of analyses.
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FIG. 3.28: Log likelihood difference for 4000 ∼ 3.5 GeV/c momenta pions (blue) and
kaons (red). The separation power for these ∼ 3.5 GeV/c momenta tracks
is 3.0 ± 0.1 σ [52].
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CHAPTER 4

Reconstruction and Selection of the

K+K−π+π−p, K+K−π0π0p, and

K+K−π0ηp Final States

In Section 1.3, observations and interpretations of ϕ(2170) were discussed which in-

cludes decays in various final states. This chapter concerns the study using GlueX-I of

three reactions,

• γp→ K+K−π+π−p′,

• γp→ K+K−π0π0p′,

• γp→ K+K−π0ηp′,

related to the ϕ(2170) using GlueX-I data. Recall the ϕ(2170) was first observed to decay

to ϕπ+π−), and other possible decay modes for the ϕ(2170) that result in some of these final

states are: ϕ(2170) → K∗(892)0K̄∗0(892)0, ϕ(2170) → K1(1460)+K− + c.c., ϕ(2170) →

K1(1270)+K− + c.c., and ϕ(2170) → K1(1400)+K− + c.c. [6]. The K∗(892)0K̄∗0(892)0
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decay was briefly investigated some using this data, but are not presented here as the focus

will be on the ϕπ+π− decay mode.

4.1 Data Set

The GlueX-I data set used in this analysis was taken in three run periods over two

years using the GlueX detector setup described in Chapter 2, except the K+K−π0π0p

final state which only used the data set recorded in 2017. The three run periods used

are named 2017 01, 2018 01, 2018 08 and had integrated luminosity in the coherent peak

region (8.2 < Eγ < 8.8 GeV) of 21.8 pb−1, 63.0 pb−1, and 40.1 pb−1 respectively. Each run

period has data taken with the diamond radiator in each of the four different orientations,

as well as a fraction of events with the amorphous radiator where the beam is unpolarized

(see Sec. 2.2.1). The results in this chapter utilize all of the beam polarization conditions

summed together. The 2017 01 data set was taken with electron beam currents of 100 nA

and 150 nA, and the 2018 01 and 2018 08 run periods used electron beam currents between

250 nA and 350 nA.

4.2 Event Selection

This section will detail the event selection process and the analysis cuts applied to

the data sets to arrive at the appropriate subsets for each reaction of interest.

The first step is to skim the reconstructed data set and select candidate events that

match with the desired final state. For every charged particle in the selected final state,

there must be a charged track in the drift chambers with timing information provided

by the following detectors: TOF, ST, BCAL, or FCAL. Photons in the final state are

identified as showers in the FCAL or BCAL with no associated charged track. For all of
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the final states discussed here, each event requires a tagged beam photon, see Sec. 2.2.2.

The tagged beam photons for events of interest must correspond to the expected electron

beam bunch, but events with out-of-time beam photons are also kept and used to subtract

the “accidental” background under the prompt radio-frequency peak, see Fig. 4.1.

FIG. 4.1: Beam timing bunches. The X axis is the difference between the photon used
in the event and the expected time based on the electron beam RF timing.
The prompt peak (at ∆t = 0 ns) are the photons in time with the tagged
electron beam bunch. Events from the side peaks are kept to subtract
events under the prompt peak that come from other bunches. The prompt
peak has tails that extend under the |∆t| = 4 ns peaks, and so events from
that bunch are not kept for background subtraction. Plot taken from the
K+K−π0ηp final state.

For each candidate event that contains the specified number and type of particles (i.e.

number of photons and charged tracks), a kinematic fit is applied to every combination of

tracks available. The kinematic fit varies the kinematic variables of the particles involved

within the uncertainties in the momentum and position measurements and enforces en-

ergy and momentum conservation. If the kinematic fit converges, the event (and all of the

combinations therein) are written out to the skimmed ROOT file for further analysis; how

well the kinematic fit works is evaluated later in the analysis process. More detail on the
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kinematic fit and this process is given in Section 15.3 of [38]. Further analysis cuts are

applied to the skimmed data and are described below.

Particle Track Timing Cuts:

Once the kinematic fit has been applied and the particle energies and momenta have

been adjusted accordingly, timing cuts are applied to both the neutral and charged tracks.

These timing cuts have two purposes: 1) ensuring the tracks correspond to the same RF

bunch as the beam photon used for that event, and 2) a simple PID selection. The timing

cuts are applied to the ∆t from the expected time of hit in BCAL, TOF, FCAL, or ST

based on the tracking and PID hypothesis. Which detector the timing cut is applied to is

prioritized based on timing resolution (cuts are only made for the highest priority detector

that the particular track has information for). For charged tracks the priority list is: TOF,

BCAL, then ST. For neutral hits, the priority list is: BCAL then FCAL.

Missing Mass Squared Cuts:

The missing mass squared cut is used to ensure that any given event is an exclusive

event that matches the chosen final state (i.e. if the event has an extra (missing) particle

the MM2 will be negative (positive) or ∼ 0 if the event has the right number of particles).

The missing mass squared is, as its name implies,

MM2 =

∣∣∣∣pbeamγ + ptargetp −
(
precoilp +

∑
i

pi
)∣∣∣∣2, (4.1)

where precoilp is the detected proton and the sum over pi is the sum over the rest of the

reconstructed final state particles’ 4-vectors.
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Kinematic Fit Confidence Level:

Earlier in the event selection, the convergence of the kinematic fit was used to deter-

mine whether an event was written to the skimmed ROOT file or not, however how well

the kinematic fit performed for a combination of initial and final state kinematics and hy-

pothesis is used to make a more stringent selection. The kinematic fit itself is determined

through a χ2 minimization, and a cut can be made on the χ2/NDF (NDF = Number of

Degrees of Freedom) for a combination, or equivalently a confidence level (CL) which is

the probability of obtaining the χ2 for a given NDF.

Beam Energy Cut:

The photon beam flux information and polarization fraction (see Fig. 2.5) peaks at

8.8 GeV. If polarization information is not being taken into account (e.g. an unpolarized

cross section measurement), a minimum photon beam energy cut is often applied to re-

move the so-called baryon resonance region. In the baryon resonance region, events in

which the target proton absorbs the incoming photon and forms an excited baryon which

subsequently decays is the dominant process. In the analyses presented here, we are more

interested in diffractive production that occurs at higher beam energies. For partial wave

analyses and other analyses that include a dependence on the beam polarization, a cut is

placed on the photon beam energy to be in the vicinity of the polarized peak and thereby

ensure a maximal percentage of events due to polarized photons.

Photon Shower Quality Cut:
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The photon shower quality (Qγ) variable is determined by a machine learning algo-

rithm that separates hadronic, electromagnetic, and accidental showers in the calorimeters

[59]. The algorithm was trained using real data from ω meson decays which contain both

photons and charged hadrons. The photon shower quality value can be thought of as a

probability, between 0 and 1, of whether or not the shower in the calorimeter was produced

by a photon. A shower with a photon shower quality of 1 is considered very photon-like

and 0 is not photon-like at all.

4.3 K+K−π0ηp Event Selection

For the reaction γp → K+K−π0ηp, the proton, K+ and K− are directly detected in

the drift chamber, while the π0 and η decay almost instantly (∼ 10−17s for the π0 and

∼ 10−19s for the η) before reaching the detector. For this reaction, the reconstructed data

is skimmed for events with two positively charged tracks, a negatively charged track, and

four neutral showers. One of the positively charged particle tracks must have a proton

mass hypothesis, the other must have a kaon mass hypothesis, and the negatively charged

track must have a kaon mass hypothesis (although other hypotheses may be present for

the same track). The four neutral showers in this reaction correspond to the π0 and η

each decaying to two photons. The kinematic fit is applied over these particles for all of

the different hypotheses, or possible combinations, allowed. For example, if the neutral

showers are identified as photons and labelled a-d, the kinematic fit will be performed with

the hypothesis that the π0 (η) decays to γaγb (γcγd), and again for the hypotheses γaγc

(γbγd), γaγd (γbγc), γbγc (γaγd), and γbγd (γaγc). As previously stated, for each combination

for which the kinematic fit converges, the combination will be saved. The analysis cuts on

the skimmed γp→ K+K−π0ηp events are described in the remainder of this section.
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The charged track timing cuts are given in Table 4.1.

PID ∆t (ns) TOF ∆t (ns) BCAL ∆t (ns) FCAL ∆t (ns) ST

p ± 0.5 ± 1.0 None None
K+ ± 0.3 ± 1.0 None None
K− ± 0.3 ± 1.0 None None
γ N/A ± 1.5 ± 2.5 N/A

TABLE 4.1: γp → K+K−π0ηp particle timing cuts.

The rest of the analysis cuts for γp→ K+K−π0ηp are listed in Table 4.2.

Cut Variable Condition

Mπ0→γγ [0.08, 0.15] GeV/c2

Mη→γγ [0.35, 0.75] GeV/c2

|MM2| < 0.02 (GeV/c2)2

CL > 0.001
Eγ > 7.0 GeV
Qγ > 0.5

TABLE 4.2: γp → K+K−π0ηp analysis cuts. The Mγγ cuts are loose mass cuts on
the two photon masses. |MM |2 is the missing mass squared, CL is the
confidence level, Eγ is the beam energy, and Qγ is the photon shower
quality.

The MM2 for γp → K+K−π0ηp is plotted in Fig. 4.2 after applying a |MM2| < 0.02

(GeV/c2)2 cut.

Plots of the kinematic fit χ2/NDF and confidence level are shown in Fig. 4.3. Plots of

the beam energy before and after the beam energy cuts are shown in Fig. 4.4.

4.4 Features of the K+K−π0ηp Final State

In Sec. 1.3, it was proposed to look for an isovector companion to the ϕ(2170).

Because the ϕ(2170) was first observed decaying to ϕf0(980), the motivation for exploring

the K+K−π0ηp state is to search for this isovector companion in the analogous decay
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FIG. 4.2: γp → K+K−π0ηp MM2 after a |MM2| < 0.02 (GeV/c2)2 cut is applied.

X → ϕa0(980) with ϕ → K+K− and a0(980) → π0η. This section describes the 2-D side

band subtraction to statistically remove the non-K+K−π0ηp events from the K+K−γγγγp

events whose selection is detailed in Sec. 4.3. Then the invariant mass distributions of

various final state particle combinations are explored for interesting features. And finally,

an attempt to observe novel signals through ϕπ0η yields is presented.

In the selection process, events with combos in the K+K−γγγγp final state that were

selected with the hypothesis that the photons were consistent with a π0 (Mγγ = [0.08,

0.15] GeV/c2) and an η (Mγγ = [0.35, 0.75] GeV/c2). Even with requiring the kinematic

fit to converge and the cuts made in Table 4.2, a significant background of non-K+K−π0ηp

combos exist. These backgrounds are subtracted using the 2-D background subtraction

method used in [60]. The signal region is defined such that the 2-γ mass corresponding to

the π0 is between 0.115 and 0.155 GeV or the 2-γ mass corresponding to the η is between

0.505 and 0.585 GeV. Sidebands with half the width of the signal regions were defined on

either side of signal regions in the 2-γ masses. In the 2-dimensional space, the sideband

regions overlap in four regions, and the signal region overlap in the region corresponding
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FIG. 4.3: γp → K+K−π0ηp MM2 Kinematic fit χ2/NDF (top) and confidence level
(bottom).
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FIG. 4.4: γp → K+K−π0ηp photon beam energy before (top) and after (bottom) 7.0
GeV cut.
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to events with a π0 and an η. The π0 and η signal regions are weighted with weight 1,

non-overlapping sideband regions carry weight -1, and the overlapping sideband reagions

regions carry a weight of -5/2, and every other combo not in these regions is removed

from the analysis. The weights are applied to all of the subsequent plots presented in this

reaction. Note, this implementation of this 2D sideband sideband subtraction method may

not be optimal or suitable for this reaction and should be revisited in any future works.

4.4.1 Mass Distributions

The motivation to study the γp → K+K−π0ηp was to search for a proposed inter-

mediate meson [61] that decays to ϕa0(980) and/or ϕπ0η. We will look for enhancements

in the mass spectra of the K+K− and the π0η, and the K+K−γγγγ systems. The mass

spectra of interest are shown in Fig. 4.5. In the two meson mass spectra, the π0η mass

spectrum shows an enhancement near 0.98 GeV/c2, and the K+K− spectrum shows a

narrow enhancement near 1.02 GeV/c2 and broad enhancement near 1.3 GeV/c2. The π0η

0.98 GeV/c2 peak may be due to the a0(980). The 1.02 GeV/c2 peak in K+K− is treated

as the ϕ, while the 1.3 GeV/c2 peak may be caused by events with ρ → π+π− where the

two pions are both reconstructed as kaons (i.e. when the pions are misidentified as kaons,

the kinematic fit adjusts their 4-mometum which can shift the mass of the resonance in

the KK mass spectrum). The K+K−γγγγ mass spectrum shows no enhancements at all.

4.4.2 Yields

From the mass spectrum plots in Fig. 4.5, there exist events with ϕ mesons decaying

to K+K− and events with a0(980) mesons decaying to π0η. The next step in the survey is

to see if there is an enhancement in the number of events with ϕ mesons and events with

ϕa0(980) together as a function of the K+K−π0η mass.
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FIG. 4.5: Meson Mass Spectra in γp → K+K−π0ηp. From top to bottom: the π0η
mass spectrum, theK+K− mass spectrum, and theK+K−γγγγ mass spec-
trum.
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As far as γp→ ϕa0(980)p events are concerned, we first look at the ϕ yield as a function

of π0η mass to estimate the total number of events. The ϕ yield is evaluated by fitting the

K+K− with a Gaussian signal function + polynomial background in the corresponding

mass bins, see example in Fig. 4.6, and integrating the Gaussian portion. The ϕ yield as

a function of the π0η mass is shown in Fig. 4.7(a), and the rest of the individual fits are

shown in Appendix B. From the plot in Fig. 4.7(a), there is an enhancement consistent

with the a0(980), but there are much fewer than 1000 events in that peak. The small

number of potential γp → ϕa0(980)p events precludes any attempt to resolve ϕa0(980) as

a function of K+K−π0η mass.

In order to search for enhancements in the ϕπ0η production as a function of K+K−π0η

mass, the same procedure of fitting the ϕ→ K+K− yield in each of the relevant K+K−π0η

mass bins. The ϕπ0η yields are plotted in Fig. 4.7(b), and the fits are shown in Appendix

B. The ϕ yield in Fig. 4.7(b) does not show any significant enhancement with which to

claim an observation of an intermediate state decaying to ϕπ0η.

The error on the extracted ϕ → K+K− yield is estimated from the error of the

integral of the fit function around the ϕ peak. Based on the bin-to-bin variations seen in

Fig. 4.7(a), especially in the lower yield bins, the errors are likely under-estimated. This is

likely due to the fact that relatively small changes to the width of the Gaussian, which was

a free parameter in the fits, do not greatly effect the fit quality, but can vary the integral

of the function significantly. This error was not quantified for the purposes of this survey,

but would be essential if one wanted to report a cross section measurement.

4.5 K+K−π0π0p Event Selection

For the reaction γp → K+K−π0π0p, the proton, K+ and K− are directly detected

in the drift chambers, while the two π0s each decay to two photons which are detected in
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FIG. 4.6: An example of the ϕ Yield Fit in the mass bin 1.06 < M(π0η) < 1.09
GeV/c2.

(a) (b)

FIG. 4.7: (a)ϕ Yield vs. π0η mass, and (b) the ϕ Yield vs K+K−π0η. See Fig. 4.6
fit for an example of how each bin is determined in these yield plots.
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the calorimeters. The mass hypotheses and neutral combinatorics are similar to that of

Sec. 4.3. The analysis cuts on the skimmed γp → K+K−π0π0p events are described in

the remainder of this section.

The charged track timing cuts are given in Table 4.3.

PID ∆t (ns) TOF ∆t (ns) BCAL ∆t (ns) FCAL ∆t (ns) ST

p ± 0.5 ± 1.0 None None
K+ ± 0.3 ± 1.0 None None
K− ± 0.3 ± 1.0 None None
γ N/A ± 1.5 ± 2.5 N/A

TABLE 4.3: γp → K+K−π0π0p charged particle timing cuts

The rest of the analysis cuts for γp→ K+K−π0π0p are listed in Table 4.4.

Cut Variable Condition

Mγγ→π0 [0.08, 0.15] GeV/c2

|MM2| < 0.05 (GeV/c2)2

CL > 0.00001
Eγ None

TABLE 4.4: γp → K+K−π0π0p analysis cuts. The Mγγ cuts are loose mass cuts on
the two photon masses. |MM |2 is the missing mass squared, CL is the
confidence level, and Eγ is the beam energy.

The MM2 for γp→ K+K−π0π0p is plotted in Fig. 4.8 before applying any other cuts.

Plots of the kinematic fit χ2/NDF and confidence level are shown in Fig. 4.9. The cut on

the kinematic fit confidence level was looser than that chosen in the K+K−π0ηp′ final state

selection in order to increase statistics despite allowing for more background events. The

plot of the beam energy is shown in Fig. 4.10. The plots presented here do not contain a

cut on the beam energy, but a cut should be applied in future works.
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FIG. 4.8: γp → K+K−π0π0p MM2 before Kinematic fit cut applied.

FIG. 4.9: γp → K+K−π0π0p MM2 Kinematic fit χ2/NDF (left) and confidence level
(right).

FIG. 4.10: γp → K+K−π0π0p photon beam energy
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4.6 Features of the K+K−π0π0p Final State

This section details the search for the ϕ(2170) in the K+K−π0π0p final state using the

data from the GlueX-I 2017 01 run period. As seen in Sec. 1.3, the ϕ(2170) was seen to

decay to ϕf0(980). In this final state we consider the decays ϕ → K+K− and f0(980) →

π0π0, with each π0 decaying to γγ. This final state was explored as a complementary

study to the K+K−π+π−p final state. This final state has the advantage of not containing

contributions from ρ in the π0π0 mass spectrum (as opposed to the π+π− mass spectrum

in Sec. 4.8 which is dominated by the ρ, see Fig. 4.17(b)).

This section will begin by examining the relevant invariant mass spectra, and then

signs of the ϕ(2170) will be searched for as an enhancement of ϕπ0π0 and ϕf0(980) yields

in a similar manner to the previous section.

4.6.1 Mass Distributions

The aforementioned mass distributions of interest are shown in Fig 4.11. The π0π0

invariant mass spectrum in Fig. 4.5(a) does not show any enhancement in the f0(980) mass

region. The K+K− mass spectrum in Fig. 4.5(b) shows a strong enhancement consistent

with the ϕ meson, as well as the same misidentified pion peak above 1.2 GeV/c2 described

in Sec. 4.4.1. Fig. 4.11(c) shows the K+K−π0π0 mass spectrum which has no identifiable

resonant-like features.

4.6.2 Yields

Following the same methods outline in Sec. 4.4.2, the ϕ yield is determined as a

function of the π0π0 mass and the K+K−π0π0 mass.

The ϕ yield as a function of π0π0 mass is shown in Fig. 4.12(a), and the distribution

has a small enhancement just below 1 GeV/c2. This enhancement may be consistent with
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FIG. 4.11: Invariant mass spectra in γp → K+K−π0π0p. Top is the π0π0 mass,
middle is the K+K− mass, and bottom is the K+K−π+π− mass.
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(a) (b)

FIG. 4.12: (a)ϕ yield vs. π0π0 mass, and (b) ϕ Yield vs K+K−π0π0 mass. ϕ yields
determined from fits to the K+K− mass.

the f0(980), but the same caveats on the bin-to-bin fluctuations with the yield discussed

in Sec. 4.4.2 also apply here.

The ϕ yield as a function of the K+K−π0π0 mass is shown in Fig. 4.12(b). This

yield distribution has some fluctuations, but none that could be considered a significant

enhancement given the concern with uncertainties in the yield determination.

4.7 K+K−π+π−p Selection

For the reaction γp→ K+K−π+π−p, the proton, K+, K−, π+, and π− are all directly

detected in the drift chambers. For this reaction, the reconstructed data is skimmed

for events with three positively charged tracks, and two negatively charged tracks. The

charged particles can be rearranged into combos if multiple mass hypotheses exist for

like-charged tracks, meaning there is still often more than one combo per event for which

the kinematic fit converges. For example, if both negatively charged tracks have a mass

hypotheses consistent with a pion and a kaon, there will be a combo with one treated like

a kaon (the other as a pion) and another combo with the reverse. The analysis cuts on

the skimmed γp→ K+K−π+π−p events are described in the remainder of this section.

The charged track timing cuts are given in Table 4.5.
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PID ∆t (ns) TOF ∆t (ns) BCAL ∆t (ns) FCAL ∆t (ns) ST

p ± 0.5 ± 1.0 None None
K+ ± 0.3 ± 1.0 None None
K− ± 0.3 ± 1.0 None None
π+ ± 0.3 ± 1.0 None None
π− ± 0.3 ± 1.0 None None

TABLE 4.5: γp → K+K−π+π−p charged particle timing cuts

The rest of the analysis cuts for γp→ K+K−π+π−p are listed in Table 4.6.

Cut Variable Condition

|MM2| < 0.02 (GeV/c2)2

CL > 0.001
Eγ > 8.0 GeV

TABLE 4.6: γp → K+K−π+π−p Analysis cuts. |MM |2 is the missing mass squared,
CL is the confidence level, and Eγ is the beam energy.

The MM2 for γp → K+K−π+π−p is plotted in Fig. 4.13 after applying a |MM2| < 0.02

(GeV/c2)2 cut.

Plots of the kinematic fit χ2/NDF and confidence level are shown in Fig. 4.14. For

comparison, plots of the χ2/NDF and confidence level for a signal Monte Carlo sample is

shown in Fig. 4.15. The signal Monte Carlo sample used for these plots does not have any

non-K+K−π+π−p backgrounds, and the sample was passed through the GlueX detector

acceptance simulation. The χ2/NDF distribution for the data in Fig. 4.14 has a large

amount of background that has not been cut yet which is why distribution peaks much

higher than 1. The χ2/NDF distribution for the Monte Carlo sample peaks much closer

to 1 as expected since it does not contain any background. A plot of the beam energy

after the beam energy cut is shown in Fig. 4.16.
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FIG. 4.13: γp → K+K−π+π−p MM2 before any analysis cuts are applied.

4.8 Features of the K+K−π+π−p Final State

As with the previous two sections, this section will explore some mass spectra relevant

to the ϕ(2170) search. This section will begin by looking at some intermediate mass spec-

tra, then background processes (to the possible production of ϕ(2170)) will be examined

and cut using a van Hove analysis, and finally we will look at ϕ yields as a function of

K+K−π+π− and π+π− mass.

4.8.1 Mass Distributions

The invariant mass distributions presented in this section are those relevant to the

search for the ϕ(2170), as well as those that will be useful in the following sections and

the amplitude analysis in Sec. 6.

The mass spectra in Fig. 4.17 are formed from the two meson invariant masses:

K+K−, π+π−, K+π−, and K−π+. The K+K− mass spectrum shows a strong enhance-

ment centered near 1.02 GeV/c2 consistent with the ϕ meson, as well as higher mass

enhancements (potentially from bad PID as discussed in Sec. 4.4.1). The π+π− mass
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FIG. 4.14: γp → K+K−π+π−p GlueX data Kinematic fit χ2/NDF (top) and confi-
dence level (bottom).
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FIG. 4.15: Monte Carlo γp → K+K−π+π−p Kinematic fit χ2/NDF (top) and con-
fidence level (bottom). The Monte Carlo sample was generated with
K+K−π+π−p and passed through the simulation of the GlueX detector
acceptance simulation.
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FIG. 4.16: γp → K+K−π+π−p photon beam energy after 8.0 GeV cut.

spectrum shows enhancements centered near 0.5, 0.77, 0.98, and 1.25 GeV/c2 that are

possibly caused by the production of the K0
s , ρ, f0(980), and the f2(1270), respectively.

The K+π− and K−π+ mass spectra both show strong enhancements centered near 0.89

GeV/c2 and a smaller enhancement centered near 1.4 GeV/c2, which are consistent with

the K∗0(892) and the K∗0(1430). The ϕ and f0(980) will be used in the search for the

ϕ(2170), while the ρ and K∗(0)(892) will be relevant for the amplitude analysis in Chapter

6.

The masses in the spectra in Fig. 4.18 are calculated from the combination of K−π+π−

and K−π+π− which one would expect to see signs of known excited kaons. Enhancements

between 1.3 and 1.5 GeV that are readily seen in these spectra can be any number of these

known excited kaons that will be explored further in Chapter 6.

The four-meson mass spectrum in Fig 4.19 shows the invariant mass of theK+K−π+π−

mass spectrum. Without any cuts applied, there is not any clear structure associated with

any known resonances, and so this mass spectrum will be revisited in Sec. 4.8.4 once some

of the backgrounds have been subtracted.
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FIG. 4.17: Mass spectra in γp → K+K−π+π−p. From top to bottom: the K+K−

mass spectrum, the π+π− mass spectrum, the K−π+ mass spectrum, and
the K+π− mass spectrum.
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(a)

(b)

FIG. 4.18: Mass spectra in γp → K+K−π+π−p. The top plot is the K−π+π− mass
spectrum. The bottom plot is the K+π+π− mass spectrum
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FIG. 4.19: Mass spectrum of K+K−π+π− in γp → K+K−π+π−p

4.8.2 Baryon Excitations in γp→ K+K−π+π−p.

In the context of diffractive, t-channel production, such as the sought after γp →

ϕ(2170)p reaction, processes with an excitation of the proton (and subsequent decay) are

a background that can obfuscate the processes of interest. Fig. 4.20 shows the mass spectra

of systems involving the proton and one or more mesons. The pπ+ mass spectrum shows

a very large and wide enhancement consistent with the ∆++ baryon. The pπ− spectrum

shows a narrow peak just above 1.1 GeV/c2 consistent with the Λ baryon, as well as several

higher-mass excited baryon peaks. The peak centered around 1.5 GeV/c2 in the pK− mass

spectrum is consistent with the Λ(1520), and there also exists an enhancement that may be

due to a higher mass Λ baryons or a baryon decaying to pπ− where the π− is reconstructed

as a K−. And finally, the pπ+π− mass spectrum shows a couple of enhancements that may

be due to baryons with masses near 1.5 and 1.65 GeV/c2. In the cases where the events

involving excited baryons are significant backgrounds, it would be useful to be able to

remove those background events without cutting away too many events of interest. Based

on the location and some of the widths of some of these baryons, simple mass vetos may
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not be ideal when searching for indications of processes which are limited by statistics,

and so the next section will explore a van Hove analysis for separating baryon excitations

from t-channel processes.

4.8.3 van Hove Analysis

In 1969, Léon van Hove published a method for visualizing and distinguishing various

categories of processes that lead to the same final state [62]. This method leverages the

empirical behavior of hadron collisions that the transverse momenta of the final state

particles in the center-of-mass frame (CoM) are small, the longitudinal momenta are large

(especially compared to the particle masses), and that different types of processes will have

different distributions of longitudinal momenta. For reactions with multiple final state

particles, the longitudinal momentum phase space is much more manageable in terms of

dimensionality while using more kinematic information than searched-for peaks in mass

spectra. This section will describe the four final state particle van Hove phase space plots

and their application in removing excited baryon processes in γp→ K+K−π+π−p.

First consider a 2 → n reaction in the CoM frame, where n is the number of final

state particles. The ith final state particle has energy Ei, mass mi, longitudinal momentum

pLi (chosen to be the component of momentum parallel with the incoming momenta of

one of the initial state particles), and transverse momentum pT i. In the CoM frame the

conservation of energy and momentum equations are given by

n∑
Ei = W, (4.2)

n∑
pLi = 0, (4.3)

n∑
pTi = 0, (4.4)
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FIG. 4.20: Baryon Mass Spectra in γp → K+K−π+π−p. From top to bottom, the
pπ+ mass spectrum, pπ− mass spectrum, the pK+ mass spectrum, and
the pπ+π− mass spectrum.
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FIG. 4.21: The van Hove Cubeoctahedron. The planes indicated in the top image
are the planes of pLi = 0. The bottom image depicts what processes
correspond to which region of the surface.

where W is the total energy. If pLi >> pT i and pLi >> mi, then the set of coordinates {

pLi ... pLn } lie on an n − 2 hypersurface in longitudinal momentum phase space. This

hypersurface is the surface of a polyhedron defined by

n∑
|pLi | ∼= W (4.5)

The sides and vertices of this polyhedron define the regions on the surface that have

pLi, ... = 0. The hypersurface for an n = 3 final state is a hexagon, the hypersurface for a

n = 4 final state is the surface of a cubeoctahedron (see Fig 4.21) , and final states with

n > 4 have surfaces with higher dimension than is useful for this visualization.

The reaction γp→ K+K−π+π−p of interest is n = 5 on the surface, but the van Hove

analysis can still be applied if two of the particles treated as one isobar (e.g. by treating

K+ + K− as ϕ). The longitudinal phase space needs to be parameterized so that events

can be plotted, and the parameters are chosen such that the z = 0 plane corresponds to
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pL1 = 0 and the pLi ̸=1 = 0 planes equally span the phase space. The choice of coordinates

is

z = pL1, (4.6)

x =

√
3

8

(
pL3 − pL2

)
, (4.7)

y =

√
1

8

(
2pL1 + 3pL2 + 3pL3

)
. (4.8)

The square faces of the cuboctahedron shown in Fig. 4.21 correspond to regions of the

phase space where two particles are going forward (i.e. pL > 0) and two particles are going

backwards (i.e. pL < 0). The triangular faces correspond to regions where three particles

are going in one direction and one is going in the opposite direction. The cuboctahedron

can be projected onto a 2-D plane using the typical spherical angles, see Fig. 4.22. Also

shown in Fig. 4.22 are the projections of the great circles that define the four pLi planes,

and each region is labelled by which of the pLi are positive or negative in that region. The

great circle projections are given by

G1(ϕ) = tan−1

(
2
√

2 sin(ϕ− π/3)

)
, (4.9)

G2(ϕ) = tan−1

(
2
√

2 sin(ϕ− π)

)
, (4.10)

G3(ϕ) = tan−1

(
2
√

2 sin(ϕ− 5π/3)

)
, (4.11)

G4(ϕ) = π/2. (4.12)

As stated previously, to use the n = 4 van Hove plots, two particles must be combined

in the choice of the set of momenta { pL1 ... pLn } in the final state of interest. Different
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FIG. 4.22: The projected van Hove cubeoctahedron. The top image in Fig. 4.21
shows the pLi = 0 planes of the van Hove cubeoctahedron, which are now
projected onto this 2D diagram. the ±±±± labels in each of the regions
indicated the sign of the pL1 pL2 pL3 pL4 in the center of momentum frame.

choices of which particles to combine were chosen and used simultaneously to find a set

of cuts to remove the baryon backgrounds. To study these cuts, five toy Monte Carlo

samples were generated; one with a ϕ(2170) produced with no baryon excitation and the

decay ϕ(2170) → ϕf0(980), and three samples generated with different excited baryons

seen in Fig. 4.20 (a ∆++, Λ(1520), and N∗ → pπ−) with the appropriate decays and

kinematics for GlueX. To give an example of how the cuts were selected, we reference Fig.

4.23, where the van Hove phase space plots (for the choice of p+K−, p+ π+, and p+ π−

as particle i = 4) are shown for the Monte Carlo sample generated with a recoil Λ(1520),

the Monte Carlo with the ϕ(2170), and the data. In this example, if we want to remove

the majority of events with a Λ(1520) but keep events with the ϕ(2170), then we choose

to throw out events in the p+ π+, and p+ π− choice of particle i = 4 with θ < G1. Cuts

are then chosen to remove the other excited baryons using similar cuts; the effect of these

cuts on the Monte Carlo samples are given in Table 4.7. The cuts are effective in cutting

events with excited baryons (see p + π+ mass plots before and after the van Hove cuts

in Fig. 4.24) with the price of cutting up to ∼15% of the desired signal events. The van
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FIG. 4.23: Example of how the van Hove plot is used to differentiate different pro-
cesses. The columns are for different pairs of particles being treated as
the isobar. The columns (from top to bottom) histogram the events from
a γp → K+π+π−Λ(1520) Monte Carlo sample, a γp → ϕf0p Monte Carlo
sample, and the data. If one wants to separate events with baryon excita-
tion from ones without, on need only choose a region of this phase space
only occupied by the desired events.

Hove cuts are applied going into the following section where the ϕ yields are shown and

discussed.

4.8.4 Yields

Following the methods used in Sections 4.4.2 and 4.6.2, ϕ yields as a function of

K+K−π+π− mass and π+π− are extracted to search for the ϕ(2170).

Fig. 4.25(a) shows the ϕ yield as a function of the π+π−, where there is a enhancement

near 0.8 and 1.0 GeV/c2. Comparing to Sec. 4.6.2, there do seem to be events consistent

with γp → ϕf0(980), but there are too few to attempt to determine their distribution as

a function of K+K−π+π− invariant mass.
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(a)

(b)

FIG. 4.24: An example of the efficacy of the van Hove cut. Top is the plot of the
pπ+ mass before the ∆++ van Hove cut is applied, and (b) is a plot of
the pπ+ mass after the cut. The line shape in the bottom shows that a
large amount of the ∆++ peak is removed. The top plot is from a subset
of the GlueX-I data and the bottom is from the whole GlueX-I data set,
and so the Y-axis event counts are hidden to encourage the comparison of
the line shape of each plot despite the sample size difference.
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MC Sample N∗ vH Cut Λ(1520) vH Cut ∆++ vH Cut

K+K−π−∆++ 0.55 % 1.64 % 93.7 %
K+π+π−Λ(1520) 5.00 % 93.6 % 3.12 %
K+K−π+N∗ 95.30 % 4.6% 5.91 %
ϕ(2170)p 14.5 % 3.8 % 15.31 %

TABLE 4.7: Percent of event cut in van Hove Cut Study on Monte Carlo data. Cuts
were defined similar to the example in Fig 4.23. The % value refers to
the percentage of events cut from the specified sample.

The ϕ yield as a function of K+K−π+π− in 4.25(b) does not show any clear resonant-

like structure, although there seems to be some effect between 2.0 and 2.2 GeV/c2 that

appears to look more like noise than structure. This noise could be caused by events with

excited baryons that the van Hove cuts did not remove. It was learned from studying

the Monte Carlo data that excited baryon events that survived the van Hove cuts also

happened to lie in the region of K+K−π+π− mass that we see noise in the ϕ yields.

Whether the noise in the ϕ yield can be attributed to the inefficiencies of the van Hove

cuts or not requires more study. Regardless of the source of the noise, the ϕ(2170) signal

remains elusive in the GlueX-I data set.

4.9 Discussion of Final State Surveys

From surveying the mass spectra of all three of the reactions, it is clear there is a

rich variety of processes that produce these final states. Ultimately, none of the channels

proved to yield a significant enhancement consistent with the ϕ(2170) in this search. All

three of the reactions were too statistically limited to resolve any potential signal through

calculating yields. The van Hove analysis in Sec. 4.8.3 showed the large amount of non

t-channel backgrounds that dilute the search for the ϕ(2170) in the K+K−π+π−p final

state.

As discussed in Sec. 1.3, the thesis work of A. Hamdi [33] independently sought
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(a)

(b)

FIG. 4.25: ϕ yields in γp → K+K−π+π−p. (a) is the ϕ yield as a function of π+π−

mass, and (b) is the yield as a function of K+K−π+π− mass.
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to measure the γp → ϕ(2170)p cross section in the K+K−π+π−p final state in greater

detail than the surveys presented here. The result in Ref. [33] was an upper limit on the

photoproduction cross section. Therefore, the search for the ϕ(2170) in photoproduction

awaits a larger data set in order to resolve the statistical and systematic uncertainties.

The GlueX-II data set, with the DIRC upgrade, projects to increase the data set size by

a factor 5 while also improving the π/K separation. The improved π/K separation will

ideally decrease the systematic uncertainties in selecting the K+K−π+π−p final state, and

the improved statistics would answer whether the hints of the ϕ(2170) are real or not.

This analysis will now shift focus away from searching for peaks in mass distributions

for the ϕ(2170) towards a deeper look at the excited kaons in the K+K−π+π−p final state.

To do this, events with a recoil Λ(1520) (see 4.20) will be selected and a partial wave

analysis of the K+π+π− system will be performed.
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CHAPTER 5

Partial Wave Analysis Tools

The partial wave analysis of the reaction γp→ K+π+π−Λ(1520) serves two purposes

in the context of this work:

1. The K+π+π− system is the final state for numerous excited kaons which can be studied

in the reaction.

2. Excited baryons are a large background when studying the 4-mesons system, K+K−π+π−,

as discussed in Sec. 4.8 and need to be well understood to search for states like the

ϕ(2170).

The known excited kaons that eventually decay to Kππ with mass below 1.6 GeV/c2

are listed in Table 5.1 along with their widths, relevant decays, and relevant branching

fractions. Its easily seen in Table 5.1 that in the mass range from Kππ threshold to 1.6

GeV/c2 has several overlapping resonances with a variety of JP quantum numbers that

require a PWA to untangle. The 1.6 GeV/c2 cut-off for the partial wave analysis was

chosen for this analysis due to limited statistics, and also to avoid the need to include

intermediate isobar decays involving higher-mass excited kaons that do not necessarily
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Resonance Jp Mass (MeV) Width (MeV) Decay Γi/Γ

K(1460) 0− 1400 - 1482 250 - 335 Kρ seen
K∗(892)π seen

K1(1270) 1+ 1253 ∼ 100 Kρ 42%
K∗(892)π 16%

K1(1400) 1+ 1403 ∼ 175 K∗(892)π 94%
Kρ 3%

K∗(1410) 1− 1414 ∼ 230 K∗(892)π >40%
Kρ < 7%

K∗
2(1430) 2+ 1427 ∼ 100 K∗(892)π 24%

Kρ 8.7%
K2(1580) 2− ∼ 1580 ∼ 110 K∗(892)π seen

TABLE 5.1: Excited kaons with mass between 1.1 and 1.6 GeV/c2 with decays to
K+π+π−. Mass and width values come from the PDG averages [6]. All
of the relevant decays are to a vector pseudoscalar pair.

follow the vector pseudoscalar decay model we wish to use from Sec. 1.4. The formalism

for partial wave analysis was described in Sec. 1.4, and in this chapter will describe the

tools used in the partial wave analysis of the reaction γp→ K+π+π−Λ(1520).

5.1 Fitting with IU AmpTools

AmpTools is package of libraries developed by the experimental elementary parti-

cle physics group at Indiana University Bloomington for performing unbinned maximum

likelihood fits using amplitude based models [63]. The GlueX collaboration maintains

additional libraries used with AmpTools that contain amplitudes and other relevant fac-

tors developed for use in GlueX analyses that can be found in the halld sim repository

on GitHub1. The amplitudes in halld sim are used to construct the intensity function

described in Sec. 1.4.3 and utilized in this analysis.

1https://github.com/JeffersonLab/halld sim
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5.1.1 Extended Unbinned Maximum Likelihood

This section describes the unbinned maximum likelihood method used in AmpTools.

For a given amplitude model, the real and imaginary components of the amplitudes are

free parameters that are adjusted to find the best fit to the input data as possible using an

intensity model. The intensity used in this analysis was first described back in Sec. 1.4.2,

but it will be repeated here for convenience. The intensity function is

I(Ω,Φ) = 2κ
∑
k=0,1

(
(1 − Pγ)

[∣∣∣∣∣∑
l,m

[Jl]
(−)
m,kℑ

[
Zm

l (Ω,Φ)
]∣∣∣∣∣

2

+

∣∣∣∣∣∑
l,m

[Jl]
(+)
m,kℜ

[
Zm

l (Ω,Φ)
]∣∣∣∣∣

2]
+

(1 + Pγ)

[∣∣∣∣∣∑
l,m

[Jl]
(+)
m,kℑ

[
Zm

l (Ω,Φ)
]∣∣∣∣∣

2

+

∣∣∣∣∣∑
l,m

[Jl]
(−)
m,kℜ

[
Zm

l (Ω,Φ)
]∣∣∣∣∣

2])
, (5.1)

where Pγ is the polarization fraction, the [Jl]
(−)
m,k are the spin flip production amplitudes,

and Zm
l are the phase-rotated decay amplitudes. The Zm

l amplitudes carry the angular

dependencies that are fit, and in the case of a vector-pseudoscalar decay, they have the

form

Zm
l (Ω,Φ) ≡ Xm

l (Ω)e−iΦ,

X l
m(Ω,ΩH) =

√
(2l + 1)

4π

√
(2(1) + 1)

4π

∑
λv

DJ∗
mλv

(Ω)D1∗
λv0(ΩH)(l0sλv|Jλv). (5.2)

Here, Φ is the angle between the beam polarization and the production plane, θ and ϕ are

the angles of the decay products of the resonance, and θH and ϕH are the angles of the

decay of the vector isobar.

The fit procedure using the AmpTools package relies on the unbinned maximum like-

lihood method to estimate the best parameters to describe the data with a given model.

The likelihood function can also be used in model selection, see Sec. 5.2. The likelihood

132



function is a joint probability density function of making a set of observations given a

model with a given set of parameters. In a simple form, the likelihood has the form [64]

L(XXX|θθθ) =
N∏
i=1

P(Xi|θθθ), (5.3)

where XXX is the set of N observations/data points, θ is a set of k model parameters, and

P(Xi|θθθ) is the probability density function (p.d.f.) of Xi given the model with parameters

θθθ. The AmpTools package uses a form with a different normalization, or

L(x|θθθ) =
e−µµN

N !

N∏
i=1

P(xi|θθθ). (5.4)

where x is a vector that describes the phase space of the reaction. In the case of this

analysis, the vector x is a 5-dimensional vector in the angular phase space {Φ, θ, ϕ, θH , ϕH}

described in Sec 1.4.3. µ is the number of observed events predicted by the model and its

parameters θθθ, [65]

µ =

∫
I(x;θθθ)η(x). (5.5)

Here, I(x;θθθ) is the intensity function in Eq. 5.1. η(x) is the efficiency function that

describes the fraction of events that will be detected and survive any event selection cuts

at any point of kinematic phase space for the reaction. In AmpTools, µ is calculated using

large Monte-Carlo samples that are passed through the GlueX detector simulation. If a

Monte-Carlo sample of size Mg is generated, and Ma events survive the simulation and

analysis cuts, the µ can be estimated by the average value:

⟨I(x;θθθ)η(x)⟩ =
1

Mg

Ma∑
i=1

I(x;θθθ). (5.6)
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The p.d.f. P can also be rewritten in terms of the intensity,

P =
1

µ
I(x;θθθ)η(x). (5.7)

Rather than compute and maximize the potentially large product in Eq. 5.4, it is

advantageous to compute and minimize the value of −2lnL(θθθ) instead. −2lnL(θθθ) also

happens to be a useful quantity in information theory which will be used in Sec. 5.2 [66].

Collecting all of the factors that do not depend on the parameters θθθ into a constant (c)

and using Eq 5.4, −2lnL(θθθ) becomes

−2lnL(θθθ) = −2

(
N∑
i=1

lnI(x;θθθ)η(x) −
∫

I(x;θθθ)η(x)

)
+ c. (5.8)

5.1.2 Error Estimation

AmpTools uses the MINUIT package to minimize −2lnL(θθθ). In MINUIT, the errors

on each parameter is the amount of variation of that parameter that increases −2lnL(θθθ)

by 1, this corresponds to a 1; σ Gaussian uncertainty interval [6]. Investigations of the

error in other analyses using AmpTools with high a dimensionality of the parameter space

have suggested that these errors are greatly underestimated. The fit results presented in

Chapter 6 are reported with these underestimated errors. Bootstrapping, a method in

which parameter uncertainties are estimated by fitting numerous sets of resampled data,

is suggested as the preferred method of determining parameter errors for future works [66].

5.2 Model Selection Techniques

In this section, a few different statistical methods for comparing the fit results of

different models are discussed. These tests are:
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1. Likelihood Ratio Test (LRT)

2. Akaike’s Information Criterion (AIC)

3. Bayesian Information Criterion (BIC)

One of the most difficult tasks in performing a partial wave amplitude analysis is

model selection. In principle, the sum over partial wave amplitudes is an infinite sum, and

all partial waves that are physically allowed should be included. In practice, the sum over

partial waves must be truncated and so the question becomes what is the best truncated

model to fit the data. The challenge that arises, is that different combinations of partial

waves can both be good fits to the data but with very different inferences. To that end,

the three tests chosen for this analysis all follow parsimonious principles, or stated another

way, they prefer simple models over more complicated ones to avoid “over fitting” the data.

With that being stated, it is still important that any model used is still well motivated by

the underlying physics. The specific models these tests will be applied to are described in

Sec. 6.3.

5.2.1 Likelihood Ratio Tests

The maximum likelihood method was described in Sec. 5.1.1 for parameter estimation,

but the value of the maximum likelihood is not limited to that use. In information theory,

the Kullback-Leibler (K-L) distance is a measure of the “distance” between two models

[67]. The ratio of likelihoods of two models is fundamentally related to the K-L distance

[66], and allows one to asses the relative quality of fit between the two models.

Wilks’ theorem provides a useful test statistic in evaluating the likelihood ratio of two

models, assuming one model is nested in the other, ‘parent’ model. The relevant value is,

R = −2ln(L0/L), (5.9)
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where L0 is the maximum likelihood of the parent model, and L is the maximum like-

lihood of the nested model. Wilks’ theorem states that the value R is distributed by a

χ2 distribution in the limit that the data set goes to infinity. The χ2 distribution has a

mean equal to the difference in degrees of freedom between the two models of question.

This allows a confidence level to be defined in the usual way with any χ2 distribution to

evaluate the significance of adding features to a model.

If the data set is sufficiently large, the χ2 behavior of R will approximately hold,

but if the data is overdispersed in the phase space, R will not be χ2 distributed. This is

potentially a concern with the analysis in this work. A comparison of models that are not

nested is also needed. Given these concerns, R will be considered in model selection when

applicable, but having other test statistics is necessary.

5.2.2 Akaike’s Information Criterion

The K-L distance mentioned in the previous section requires full knowledge of the two

models being compared. In 1973 Hirotugu Akaike proposed a criterion, known as Akaike’s

Information Criterion (AIC), to estimate the distance between a known model and the

“full-reality” using the maximum value of the log likelihood [66]. The criterion statistic is

given by

AIC = −2ln(L(θ̂θθ)) + 2K, (5.10)

where K is the number of free parameters, and θ̂θθ is the set of parameters that maximize

the likelihood of the model in question. AIC was derived from studying the relationship

between the K-L distance and estimators of the K-L distance, but the full derivation is

beyond the scope of this work.

The value of AIC is not a useful value in and of itself, but rather differences in AIC

between two models fit to the same data set gives some indication of which model is better.
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In effect, the model with the smallest AIC should have the smallest estimated distance to

reality, and so one could select the model with the smallest AIC. By inspection, it can be

seen that Eq. 5.10 has a penalty for increasing the number of parameters, keeping with

the parsimonious principle of seeking the simplest possible model that describes the data.

5.2.3 Bayesian Information Criterion

In 1978, Gideon Schwarz introduced an information criteria using Bayesian argu-

ments, now known as Bayesian Information Criterion (BIC) [68]. A subtle difference in

the conceptual path of BIC from AIC is that there is an assumption that there exists a

true model. The derivation will not be presented here, but the end result is a criterion

that is similar in form to AIC. BIC is defined by the formula

BIC = −2ln(L(θ̂θθ)) +Kln(N), (5.11)

where K is the number of free parameters, N is the number of observed events, and θ̂θθ is

the set of parameters that maximize the likelihood of the model in question [66].

Similar to AIC, the absolute value of the BIC for a model isn’t relevant, but the lowest

BIC value is preferred (assuming the same data set is fit with all models being considered).

The penalty for adding parameters to a model is higher than in AIC, so of our criteria,

BIC will prefer the simplest model with the fewest free parameters.
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CHAPTER 6

PWA Fit Results

This chapter will discuss our partial wave analysis of the process γp→ K+π+π−Λ(1520).

The models used in this chapter are angular distributions of the form discussed in Sec.

1.4, but with a finite number of terms in the sum. The model is fit to the GlueX I data

using the log likelihood method described in Chapter 5.

6.1 Event Selection

The data selection for this partial wave analysis begins with the same event selection

and analysis cuts used in Sec. 4.7. The amplitudes described in Sec. 1.4.2 depend on the

beam polarization, and we wish to enhance the dependence of the production mechanism

on the polarization. Therefore, data taken with the amorphous radiator is not used and

the beam energy is restricted to the coherent peak region (i.e. we require 8.2 ≤ Eγ < 8.8

GeV). Analyzing angular distributions for the process γp → K+π+π−Λ(1520) requires

modelling, selecting on, or statistically subtracting background processes. For the analysis

presented here, a side band subtraction was used in the pK− mass distribution around the

Λ(1520). Future work on this analysis may be advised to model the background to include
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Region Lower M(K−p) Limit (GeV/c2) Upper M(K−p) Limit (GeV/c2) Value

Lower Side Band 1.4375 1.4705 -1
Signal Band 1.487 1.553 1

Upper Side Band 1.5695 1.6025 -1

TABLE 6.1: Λ(1520) Side Band Subtraction Regions.

FIG. 6.1: pK− invariant mass plot (red) with the signal region shaded in green and
the side band regions shaded in black. For side band subtraction, the events
in the signal region will be weighted with a value of 1, while events in the
side band will be weighted with a value of -1.

in the partial wave model fits. The signal region is between 1.487 and 1.553 GeV/c2 in

pK− mass, and there is a side band region on either side of the signal region with ranges

(1.4375,1.4705) and (1.5695,1.6025) GeV/c2 respectively, see Fig. 6.1. The side band and

signal region ranges and weights are listed in Table 6.1. The mass distributions of the

K+π+π−, K+π−, and π+π− after the side band subtraction are shown in Fig. 6.2, as well

as the t′ distribution.

6.2 Input/output tests with Monte-Carlo

Input/output tests are essential for determining the reliability of the PWA procedure.

These studies rely on generating signal Monte Carlo, in which the amplitudes contributing
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FIG. 6.2: After the Λ(1520) side band subtraction, (a) π+π− vs K+π+π− invariant
mass, (b) K+π− vs K+π+π− invariant mass, and (c) the t′ distribution.
The large peak in (a) corresponds to the ρ in the π+π− mass. The large
peak in (b) corresponds to the K∗ in the K+π− mass.
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to the angular distributions are known. Then fits are performed with models using various

combinations of amplitudes that may or may nor be included in model used to generate

the signal Monte Carlo. Some simple input/output tests are presented here as an example

of this type of study in order to demonstrate the methods, as well as show what difficulties

may be present in fitting the data.

6.2.1 Signal Monte Carlo Example

The signal Monte Carlo model sample presented in this section contains the ampli-

tudes found in Table 6.2, and the relative strength among the amplitudes was based on a

preliminary fit to the GlueX data with the same model. The 1+ and 1− amplitudes do not

have any mass dependence built into the model, while the Λ(1520), K∗ and ρ are modelled

using relativistic Breit-Wigner mass distributions with the PDG [6] masses and widths.

The S and D wave decays in the 1+ amplitudes are constrained to be the same ratio across

all spin projections m for the two decays. 200 K events with K+π+π− invariant mass

between 1.0 and 1.3 GeV/c2 were generated using an event generator that includes the

appropriate beam properties, final state kinematics, and angular distributions (from the

input model). The 200 K events were evenly distributed across the four possible beam

polarization orientations, see Sec. 2.2. The generated events were then passed through

the GlueX reconstruction software where the acceptance is simulated. Additionally, a

10 M event phase space sample was generated with a uniform mass and angular distribu-

tion model and passed though the same reconstruction simulation in order to correct for

detector inefficiency as defined in Eq. 5.5.
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(a)

(b)

FIG. 6.3: Plots of the angular distributions that are fit in the PWA I/O test. The
black points here are signal Monte Carlo that is treated like the GlueX data,
and the green histograms are phase space weighted by the model used to fit
the data. In both (a) and (b), the top row is the cosθ and ϕ of the vector
isobar in the K+π+π− rest frame, the left two plots in the middle row are
the cosθH and ϕH of the decay of the isobar in the isobar rest frame, the
right plot of the middle row is the production angle Φ, and the bottom
row plots are the pK−, K+π−, and π+π− invariant masses. The angular
distribution plots in (a) are shown as if the isobar decays to K+π−, and
the plots in (b) are treated as if the isobar decays to ρK+142



(JP ) L Spin Projection (m) Reflectivity Decay D/S constrained

1+ 0, 2 -1, 0, 1 +,− K∗π+, ρK+ ✓
1− 1 -1, 0, 1 +,− K∗π+, ρK+ N/A

TABLE 6.2: I/O Test signal Monte Carlo amplitudes.

Fitting With the Correct Model

As a reminder, the angular distributions in Sec. 1.4 of interest are Φ and Ω = (θ, ϕ,

θH , ϕH), where Φ is the angle between the beam polarization and the production plane,

θ and ϕ are the decay angles of the K+π+π− resonance, and θH and ϕH are the decay

angles of the intermediate isobar, see Fig. 1.10. The angular distributions and results of

fitting the signal Monte Carlo with the same model used to generate the Monte Carlo can

be seen in fit diagnostic plots in Fig. 6.3. The black points in the plots of these angular

distributions and invariant masses are from the signal Monte Carlo sample, and the green

filled histograms are the phase space Monte Carlo weighted with the results of the model

fit. For a fit that describes the data well, the weighted phase space histograms will match

the data points. The diagnostic plots are split into two set of eight plots; one with the

resonance decay angles calculated as if the first step of the decay chain is X → K∗π+, and

one as if the decay chain is X → ρK+. The two plots on the top row of each set of plots

are the cos θ and ϕ angular distributions of the direction of the K∗ (ρ) in the K+π+π−

rest frame. The middle row of the plots show the cos θH and ϕH angular distributions of

the direction of the π− in the K∗ (ρ) rest frame, as well as the production angle Φ (which

is the same in both set of plots). The bottom row of plots in each set are the invariant

mass spectra of the pK−, K+π−, and π+π− systems.

While the diagnostic plots in Fig. 6.3 show good agreement between the signal Monte

Carlo angular and mass distributions and the fit results, its more important that the fit

extracts the same relative strength of individual partial waves. The fraction of the total
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FIG. 6.4: Fractions of the total intensity for each individual amplitude in the (top)
model used to generate the signal Monte Carlo and (middle) the results of
the fit to the signal Monte Carlo with the same model. Plot (bottom) is
the difference between plots on the top and in the middle.
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[JP
m]ϵ L (VPs) Model Frac. Fit Frac. [JP

m]ϵ L (VPs) Model Frac. Fit Frac.

[1+1 ]+ S (K∗π) 0.00099 0.00095 ± 0.00103 [1+1 ]+ D (ρK) 0.02100 0.01944 ± 0.00497

[1+1 ]− S (K∗π) 0.01462 0.01437 ± 0.00318 [1+1 ]− D (ρK) 0.04077 0.04346 ± 0.00508

[1+0 ]+ S (K∗π) 0.01675 0.01844 ± 0.00630 [1+0 ]+ D (ρK) 0.03292 0.03106 ± 0.00541

[1+0 ]− S (K∗π) 0.07053 0.06525 ± 0.00843 [1+0 ]− D (ρK) 0.02151 0.02248 ± 0.00441

[1+−1]
+ S (K∗π) 0.01469 0.01343 ± 0.00318 [1+−1]

+ D (ρK) 0.04158 0.04029 ± 0.00728

[1+−1]
− S (K∗π) 0.00270 0.00265 ± 0.00148 [1+−1]

− D (ρK) 0.00952 0.00884 ± 0.00237

[1+1 ]+ D (K∗π) 0.00036 0.00033 ± 0.00036 [1−1 ]+ P (ρK) 0.04590 0.05033 ± 0.01112

[1+1 ]− D (K∗π) 0.00516 0.00500 ± 0.00110 [1−1 ]− P (ρK) 0.05527 0.05703 ± 0.00926

[1+0 ]+ D (K∗π) 0.00652 0.00642 ± 0.00219 [1−0 ]+ P (ρK) 0.06247 0.05752 ± 0.00703

[1+0 ]− D (K∗π) 0.02496 0.02271 ± 0.00293 [1−0 ]− P (ρK) 0.02271 0.02490 ± 0.00655

[1+−1]
+ D (K∗π) 0.00477 0.00467 ± 0.00110 [1−−1]

+ P (ρK) 0.01896 0.01971 ± 0.00671

[1+−1]
− D (K∗π) 0.00100 0.00092 ± 0.00051 [1−−1]

− P (ρK) 0.01528 0.0162 ± 0.00415

[1+1 ]+ S (ρK) 0.02258 0.0228 ± 0.00582 [1−1 ]+ P (K∗π) 0.02680 0.02600 ± 0.00703

[1+1 ]− S (ρK) 0.04614 0.05098 ± 0.00596 [1−1 ]− P (K∗π) 0.08844 0.09784 ± 0.01647

[1+0 ]+ S (ρK) 0.03519 0.03639 ± 0.00633 [1−0 ]+ P (K∗π) 0.04151 0.03913 ± 0.00584

[1+0 ]− S (ρK) 0.02626 0.0263 ± 0.00517 [1−0 ]− P (K∗π) 0.02828 0.02857 ± 0.00564

[1+−1]
+ S (ρK) 0.04759 0.04725 ± 0.00853 [1−−1]

+ P (K∗π) 0.04500 0.04148 ± 0.00989

[1+−1]
− S (ρK) 0.00952 0.01037 ± 0.00278 [1−−1]

− P (K∗π) 0.03131 0.03118 ± 0.01054

TABLE 6.3: Fractions of the intensity for the generating Model and the results of the
fit to the Monte Carlo. The waves are named by their spin J, parity P,
spin projection m, reflectivity ϵ, the relative angular momentum of its
decay L, and the decay products V Ps.

intensity of each partial wave for the signal Monte Carlo is plotted in Fig. 6.4(a). The

fraction of the PWA fit intensity using the same model as the signal Monte Carlo is plotted

in Fig. 6.4(b), and the difference, or residual, of the model’s intensity fractions and the fit

intensity fraction is plotted in Fig. 6.4(c). The numerical values of model intensity fractions

and the fit intensity fractions are given for every partial wave included in Table 6.3. The

AmpTools fit, using the same model as the signal Monte Carlo, accurately determines

which partial waves contribute to the intensity and which do not. In the next section an

example of the performance of the PWA when a model is used that includes additional

partial wave amplitudes that are not the signal Monte Carlo.

Fitting with a Model Containing Additional Amplitudes

In this section we give a single example of fitting the signal Monte Carlo sample with a

model that contains partial wave amplitudes beyond than those included in the generation
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(JP ) L Spin Projection (m) Reflectivity Decay D/S constrained

1+ 0, 2 -1, 0, 1 +,− K∗π+, ρK+ ✓
1− 1 -1, 0, 1 +,− K∗π+, ρK+ N/A
2+ 2 -2, -1, 0, 1, 2 +,− K∗π+, ρK+ N/A

TABLE 6.4: I/O Test Fit Model Amplitudes

of the Monte Carlo sample. Many different models with various combinations of partial

waves were studied on the same signal Monte Carlo sample in order to gain some intuition

on the evaluation of a PWA fit and on the model selection used later in Sec. 6.3. The

model used in this example includes the addition of JP = 2+ partial waves to the original

model used to generate the signal Monte Carlo, see Table 6.4. This model was chosen

as the example because it had the best model selection criteria (see Sec. 5.2) after the

original model used to generate signal Monte Carlo, and the result provides insight into

some potential problems in interpreting fits to the real data.

The diagnostic plots in Fig. 6.5 show that the 1+1−2+ model in Table 6.4 has good

agreement with the 1+1− signal Monte Carlo sample. Ideally, using a 1+1−2+ model to

fit the 1+1− signal Monte Carlo should result in a fit where all of the 2+ amplitudes

have contributions consistent with 0, and rest of the amplitudes having close to the same

contribution as the original model. Fig. 6.6(b) and the residuals in Fig. 6.6(c), show

that some of the 2+ amplitudes have a fit fraction greater than zero and there are some

significant disagreements in the fit fractions of other amplitudes; the numerical values are

given in Table 6.5.

6.2.2 Test of Model Selection Criteria

With both fits to the signal Monte Carlo converging and both agreeing well with the

signal Monte Carlo (see Figs. 6.3 and 6.5), but having disagreement among the relative

fit fraction of some of the partial wave amplitudes, it is important to have a method of
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[JP
m]r L (VPs) Model Frac. Fit Frac. [JP

m]r L (VPs) Model Frac. Fit Frac.

[1+1 ]+ S (K∗π) 0.001 0.00152 ± 0.0012 [1−−1]
+ P (ρK) 0.01896 0.01938 ± 0.00562

[1+1 ]− S (K∗π) 0.01462 0.0174 ± 0.00316 [1−−1]
− P (ρK) 0.01528 0.01178 ± 0.00452

[1+0 ]+ S (K∗π) 0.01675 0.02719 ± 0.0068 [1−1 ]+ P (K∗π) 0.0268 0.01784 ± 0.00792

[1+0 ]− S (K∗π) 0.07053 0.04853 ± 0.00634 [1−1 ]− P (K∗π) 0.08844 0.09664 ± 0.0142

[1+−1]
+ S (K∗π) 0.01469 0.01044 ± 0.00274 [1−0 ]+ P (K∗π) 0.04151 0.03907 ± 0.00536

[1+−1]
− S (K∗π) 0.0027 0.00022 ± 0.00037 [1−0 ]− P (K∗π) 0.02828 0.02697 ± 0.00497

[1+1 ]+ D (K∗π) 0.00036 0.00053 ± 0.00042 [1−−1]
+ P (K∗π) 0.045 0.05139 ± 0.01042

[1+1 ]− D (K∗π) 0.00516 0.00605 ± 0.0011 [1−−1]
− P (K∗π) 0.03131 0.03793 ± 0.01015

[1+0 ]+ D (K∗π) 0.00652 0.00946 ± 0.00237 [2+2 ]+ D (ρK) 0 0.00847 ± 0.00293

[1+0 ]− D (K∗π) 0.02496 0.01689 ± 0.00221 [2+2 ]− D (ρK) 0 0.00134 ± 0.00112

[1+−1]
+ D (K∗π) 0.00477 0.00363 ± 0.00095 [2+1 ]+ D (ρK) 0 0.0092 ± 0.003

[1+−1]
− D (K∗π) 0.001 7.70E-05 ± 0.00013 [2+1 ]− D (ρK) 0 0.00056 ± 0.00069

[1+1 ]+ S (ρK) 0.02258 0.0285 ± 0.00528 [2+0 ]+ D (ρK) 0 0.00328 ± 0.00214

[1+1 ]− S (ρK) 0.04614 0.05002 ± 0.00664 [2+0 ]− D (ρK) 0 0.00253 ± 0.00157

[1+0 ]+ S (ρK) 0.03519 0.03608 ± 0.00502 [2+−1]
+ D (ρK) 0 0.00149 ± 0.00103

[1+0 ]− S (ρK) 0.02626 0.03384 ± 0.00557 [2+−1]
− D (ρK) 0 0.00058 ± 0.00086

[1+−1]
+ S (ρK) 0.04759 0.02761 ± 0.0063 [2+−2]

+ D (ρK) 0 0.00094 ± 0.00094

[1+−1]
− S (ρK) 0.00952 0.00912 ± 0.0037 [2+−2]

− D (ρK) 0 0.00202 ± 0.00149

[1+1 ]+ D (ρK) 0.02101 0.0243 ± 0.0045 [2+2 ]+ D (K∗π) 0 0.00139 ± 0.00149

[1+1 ]− D (ρK) 0.04077 0.04265 ± 0.00566 [2+2 ]− D (K∗π) 0 0.00576 ± 0.00235

[1+0 ]+ D (ρK) 0.03292 0.0308 ± 0.00429 [2+1 ]+ D (K∗π) 0 0.00056 ± 0.00079

[1+0 ]− D (ρK) 0.02152 0.02888 ± 0.00475 [2+1 ]− D (K∗π) 0 0.00592 ± 0.00198

[1+−1]
+ D (ρK) 0.04158 0.02354 ± 0.00537 [2+0 ]+ D (K∗π) 0 7.10E-05 ± 0.00026

[1+−1]
− D (ρK) 0.00952 0.00777 ± 0.00315 [2+0 ]− D (K∗π) 0 0.00115 ± 0.00101

[1−1 ]+ P (ρK) 0.0459 0.02772 ± 0.00497 [2+−1]
+ D (K∗π) 0 0.00011 ± 0.00029

[1−1 ]− P (ρK) 0.05527 0.04278 ± 0.00787 [2+−1]
− D (K∗π) 0 0.00038 ± 0.00069

[1−0 ]+ P (ρK) 0.06247 0.0698 ± 0.00711 [2+−2]
+ D (K∗π) 0 0.00102 ± 0.00115

[1−0 ]− P (ρK) 0.02271 0.03102 ± 0.00594 [2+−2]
− D (K∗π) 0 0.0012 ± 0.00113

TABLE 6.5: Fractions of the intensity for the generating Model and the results of
the fit to the Monte Carlo using additional amplitudes. The waves are
named by their spin J, parity P, spin projection m, reflectivity r, the
relative angular momentum of its decay L, and the decay products vector
V and pseudoscalar Ps.
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FIG. 6.5: Diagnostic plots showing the signal Monte Carlo sample as GlueX data in
black, phase space Monte Carlo weighted by the model fit in green. From
left to right, top to bottom, the plots are the cos θ, ϕ, cos θH , ϕH , Φ, pK−

mass, K+π− mass, and π+π− mass.

model selection that can select the best model among successful fits. The model selection

criteria for the correct model, 1+1−, and the incorrect model, 1+1−2+, are listed in Table

6.6. The log likelihood ratio test (see Sec. 5.2.1) value, if both models are just as good

at describing the data, should be χ2 = 93 − 53 = 40, up to a standard deviation of√
2(93 − 53) = 8.94. The log likelihood ratio of 109.851 would imply that the 2+ partial

waves have a ∼ 12σ significance, and should be included. The AIC value should be the

lowest for the best model, see Sec. 5.2.2, and so AIC in this case prefers the incorrect,

1+1−2+ model. Similarly, the BIC value should be the lowest for the best model, see Sec.

5.2.3, and the BIC value, in this case, correctly prefers the 1+1− model.

From studying fits to this signal Monte Carlo with the models presented here (as well

as other models not presented here, including those missing amplitudes used to generate

the signal Monte Carlo), the PWA of the γp→ K+π+π−Λ(1520) reaction is best evaluated
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FIG. 6.6: Fractions of the total intensity for each individual amplitude in the (top)
model used to generate the signal Monte Carlo and (middle) the results of
the fit to the signal Monte Carlo with the same model. Plot (bottom) is
the difference between plots on the top and in the middle.
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Model N.D.F. −2ln(L) AIC BIC

1+1− 53 -215865.287 -215759.287 -215372.82
1+1−2+ 93 -215974.581 -215788.894 -215110.754

Criteria
−2ln

(
L1+1−/L1+1−2+)

)
- 109.607 - -

∆AIC - - 29.607 -
∆BIC - - - -262.066

TABLE 6.6: I/O Model Selection Criteria

using the BIC criterion. The BIC criterion has a stronger penalty for including degrees

of freedom in the model, and so it is more capable of correctly identifying cases when

unnecessary amplitudes have been added to the model (at least in these studies). When

fits are done to the data, ideally all three criteria will agree as to which models are better

than others, but in any case where they do not agree, the BIC value will be considered

more heavily over the other criteria, based on these studies.

6.3 Model Selection in Fits to Data

This section will describe the process of selecting the best model to fit the GlueX-I

data. As discussed in Sec. 5.2, its important to choose a set of possible models that

are motivated by the underlying physics, and a balance between model simplicity and fit

quality is to be optimized. With that in mind, the models that were selected fall within the

well known JP kaon amplitudes listed in Table 5.1. The models for which the fit converged

(at least once in 20 attempts with random starting parameters) are listed in Table 6.7. All

of the models are some combination of the amplitude included in Model 12, which has all

of the known kaon JP + L with all combinations of decay, reflectivities, spin projections.

For model selection, all of the models were fit to the data in the mass and t range

1.0 < M(K+π+π−) ≤ 1.3 GeV/c2 and 0.0 < t′ ≤ 2.0 GeV2/c2. The AIC and BIC are
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Model (JP ) L Spin Projection (m) Reflectivity Decay D/S constrained

Model 1
1+ 0, 2 -1, 0, 1 +,− K∗π+, ρK+ ✓
1− 1 -1, 0, 1 +,− K∗π+, ρK+ N/A

Model 2
1− 1 -1, 0, 1 +,− K∗π+, ρK+ N/A
2+ 2 -2, -1, 0, 1, 2 +,− K∗π+, ρK+ N/A

Model 3
1+ 0, 2 -1, 0, 1 +,− K∗π+, ρK+ ✓
2+ 2 -2, -1, 0, 1, 2 +,− K∗π+, ρK+ N/A

Model 4
1+ 0, 2 -1, 0, 1 +,− K∗π+, ρK+ ✓
1− 1 -1, 0, 1 +,− K∗π+, ρK+ N/A
2+ 2 -2, -1, 0, 1, 2 +,− K∗π+, ρK+ N/A

Model 5
1+ 0, 2 -1, 1 +,− K∗π+, ρK+ ✓
1− 1 -1, 1 +,− K∗π+, ρK+ N/A
2+ 2 -1, 1 +,− K∗π+, ρK+ N/A

Model 6
1+ 0, 2 -1, 0, 1 + K∗π+, ρK+ ✓
1− 1 -1, 0, 1 + K∗π+, ρK+ N/A
2+ 2 -2, -1, 0, 1, 2 + K∗π+, ρK+ N/A

Model 7
1+ 0, 2 -1, 0, 1 − K∗π+, ρK+ ✓
1− 1 -1, 0, 1 − K∗π+, ρK+ N/A
2+ 2 -2, -1, 0, 1, 2 − K∗π+, ρK+ N/A

Model 8
1+ 0, 2 0 +,− K∗π+, ρK+ ✓
1− 1 -1, 0, 1 +,− K∗π+, ρK+ N/A
2+ 2 -2, -1, 0, 1, 2 +,− K∗π+ N/A

Model 9

1+ 0, 2 0, 1 + K∗π+, ρK+ ✓
1+ 0, 2 1 − K∗π+, ρK+ ✓
1− 1 -1, 1 +,− K∗π+ N/A
1− 1 0, 1 + ρK+ N/A
1− 1 -1, 0 − ρK+ N/A
2+ 2 1, 2 + K∗π+ N/A
2+ 2 -1 − K∗π+ N/A

Model 10

1+ 0, 2 0, 1 + K∗π+, ρK+ ✓
1+ 0, 2 1 − K∗π+, ρK+ ✓
1− 1 -1, 0 + K∗π+ N/A
1− 1 -1, 0, 1 − K∗π+ N/A
1− 1 0, 1 + ρK+ N/A

Model 11

1+ 0, 2 -1, 0, 1 +,− ρK+ ✓
1+ 0, 2 -1, 0, 1 + K∗π+, ρK+ ✓
1+ 0, 2 0, 1 − K∗π+, ρK+ ✓
1− 1 -1, 0, 1 +,− K∗π+ N/A
1− 1 0, 1 + ρK+ N/A
1− 1 -1, 0 − ρK+ N/A
2+ 2 -2, -1, 0 + K∗π+ N/A
2+ 2 1, 2 − K∗π+ N/A
2+ 2 -1 +,− ρK+ N/A

Model 12

0− 1 0 +,− K∗π+, ρK+ N/A
1+ 0, 2 -1, 0, 1 +,− K∗π+, ρK+ ✓
1− 1 -1, 0, 1 +,− K∗π+, ρK+ N/A
2+ 2 -2, -1, 0, 1, 2 +,− K∗π+, ρK+ N/A

TABLE 6.7: Fit Models for Data.
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tabulated in Table 6.8. Based on the AIC and BIC values in Table 6.8, Model 11 is chosen

as the best model (by BIC and nearly by AIC). Results of fits to the data using this model

will be discussed in the following section.

Model AIC AIC Minimum BIC BIC Minimum

1 -261114 - -260623 -
2 -257605 - -257003 -
3 -261106 - -260458 -
4 -261549 ✓ -260688 -
5 -260229 - -259757 -
6 -260334 - -259872 -
7 -260588 - -260125 -
8 -260650 - -260122 -
9 -260920 - -260550 -
10 -260829 - -260542 -
11 -261420 - -260846 ✓
12 -260450 - -259964 -

TABLE 6.8: AIC and BIC values for fits to data in the range 1.0 < M(K+π+π−) ≤
1.3 GeV/c2 and 0.0 < t′ ≤ 2.0 GeV2/c2.

6.4 Fit Results

Results of using Model 11 on Table 6.8 to fit the GlueX I data set are evaluated in this

section. The fit was performed in 100 MeV-wide K+π+π− mass bins ranging from 1.1 to

1.6 GeV/c2 in a single bin in t′ from 0.0 to 2.0 GeV2/c2. The binning was chosen to ensure

that enough events were available in each mass bin, while also attempting to be narrow

enough to see any mass-dependent structure. Diagnostic plots like the ones described in

Sec. 6.2.1 for each fit in each of the mass bins are shown in Fig. 6.7. The diagnostic plots

show reasonable agreement between the data and the fit results in all of the mass bins.

The acceptance corrected intensity extracted by the fit is shown in Fig. 6.8. Based on

the properties of the known kaons listed in Table 5.1, the 1− and the 2+ intensities with
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enhancement in the 1.2 - 1.3 GeV/c2 bin may be an indication that some of 1+ amplitude

from the K1(1270) is “leaking” into the other JP amplitudes in that mass bin. The 1+

and the 1− amplitudes peaking in the 1.3 - 1.5 range is expected based on the K1(1400)

and the K∗(1410) masses and broad widths. The 2+ amplitude is a small contribution to

in the intensity; one may expect it to have a possible enhancement around the K∗
2(1430)

mass. In the following sections, the amplitudes contributing to the 1+ and 1− intensities

will be explored (the total 2+ intensity is too small to justify looking at the contributing

amplitudes).

6.4.1 1+ amplitudes

The 1+ amplitudes can be decomposed either by their decay mode or by the reflec-

tivity, which is shown in Fig. 6.9. Figs. 6.9(a) and 6.9(b) show the intensities of the

1+ → ρK+ and 1+ → K∗π+ respectively. Figs. 6.9(c) and 6.9(d) show the positive and

negative 1+ intensities. All of the plots in 6.9(a) peak around 1.4 GeV/c2. There is a lack

of any enhancement in these amplitudes from the K1(1270) which one might expect based

on the known kaon spectrum. Furthermore, the branching ratios of the K1(1400) to ρK

(3%) and K∗π (94%) would give the expectation that the K∗π intensity would be much

larger than the ρK, but this is not the case in these results. Comparing the contributions

from the two reflectivites, these results imply that the 1+ amplitude is produced through

a relatively equal amount of natural (e.g K∗−) and unnatural (e.g K−) exchange mecha-

nisms . The presence of both natural and unnatural exchange is not unreasonable given

the large range of t used in this analysis.
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6.4.2 1− amplitudes

Similarly to the previous section, this section looks at the contributions of the two

decay modes and the two reflectivites to the 1− intensity. Figs. 6.10(a) and 6.10(b)

show the intensities of the 1+ → ρK+ and 1+ → K∗π+, and Figs. 6.9(c) and 6.9(d)

show the positive and negative 1− reflectivity intensities. The ρK intensity in enhanced

in both the 1.2-1.3 and the 1.4-1.5 GeV/c2 mass bins. Again, the enhancement of the

ρK intensity near 1.2 GeV/c2 is possibly due to events from a K1(1270), a 1+ state,

being fit as 1− events. With the available binning, the 1− K∗π intensity does not show

any clear enhancement, though the expected 1− state is expected to have a width of 230

MeV/c2. The relative strength of the 1− reflectivity intensities imply that, like in the 1+

amplitude, the 1− is produced through both unnatural and natural exchange mechanisms.

The positive reflectivity intensity has a dip in the same bin that the 1+ positive reflectivity

peaks perhaps also suggesting leakage.

6.4.3 Unaccounted-for Systematic Errors

The errors reported on the results in the previous sections in this chapter are those

calculated by AmpTools, see Sec. 5.1.2, and are likely underestimated. In addition to

reevaluating the fit errors using bootstrapping, there are many possible sources of sys-

tematic errors that have not yet been accounted for in this analysis. Further studies on

these systematics need to be performed in order to give a more accurate account of the

uncertainty of these results.

The effect of event selection on the performance of the PWA could be studied in

more detail and quantified. Any of the event selection could also be systematically varied

in order to estimate their effect on the PWA results. Studies were done on the effect

of misidentifying the K+ as the π+ (and vice versa) on the reliability of the PWA in
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I/O tests. It was determined in studies of signal Monte Carlo that around 10-15% of

the combos that survive all the cuts have the wrong π+/K+ identification, and that this

can have a noticeable effect on the PWA results. A systematic study with Monte Carlo

where the fraction of combos with misidentified particles can be controlled would indicate

quantitatively how these combos effect the results. Additionally, a choice of signal and side

band regions for the Λ(1520) background subtraction introduce another possible source

of systematic error. Varying the signal and side band regions or comparing side band

subtraction to other methods of background suppression is another useful systemic study

to be considered.

The maximum log likelihood method used in AmpTools relies on accurate Monte Carlo

simulation of the GlueX detector in order to correct for the acceptance in Eq 5.8. System-

atic studies on how mismatches between data and simulation effect the PWA results, as

well as determine how large the mismatches could be, would allow these uncertainties to

be quantified.

Quantifying the uncertainties from model selection would be difficult given the number

of amplitudes/combinations to choose from. There were also assumptions made about the

spin behavior of the Λ(1520) in deriving the form of the intensity in Eq. 1.32. Whether

or not this assumption is valid or its effect on the results presented in this chapter have

not been studied.

6.4.4 PWA conclusions

The largest uncertainty in this partial wave analysis lies in the model selection and/or

ambiguities among the amplitudes used to construct the models. Another possible im-

provement may be to introduce a dependence on the K+π+π− mass in the amplitudes

rather than performing a mass-independent fit. Mass dependent fits have been used in
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other reactions being analysed in GlueX. Several other sources of systematic errors that

have not been accounted for and possible studies to address them were discussed in the

previous section.

Ultimately, the model chosen through the information criteria fits the data distribu-

tions well, as seen in Fig 6.7. The K1(1270), K1(1400), K∗(1410), and K∗
2(1430) with

mass(width) in MeV of 1253(100), 1403(175), 1410(230), and 1427(1000) are broad over-

lapping resonances. With the wide mass binning, a claim of observation and extraction of

the properties of any of these resonances cannot be done. The 1+ and 1− amplitudes do

show some enhancement in the ∼ 1400 MeV/c2 region as expected, but no well defined

structures can be identified.
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FIG. 6.7: Plots of the GlueX data and phase space Monte Carlo weighted by PWA
Model 11 fit to the data in 100 MeV/c2-wide K+π+π− mass bins. The
plots are of the angular distributions relevant to the partial wave model
and intermediate mass distributions.
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FIG. 6.8: Plot of the total, 1+, 1−, and 2+ intensities. These intensities are extracted
from the results of fitting Model 11 to the GlueX I data.

(a) (b)

(c) (d)

FIG. 6.9: Amplitudes contributing to the 1+ amplitude: (a) The 1+ ρK intensity, (b)
The 1+ K∗π intensity, (c) the 1+ positive reflectivity intensity, and (d) the
1+ negative reflectivity intensity.
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(a) (b)

(c) (d)

FIG. 6.10: Amplitudes contributing to the 1− amplitude: : (a) The 1− ρK intensity,
(b) The 1− K∗π intensity, (c) the 1− positive reflectivity intensity, and
(d) the 1− negative reflectivity intensity.
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CHAPTER 7

Summary and Discussion

7.1 Summary

Hadron spectroscopy stands as an important field of study in the larger endeavor to

understand strong nuclear interactions. The GlueX experiment collected a world-leading

photoproduction data set with just its first phase of data collection (2016-2018), with an

integrated luminosity of ∼ 125 pb−1 in the coherent peak region. The second phase of

GlueX has not completed is data taking, but in 2020 alone the second phase more than

doubled the integrated luminosity of the entire GlueX I data set. The contribution to the

understanding of light hadron spectroscopy in the coming years should be significant. Pre-

sented in this dissertation are the contributions to the GlueX DIRC upgrade, exploratory

analyses of the γp→ K+K−π+π−p, γp→ K+K−π0π0p, γp→ K+K−π0ηp reactions, and

a partial wave analysis of the reaction γp→ K+π+π−Λ(1520).

The GlueX DIRC upgrade was presented in Chapter 3. The GlueX DIRC was com-

missioned in 2019, ahead of the start of GlueX II. In GlueX I, the π/K separation was

provided by the Time-of-Flight system to yield ∼ 3σ for particle momentum ∼ 2 GeV/c2,
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and pions and kaons were indistinguishable if their momentum was much larger than that.

The GlueX DIRC uses Cherenkov radiation to increase the 3σ identification confidence up

to 3.7 GeV/c2. The multi-anode photomultiplier tubes were the main focus of this work.

The MAPMT modules were bench-tested using pulsed laser light. The bench tests were

used to characterize all of the pixels in every MAPMT. The characterization information

was used to gain-match the pixels in order to create a uniform response across the entire

MAPMT plane. A method of gain matching was developed to use LED pulser data, so

that modules can be switched out and calibrated without returning to bench tests.

In Chapter 4, the exploratory analyses of the γp→ K+K−π+π−p, γp→ K+K−π0π0p,

γp→ K+K−π0ηp reactions sought evidence of the ϕ(2170) (or an isovector partner to the

ϕ(2170) in γp → K+K−π0ηp). The search for features in the invariant mass spectra

in these reactions showed a rich variety of intermediate states that contributed to these

reactions. The ϕ(2170) was not observed in any of these analyses. If the ϕ(2170) is

produced in photoproduction, the cross section must be small or have interference with

some other process. The GlueX II data set would either allow the observation of the

ϕ(2170) (with the advantage of better π/K separation), or provide a stringent upper limit

on the photoproduction cross section.

The partial wave analysis in Chapter 6 of γp → K+π+π−Λ(1520) is the first mea-

surement of this reaction. In the mass range the PWA was performed, there could be

contributions from the K1(1270), K1(1400), K∗(1410), and K∗
2(1430) resonances. Model

selection was done using information criteria and input/output studies with signal Monte

Carlo samples. The model that was selected by the information criteria was used to fit

the GlueX I data in 100 MeV wide mass bins with a t range of (0.0, 2.0) GeV2/c2. The

fits to the data had good agreement in all of the relevant angular distributions. The PWA

turned out to be too statistically limited to identify any structure in the results. A number

of systematic error studies were proposed for future work. The inclusion of the GlueX II
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data may allow the PWA to be done in finer bins of mass and/or t. This work provides a

important background model for a K+K−π+π− amplitude analysis to more directly search

for the ϕ(2170) in a PWA of the ϕπ+π− system.

7.2 Discussion

7.2.1 On the Search for the ϕ(2170)

As discussed in Sec. 1.2.2, there are many types of states beyond the traditional qq̄

mesons and qqq (q̄q̄q̄) baryons (anti-baryons). The XYZ states that have been observed

in bottom and charm factory experiments provide strong evidence for states beyond the

constituent quark model. As an example, the Y (4260) was discussed, a vector meson in the

cc̄ spectrum’s mass range. The vector mesons predicted by the quark model with similar

masses to the Y (4260) in the cc̄ spectrum had already been well-established experimentally

when the Y (4260) was first observed. This made the Y (4260) a compelling state to study

our understanding of hadrons. The recent results that the Y(4260) was a structure with

two contributors, the Y(4220) and the Y(4230), only further motivates the study of these

states new states.

The GlueX experiment does not have the beam energy to produce states in the excited

charmonium spectrum, but instead we focused on another state that had been observed in

e+e− collider experiments, the ϕ(2170). The ϕ(2170) was first observed in a similar reaction

to the Y (4260) (i.e. e+e− → γISRϕ(2170) → γISRϕπ
+π− vs. e+e− → γISRY (4260) →

γISRJ/ψπ
+π−), and so the ϕ(2170) has been investigated as a strangeonium analogue to

the Y (4260). If there exist strangeonium analogues to the XYZ states in the charmonium

spectrum, then the ϕ(2170) may also be multiple states contributing to it as in the case of

the Y(4260). In turn, studying the strangeonium spectrum may help to better understand
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the complicated charmonium spectrum. It could also be that the ϕ(2170) is the ϕ(3S)

predicted by the quark model that had yet to be observed like many of the excited ss̄

states also predicted by the quark model.

Due to the vector dominance model of photoproduction, it was thought that the GlueX

experiment would be an ideal experiment to produce and study the ϕ(2170). The non-

observation of the ϕ(2170) with the available statistics could imply that either the ϕ(2170)

does not couple to photoproduction with a proton target, or that ϕ(2170) photoproduction

interferes with some other process. In the first case, the lack of coupling to photoproduction

could potentially offer constraints on the interpretation of the ϕ(2170) that would require

significant theoretical work to fully understand. The case that some other process is

interfering with the production of the ϕ(2170) further motivates the desire to pursue a

partial wave analysis of the ϕππ in future work.

7.2.2 On the Excited Kaon Spectrum

The partial wave analysis of the γp→ K+π+π−Λ(1520) reaction had two motivations.

The first motivation was to study the excited kaon states that decay to K+π+π−, and the

second was to determine a model for one of the excited baryon backgrounds that are needed

in order to pursue a partial wave analysis of the γp→ K+K−π+π−p′ reaction.

Concerning the second motivation, the partial wave analysis conducted here selected

a model that could accurately model the relevant angular and mass distributions. This

model is not required to be physically accurate in describing the excited kaon spectrum

to be a useful model to describe the Λ(1520) background in a future γp→ K+K−π+π−p′

partial wave analysis. The tools and methods applied here may also be readily adapted to

model the other excited baryon backgrounds in this reaction such as γp→ K+K−π−∆++.

Concerning the first motivation, we have determined that the GlueX-I data set (taken
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between 2017 and 2018) had insufficient statistics to extract information about excited

kaon resonances decaying to K+π+π− from a partial wave analysis. Due to this lack of

statistics, we are unable to make any statement on the properties of the excited kaons or

the production mechanisms present in the experiment.

7.2.3 Outlook

As mentioned in the summary in Sec. 7.1, GlueX II has already begun taking data

with the GlueX DIRC upgrade. The increased statistics and the additional π/K separa-

tion will be vital to furthering the analysis of the reactions studied in this work. If the

ϕ(2170) continues to elude observation in photoproduction, upper limits should be set on

the cross section to further constrain models that seek to understand the ϕ(2170). It would

also be interesting to study the charmonium spectrum in a higher energy photoproduction

experiment. It would be interesting to know if the Y (4260) also has a small or nonexis-

tent coupling to photoproduction similar to the ϕ(2170) in order to test if they are truly

analogues of each other. Cross sections of several XYZ states produced in photon-induced

processes has been estimated in Ref. [69]. The photoproduction of XYZ states could be

done at the planned Electon-Ion Collider (see Ref. [70]) or an upgraded CEBAF with

double the current beam energy.

164



APPENDIX A

Rest Frames

A.1 Center of Mass frame

The Center of Mass (CoM) frame chosen such that p⃗γ + p⃗p = 0. The boost from the

lab frame is done along the z-axis (beam direction).

A.1.1 t′ Definition

In reactions such as Eq. 1.15 in the CoM frame, it is useful to define the quantity

t′ = −t+ tmin, (A.1)

where t is Mandelstam t (Eq. 1.16) and tmin is the minimum t for the nucleon to recoil.

tmin is defined for a reaction such as Eq. 1.15 as

|tmin| = |m2
X − 2E∗

γ(E∗
X − p∗X)|. (A.2)
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Eγ is calculated from measured quantities using

E∗
γ =

(s−m2
N)

2
√
s

, (A.3)

where s = (pX +pN)2 is Mandelstam s, and mN is the invariant mass of the recoil nucleon.

E∗
X is defined as

E∗
X = (s+m2

X −m2
N), (A.4)

where mX is the invariant mass of X. p∗X is

p∗X =
√
E∗

X −m2
X . (A.5)

A.2 Gottfried-Jackson frame

The choice of axes in the K+π+π− rest frame used in Sec. 6 is known as the Gottfried-

Jackson frame. The axes are defined by

ẑGJ =
p⃗γ
|p⃗γ|

ŷGJ =
ẑGJ × p⃗Λ(1520)
|ẑGJ × p⃗Λ(1520)|

(A.6)

x̂GJ = ŷGJ × ẑGJ ,

where p⃗γ and p⃗Λ(1520) are the momenta of the beam photon and Λ(1520) in the K+π+π−

rest frame.
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A.3 Helicity frame

The helicity frame is in the rest frame of the vector meson, boosted from the Gottfried-

Jackson frame along the direction of the vector meson. The axes are defined by

ẑH =
p⃗V
|p⃗V |

ŷH =
ẑGJ × ẑH
|ẑGJ × ẑH |

(A.7)

x̂H = ŷH × ẑH ,

where p⃗V is the momentum of the Vector meson in the Gottfried-Jackson frame.

167



APPENDIX B

Fits to the K+K− Mass for ϕ Yields

Plots of the K+K− that were fit with a Gaussian + polynomial background in order

to calculate the ϕ yield.

Fig. B.1 and B.2 are the K+K− mass in 30 MeV wide bins of π0η mass. Fig. B.3 are

the K+K− mass in 60 MeV wide bins of K+K−π0η mass.

Fig. B.4 are the K+K− mass in 50 MeV wide bins of π0η mass. Fig. B.5 are the

K+K− mass in 50 MeV wide bins of K+K−π0π0 mass.

Fig. B.6 and B.7 are the K+K− mass in 25 MeV wide bins of π0η mass. Fig. B.8

and B.9 are the K+K− mass in 25 MeV wide bins of K+K−π+π− mass.
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FIG. B.1: Fits to the ϕ peak in the K+K− mass in 30 MeV/c2 bins of the π0η mass.
The Gaussian + polynomial function that is used to fit the data is shown
in red. The Gaussian extracted from the fit is also shown in red. The first
mass bin starts at 0.7 GeV/c2 π0η mass and the last bin is 1.42 GeV/c2.
ϕ yields determined from these fits are plotted in Fig. 4.7(a).
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FIG. B.2: Fits to the ϕ peak in the K+K− mass in 30 MeV/c2 bins of the π0η mass.
The Gaussian + polynomial function that is used to fit the data is shown
in red. The Gaussian extracted from the fit is also shown in red. The first
mass bin starts at 1.47 GeV/c2 π0η mass and the last bin is 2.04 GeV/c2.
ϕ yields determined from these fits are plotted in Fig. 4.7(a).
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FIG. B.3: Fits to the ϕ peak in the K+K− mass in 60 MeV/c2 bins of the K+K−π0η
mass. The Gaussian + polynomial function that is used to fit the data is
shown in red. The Gaussian extracted from the fit is also shown in red.
The first mass bin starts at 1.8 GeV/c2 K+K−π0η mass and the last bin is
1.42 GeV/c2. ϕ yields determined from these fits are plotted in Fig. 4.7(b).
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FIG. B.4: Fits to the ϕ peak in the K+K− mass in 50 MeV/c2 bins of the π0π0 mass.
The black line is the Gaussian + polynomial function fitted to the data.
The red line is the Gaussian function and the blue line is the polynomial
background extracted from the fit. ϕ yields determined from these fits are
plotted in Fig. 4.12(a).
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FIG. B.5: Fits to the ϕ peak in the K+K− mass in 50 MeV/c2 bins of the K+K−π0π0

mass. The black line is the Gaussian + polynomial function fitted to the
data. The red line is the Gaussian function and the blue line is the poly-
nomial background extracted from the fit. ϕ yields determined from these
fits are plotted in Fig. 4.12(b).
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FIG. B.6: Fits to the ϕ peak in the K+K− mass in 25 MeV/c2 bins of the π+π−

mass. The red line is the Gaussian + polynomial function fitted to the
data. The blue line is the Gaussian function extracted from the fit. ϕ
yields determined from these fits are plotted in Fig. 4.25(a).
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FIG. B.7: Fits to the ϕ peak in the K+K− mass in 25 MeV/c2 bins of the π+π−

mass. The red line is the Gaussian + polynomial function fitted to the
data. The blue line is the Gaussian function extracted from the fit. ϕ
yields determined from these fits are plotted in Fig. 4.25(a).
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FIG. B.8: Fits to the ϕ peak in theK+K− mass in 25 MeV/c2 bins of theK+K−π+π−

mass. The red line is the Gaussian + polynomial function fitted to the
data. The blue line is the Gaussian function extracted from the fit. ϕ
yields determined from these fits are plotted in Fig. 4.25(b).
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FIG. B.9: Fits to the ϕ peak in theK+K− mass in 25 MeV/c2 bins of theK+K−π+π−

mass. The red line is the Gaussian + polynomial function fitted to the
data. The blue line is the Gaussian function extracted from the fit. ϕ
yields determined from these fits are plotted in Fig. 4.25(b).
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