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ABSTRACT: We formulate the O(3) non-linear sigma model in 1 + 1 dimensions as a limit
of a three-component scalar field theory restricted to the unit sphere in the large squeezing
limit. This allows us to describe the model in terms of the continuous variable (CV) ap-
proach to quantum computing. We construct the ground state and excited states using the
coupled cluster ansatz and find excellent agreement with the exact diagonalization results
for a small number of lattice sites. We then present the simulation protocol for the time
evolution of the model using CV gates, estimate the discretization error, and present nu-
merical results obtained from a photonic quantum simulator. We expect that the methods
developed in this work will be useful for exploring interesting dynamics for a wide class of
sigma models and gauge theories, as well as for simulating scattering events on quantum
hardware in the coming decade.
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1 Introduction

All the fundamental interactions in nature except gravity have been successfully described
within the framework of quantum field theory. A proper understanding of the dynamics of
the real-time dynamics of these interacting field theories is still an open problem in higher
dimensions. In lower dimensions, some progress has been achieved using classical compu-
tations based on MPS/PEPS tensor network methods. However, for theories close to the
critical point these methods cannot be reliable tools because these methods can only repre-
sent ground states of a special class of local Hamiltonians with gapped spectrum due to its
low entanglement. Another limitation is that even for systems with a gapped spectrum, the
growth of entanglement during the time of evolution can sometimes render these methods
ineffective. This limitation using classical methods is well-suited for quantum computers.
This has led to continued efforts in understanding various toy models using quantum com-
putation methods. Due to the current limitations on hardware resources, it is not possible to
study the real-time dynamics of QCD in four dimensions. This leads one to consider simpler
toy models with lower dimensions. In this regard, the O(3) sigma model in 141 dimensions
is a particularly interesting playground. This model shares some interesting properties with
QCD, the most important of which is the ‘asymptotic freedom’ [1]. It has a dynamical mass
gap and also admits instantons similar to the four-dimensional QCD [2]. This makes it a
preferred toy model [3] to explore fundamental questions. Though this model has been
extensively studied numerically, this has recently again attracted a lot of attention because



new classical and quantum computing methods have been developed and this model is again
relevant as a toy model. This model has been studied using tensor network methods based
on matrix product states (MPS) for 6 = 0,7 [4, 5] and using higher-order tensor renormal-
ization group methods [6]. We are here concerned with aspects of quantum computation.
In order to regularize the theory and carry out numerical computations, past works have
mostly focused on using qubit approach to quantum computing [7-9]. The qubitization
program has argued that to reproduce the critical point of the continuum field theory in
this model, only two qubits per site are required. In this work, we present an alternate
method that is a more natural setting for bosonic degrees of freedom such as the O(3)
model. This approach is known as continuous variable (CV) quantum computation [10]
and is an alternative to the more traditional qubit methods. The fundamental idea of the
CV approach is to not consider a system of two-state systems such as ‘qubits’ or d-state
systems such as ‘qudits’ but to harness the power of the infinite-dimensional representation
in terms of bosonic fields obeying the infinite-dimensional commutator relations. In addi-
tion to the access to the enhanced Hilbert space, a quantum computer based on the CV
approach can effectively make use of photonic elements [11] to build states that are better

suited for maintaining coherence and quantum error correction.

The outline of the paper is as follows. In Sec. 2, we describe the standard rotor
Hamiltonian which describes the lattice version of the sigma model in one spatial dimension.
We then present the qumode formulation in Sec. 3. Then in Sec. 4.1, we consider the coupled
cluster Ansatz for the ground state of the O(3) model. We present the protocol to measure
energy expectation value and do time evolution of the model in Sec. 4. We end the paper
with a summary and conclusion in Sec. 5. We provide additional details about the CV
gates in Appendix A.

(FR: Some more recent references we should briefly comment on in the introduction [12—
14]. Strawberry fields reference [15]. Examples of recent progress in photonic quantum
computing [16-18]. Will add text later, just put all Refs. here for now.)

I agree. We should add these additional references

Alt possibility

2 Description of the the O(3) sigma model - a toy model for QCD

Nonlinear sigma models have been extensively studied because they share several features
with gauge theories but without added complications related to maintaining gauge invari-
ance. An important application of these models is in the low-energy dynamics of pions de-
scribed by an effective chiral Lagrangian density given schematically by £ = iTr[(?“U oruUt],
where U is an isospin SU(2) matrix. Due to this reason, this is also sometimes referred to as
a “principal chiral field” model [19]. It has a global SU(2);, x SU(2)g symmetry which co-
incides with the O(4) symmetry of the sigma model. This is clearly seen if we parametrize
the isospin matrix as U = ng + in - o, where & = (01, 092,03) are Pauli matrices, and
ngn® = n% +mn? = 1. We can define the angular momenta as Jg;, = —i(naainb — nb%) with



a,b=0,1,2,3. The Hamiltonian discretized on a spatial lattice can be written as
1
H= g D J% =AY na(x)n(2) (2.1)
a,b <m,x’>

where A is a coupling constant. The potential is bi-linear in the vectors n, that act as
coordinates of the system.

Moreover, a gauge theory with a local SU(2) symmetry can also be formulated in terms
of the parametrized isospin matrix on the lattice. In this case, the matrices U reside on the
links along which one also defines angular momenta J,;. The Hamiltonian can be written
* | A

H= Z J?, — 5 > TUMUERUE)U(4)] (2.2)
links plaquettes
where we introduced the Wilson loop over a plaquette in the second term. It can be
expressed in terms of the four-dimensional vectors n,(i) with ¢ = 1,2,3,4. We obtain a
quadri-linear expression for the plaquette term

LBU@U@UEUME)] = 0 (Dna(2) n@ny(4) - n® (Dna(3) nb2)n(4)

2
+n%(1)ng(4) n®(2)np(3) + €y (1)ny(2)n0(3)ng(4) . (2.3)

The states obey the constraint ebed J 0 Joa |¥) = 0. Additionally, the system also obeys
Gauss’s Law which further constrains the Hilbert space to the gauge singlet sector [20].
However, in this work, we will focus on quantum computations using continuous variables
for a simpler system, the nonlinear O(3) sigma model, which shares important features
with theories relevant to understanding strong interactions but is easier to tackle. We
leave extensions of the approach taken in this paper to formulate the continuous variable
formulation of gauge theories for future works. The nearest-neighbor O(3) sigma model
Hamiltonian is given by [21]

1
H:Q—QQZLE—oni-nj. (2.4)
i (i)

Here g¢? is the coupling constant, ¢ and j index nearest neighbor sites on a uni-directional
lattice. In addition, m; is a unit 3-vector at site ¢, which takes values on S9 and L; is
the angular momentum operator at each site L* = %eachbc. We use periodic boundary
conditions. As is customary, we write the interaction term in terms of spherical coordinates
noting that the vectors n; have unit modulus:

n; - n; = sin6; sin 0 cos(¢; — ¢;) + cos b cosb; . (2.5)

In fact, one can express the dot product of the vectors in terms of spherical harmonics

Yim(0,¢) as:

am

’I’L,;"I’Lj: 3

(Y1,o(9i, ¢i)Y1,0(05,05) — Y1,1(6i, ) Y1,-1(0;5, ;) — Y1,-1(0s, 9:)Y1,1(05, ¢j)>'
(2.6)



Each term in (2.6) has a total magnetic quantum number equal to zero. We can also write
the interaction term in terms of n* = (n® 4 in¥)/v/2 as [21]

n;-n; = n:rn; + n;nj +mn;ns. (2.7)

Therefore, the lattice Hamiltonian of the 1+1-dimensional O(3) model can be written as:
= L1
H=s5 2) L(z) — ¢ Z) (n+(x)n_(:r F1) 40 (@)t (@ + 1)+ nf (@) (o + 1)), (2.8)

and the continuum limit is obtained as we take g> — co. The eigenvalues of the kinetic
term is proportional to I(I + 1) where [ = 0---00 denote the energy levels based on the
irreducible representations of the O(3) symmetry. However, for practical calculations, we
impose a cutoff and referred to as lpax.. The superscripts in the components of n in (2.7)
have physical significance, they are proportional to M = 41,0 with M = my — ms, which
correspond to different charge sectors of the O(3) model. If we identify n*™ = FX41 and
n® = Xy, then the matrix elements of n can be computed using the well-known expressions
involving two Wigner-3j symbols as [22]:

l1 119 lh 1 I
l Xl = (=1)"™+/(2] 1)(21 1 . 2.9
(T ma | X [lz,ma) = (=1)™ /(20 + 1) (22 + )(000) (_mle2> (2.9)

This result is obtained from the relation

4 .
<l17m1’XM’l2am2> == \/Z/dg YE,mYLMle',m’

4
= (—1)’",/;/619 Ym0 Yo (2.10)
and the Gaunt coeflicients

2 1)(2 1)(2 1
/dQ Yll,ml}GQ,mQYZ&m3 :\/( I+ )( lo + )( ls + ) (ll lo l3> (ll lo l2> ‘ (2.11)

A 000 mi Mo Mo

In order to construct a reliable Ansatz for the O(3) model, we use the coupled-cluster (CC)
method which involves a state of the form [23]

1) oc T |gho) (2.12)

where T is the cluster operator built from single interaction terms in the Hamiltonian and «
is a tunable parameter. We can include higher-interaction terms, known as doubles ansatz
in the CC ansatz but for our purposes, an operator bilinear in n suffices. The use of CC
Ansatz for sigma models is not new and this has already been explored decades ago for a
class of O(N) non-linear sigma models [24-26] and recently also for quantum computations
in different context [27, 28]. Depending on whether the 7" is anti-Hermitian or Hermitian,



we can have a unitary or non-unitary CC trial state. To build the CC state, we start with
the tensor product of the states |l = 0, m = 0) defined at each site

L—-1
20) = X [1(x) = 0,m(z) =0) , (2.13)
=0

Wthh is the weak coupling vacuum state corresponding to the vanishing cluster operator
= 0. We choose to express T in terms of the potential term of the Hamiltonian and we
obtaln the following coupled-cluster Ansatz [29]:

’C 9 n(z)n(z+1) |QO> ’ (2.14)

where « is a variational parameter.
For L = 2 lattice sites, the energy of the CC state can be computed analytically. It is

given by
Eo(o)  FEo(a) 1 1 a—2g?
L 2 492 2 2

coth(2¢%), (2.15)

For small g2, this expression is minimized for o = 0, and we obtain the estimate of the
ground state energy Ey/2 = 0. This corresponds to the energy of the state with zero angular
momentum, as expected. Next, we observe that the optimal value of a goes to 1 for large
values of g2. This provides the following estimate of the ground state energy

% —g*+1. (2.16)
This is an expected result because at large g2, the potential energy dominates and it is
minimized when all unit vectors n(x) align (since n(z) -n(zx +1) < 1).

The ground-state energy obtained using the CC state and the Hamiltonian (2.4) is
shown in Figure 1. We plot Eg(a)/L as a function of g2 for L = 3 compared to the results
from exact diagonalization (ED). Using a cutoff l,,4; = 3, for small g2, we see excellent
agreement between the CC and ED results for up to ¢? ~ 10 For very large g2, the CC
energies go far below the results from ED with [,,4, = 5 showing that a larger cutoff is
needed for accuracy of ED results.

|[GS: We need to say a little more: We know that our Ansatz is accurate for large ¢°.
What is a good enough lq. for g> = 10? Also, for L > 2, we should be able to show that
this Ansatz gives an accurate result for large g2

A similar approach based on a CC Ansatz which is a modified version of (2.14) can be
used to estimate excited state energies. For the first excited state, we apply the CC Ansatz:
(FR: Could we say a few more words where this expression is coming from?)

o 2
ICCy) o ™% Tanl@) nla+1) an ) [90) (2.17)

which is orthogonal to the CC Ansatz for the ground state (CC|CC;) = 0. For illustration
purposes, we consider again only two lattice sites L = 2. The Ansatz in Eq. (2.17) yields



g2

Figure 1. First pass for Fy using ED for L = 3 with rotor Hamiltonian (2.4). The dashed curve is
—g? + 1. The truncation level is set to L4 = 3. [GS: Include CC result and a separate figure for
L = 2. Do we know that —g? + 1 is the right asymptote for L = 3?] [No, we don’t know the exact
one for L = 3. T think one figure is enough for both L=2 and L=3 since it is sparse anyways.|[ST:
ED and CC for L = 2,3. lnax = 3 for ED, 500,000 sample points for MC integration for L = 3.
L =2 CC is analytic.|
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Figure 2. First pass for gap using ED with rotor Hamiltonian (2.4). [GS: Include CC result and
a separate figure for L = 2. Same here: One figure is enough for both L=2 and L=3.][ST: ED and
CC for L = 2,3. lpax = 3 for ED, 500,000 sample points for MC integration for L = 3. L =2 CC
is analytic.|

the following estimate for the energy of the first excited state

Ei(a) 5 —a+4¢%(1+2¢%a —a?) + el (—4g? + a + 8¢t (o + a?))
=g+ ; . (2.18)
L 4g%(a + et (—1 4 4¢%a))

For small g2, this is minimized again for &« = 0 and we obtain the following estimate of

the first excited state % = %Z. This result corresponds to a single [ = 1 excitation, as

expected. In the large g2 limit, the expression in Eq. (2.18) is minimized for a = 1, similar



to the ground state, and the corresponding energy is % = —g¢2+1. This demonstrates that
the gap closes asymptotically as g% — oo.

First excited state energies obtained from the CC and ED methods are shown in Figure
2. As with the ground state, there is very good agreement with ED at smaller ¢? and an
out-performance of the CC calculation over ED for large g2.

[GS: We need to say a little more: Is our Ansatz is accurate for large g?? What is a
good enough 4, for ¢> = 107]

It is possible to write the O(3) Hamiltonian given by (2.8) in terms of bosonic creation
and annihilation operators with two quantum harmonic oscillators at each site using the
Schwinger boson formalism [30]. See also Ref. [31]. Thus, it appears that only two qumodes
are needed for each lattice site to simulate this model using quantum computing based on
continuous variables. However, this approach results in expressions that appear to be
challenging to implement with near- to intermediate-term resources.

In this work, we take an alternative point of view and express the O(3) non-linear sigma
model as a limit of a three-component scalar field theory in 1+1 dimensions requiring three
qumodes at each site. We show that in the appropriate limit, this is equivalent to the
rotor Hamiltonian which is known to reproduce the sigma model in the continuum. Both
of these continuous variable approaches to the O(3) model belong to the same universality
class. One advantage of using the approach presented here is that scalar field theories can
be simulated with established methods using continuous variable quantum computing. See
Refs. [32, 33].

3 Scalar field theory formulation on the unit sphere

We now consider a linear O(3) model consisting of real scalar fields ¢%(z) (a = 1,2,3)
in a single spatial dimension denoted by xz. We discretize space using L lattice points
x=0,1,...,L — 1, impose periodic boundary conditions, and choose units such that the
lattice spacing, and the fundamental constants c, i are all set to unity. Let 7% be the

conjugate momentum to ¢® obeying the canonical commutation relations
[0%(x), (2] = 169840 . (3.1)

We can write the Hamiltonian as

H= 53 S0 = X [ (60 - ol + )P - 2] (32

T

Here the angular momentum operator L denotes the cross product of the vector field and
its conjugate momentum,

L(z) = ¢(z) x w(x), (3.3)
where we used the simplified triplet notation for the fields, ¢ = (¢1, @2, ¢3), and similarly

for 7r. It is useful to define a local basis at each lattice site consisting of the states defined
on a three-dimensional space

l,m; A) = \/1N /drrz R O G L (n)|r,n) . (3.4)



Here m is a unit 3-vector, r is the radial direction, and A is an energy cutoff scale restricting
the wavefunction on a circle of radius » = g. We will model the energy cutoff in terms of a
squeezing parameter. The state described in (3.4) can be separated into radial and angular
parts denoted by Y7,,,. The radial integrand is not unique and any function that converges to
a 0-function centered at » = g as the cutoff A — oo would work in practice. In what follows,
this choice affects energies only to O (A_l). The states in (3.4) form an orthonormal set
with norm

N = gi\\/% +O(AT3) . (3.5)

The matrix elements of the kinetic energy are given by exact expressions for finite values
of the cutoff A since the radial part of the wave functions decouples
I(l+1)

1
5z (s AL L2 W'y A) = 220G (3.6)

For the interaction term of the Hamiltonian, we consider two adjacent sites labeled by
and j. We start with the matrix elements of a local term contributing to the interaction
potential as

<l, m; A‘ ¢2 ‘l/, m'; A> = 92 (1 + O (AiZ)) 5l,l’5m,m’ . (3.7)

The matrix elements have a simple structure and, after subtracting g2, see (3.2), they vanish
in the limit of large values for the cutoff parameter A — oo. The matrix elements of the
term involving two sites can be written as

(I mis Al (L, mgs A @(i) - () [l mis A) |15, mi; A)
= ¢* (L+ O (A7) (liymil {1, my| mi - mg |l mi) |15, m5) (3.8)

It has the same structure as the potential term of the O(3) model discussed in the previous
section, which we therefore recover in the limit A — oo.

Next, we use the Hamiltonian given in (3.2) with the local basis of states given in (3.4)
to compute the ground state energy for different values of the cutoff A. The results are
shown in Fig. 3, which displays the ground state energy density for L = 2,3 and lnax = 3,
for three values of g2 as a function of A while Figs. 4-6 display mass gaps for L = 2 and
L = 3, for three values of [;,.x and three values of A as function of g2. [GS: How do these
results compare with CC results?|

To achieve a better understanding of the energy levels, we construct a variational
Ansatz by extending the CC method used for the O(3) model in Section 2. Analogous
to (2.13), we start with a reference state |€2(A)) defined as a tensor product of the states
|l =0,m = 0;A) defined at each site,

L-1
12(A) = K) [1(x) = 0,m(z) = 0; A) . (3.9)
=0

This is the weak coupling vacuum state which corresponds to the vanishing cluster operator
T = 0. We define 7" in terms of the potential term in the Hamiltonian and adopt the CC
Ansatz:

ICC(A)) x e~ & Zal@@=¢+D)* | (p)) | (3.10)
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Figure 4. Mass gap AFE vs g2 for L = 2,3, for lax = 1,2,3 and A = 1.Compare w/ CC

which reduces to the CC Ansatz for the O(3) model (2.14) in the limit A — oco. The
ground-state energy obtained using the CC state and the Hamiltonian (3.2) is shown in
Figure 13, for three values of g2. We see excellent agreement between CC and ED results as
A becomes large. [GS: Why are we only comparing CC with ED at infinite A? In particular,
we should be comparing with Figure 3. Maybe combine the two figures?|

A similar approach based on a CC Ansatz which is a modified version of (3.10) can be
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used to estimate excited state energies. Notice that

ll=1,m;A) x Yim(n)|l =0,m=0;A) (3.11)

~10 -



Figure 8. Ground state energy Eo/L for L = 2,3 vs g2, computed with ED and the CC method,
for A = v/10. ED is taken at I, = 3.

Figure 9. Ground state energy Ey/L for L = 2,3 vs g2, computed with ED and the CC method,
for A = 10. ED is taken at l,ax = 3.
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Figure 10. Mass gap AFE for L = 2,3 vs g2, computed with ED and the CC method, for A = 1.
ED is taken at l,.x = 3. ED disagrees w/ green points in Fig 4

which is a direct consequence of Eq. (3.4). Concentrating on m = 0 (the other cases can
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Figure 12. Mass gap AFE for L = 2,3 vs g2, computed with ED and the CC method, for A = 10.
ED is taken at lhax = 3.

be treated similarly), we define

Q2(A)) o ¢3() [2(A)) (3.12)
and for the first excited state, we apply the following CC Ansatz

ICC1(A)) x e~ £ Za(@@)—¢(@+1)* 3 10.(4)) (3.13)

This Ansatz reduces to the one for the O(3) model, see Eq. (2.17), in the limit A — oo.
The state [2,(A)), given by (3.12), is the weak-coupling eigenstate with site = in the state
ll(z) = 1,m(z) = 0; A), and all others in the |[(2’) = 0, m(2’) = 0; A) state (2’ # x). The
degeneracy persists even at finite coupling, and so it should not matter which value of m
we choose at . The first excited state energies obtained from the CC method are shown in
Fig. 14. As with the ground state, we find very good agreement with ED for large values
of A. |GS: Why are we only comparing CC with ED at infinite A? In particular, we should
be comparing with Figure ??. Maybe combine the two figures?|
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Figure 13. Minimized coupled cluster energies for the ground state, for different values of A in the
state |l =0,m = 0;A), and L = 2. The shaded gray band is the O(3) energy obtained from exact
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The g% = 10, A — oo result is within the error region, indicating excellent agreement even for large

g°.

4 Quantum simulation using continuous variables

In this section, we discuss the simulation of the O(3) model using CV gates. We start
with the construction of the CC Ansatz, which we then use for the quantum computation
of energy levels. Next, we describe the relevant circuits for the time evolution within the
CV approach and we present numerical results using the STRAWBERRY FIELDS quantum
simulator. More detailed discussions about CV gates can be found in the Appendix A.

4.1 Coupled Cluster Ansatz

To engineer the CC Ansatz in (3.10), let us first concentrate on a single lattice site. By
making use of three qumodes of quadratures (qq,ps) (a = 1,2,3), collectively denoted as
(g, p), we initialize the system in the vacuum state

3
1 _1
0) =@ 00, = 7 / g i |g) (4.1)
a=1

~13 -
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Figure 14. Minimized coupled cluster energies for the first excited state, for different values of
A in the state |l = 0,m = 0; A). The shaded gray region is the O(3) energy obtained from exact
diagonalization, whose center is at [;,,x = 10 and the error given by its difference from Iy, = 9.

The g2 = 10 A — oo result is within the error region, indicating excellent agreement even for large

g°.

We attach an ancilla qumode of quadratures (gp, pp), also initialized in the vacuum state

1 _1
00 =z [ dave 3% ), 4.2

We apply the product of two-mode entangling non-Gaussian unitaries
A2
Up =e Vzglal® (4.3)

followed by the application of a translation operator on the ancilla qumode
Uy = 9V 5 +1m (4.4)

These operators shift the quadrature ¢, of the ancilla qumode. Altogether, we thus obtain

3 2
0 [T Val0) 00, = & [ @adaemiwte oS ()20 g0y, )
a=1

Next, we measure the ancilla qumode projecting it onto the state |0),. The resulting state,
which we denote by |w(A)), now only involves the three main qumodes. It is given by

2

3 A2, 5 9o
w(A) o (0] Uy [ Uas 10) 0), / BPge 7@ gy (4.6)

a=1
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Figure 15. L = 2 ground and first excited state energies vs g? for different values of A, computed
using exact diagonalization (ED) as well as via the coupled cluster (CC) method. ED uses a matrix
truncation of I, ,x = 5, while CC employs numerical integration.

e e— Ve VD "t Y

Ugb Ugb Ulb

Figure 16. CV quantum circuit for the generation of the state |w(A)) = |l = 0,m = 0, A) relevant
for the construction of the coupled cluster ansatz, see (4.6).

Evidently, we constructed the state |w(A)) = |l =0, m = 0,A). The associated circuit in
terms of CV gates is shown in Fig. 16. The non-Gaussian unitaries U, in (4.3) can be
expressed in terms of cubic phase gates acting on the ancilla qumode. Using the relation

69zp = (4o +1b)* — (40 — Pb)” — 213 , (4.7)
we obtain the following decomposition of Ul:

U =CZl, - F -V -F,-CZ% - F -V, F,-CZl, - F - V2 F,. (4.8)
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‘ BS BS BS BS
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Figure 17. CV quantum circuit implementing the non-Gaussian unitary operator U, given in
(4.3).

Here Fy = ¢"1(Pi+4) is the Fourier transform operator, CZ,, = €'P is the controlled
phase gate, (FR: CZ or CX? see appendix) and we introduced the cubic gate

iLqB
VZ) — ¢ 6v2g b (49)

We find that we can obtain better numerical accuracy when using the quantum simulator
STRAWBERRY FIELDS! if we rewrite (4.8) in in terms of beam splitters BS rather than CZ
gates

Uay = F) - BSpa -V, - BSpo - BSap -V, - BSay - V2 - Fy (4.10)

Here BS,; implements a 50:50 beam splitter («— Write out explicitly, 6..7) and BSy, is the
same beam splitter with ports switched. The quantum circuit for this unitary is shown in
Figure 17.

Next, we consider two lattice sites each occupied by qumode triplets of quadratures
(qa, pa) and (q,, pl,), respectively with a = 1,2, 3. (+ should it be indices a, d’, see below?)
As before, we collectively denote them by (q,p) and (¢’,p’). Analogous to the procedure
discussed above, we start by engineering the state

lw(A)), ® [w(A)), =[l=0,m=0;A)®|I'=0,m =0;A), (4.11)

which is given in terms of a direct tensor product of the states constructed for each lattice
site, see (4.6). We proceed by attaching a triplet of ancilla qumodes of quadratures (g, p.)
initialized in the vacuum state, and apply the Gaussian unitary

Vie = € V3L aPe (4.12)

followed by the analogous unitary VJ, .- These two operators shift the quadratures of the
ancilla qumodes. We obtain the state

A2

2 /
Vi Vae )y @ o))y = [ dladi dgque ot rade sl o g

x|a)lq') lgc — \/g(q—q’» : (4.13)

"However, in both cases, it is important that the gate set we use in STRAWBERRY FIELDS consists of

entangling gates where “qumode 1” is the ancilla. Evidently, a gate set consisting of entangling gates with
reverse ordering causes significant numerical problems.
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Figure 18. CV quantum circuit for constructing the CC state for two lattice sites in (4.14). Each
line represents three qumodes. (Measurement vs projection onto |0). in circuit diagram, see Fig.
below?)

After measuring the ancilla qumodes and projecting them onto the vacuum state |0),., we
obtain the state

e 2070 w(A)), @ [w(A))y - (4.14)

After identifying ¢(z) = q, ¢(z+1) = q’, we have thus engineered the desired state |[CC(A))
for two lattice sites, see (3.10). The circuit to construct this state is shown in Fig. 18. This
can be generalized to an arbitrary number of lattice sites by repeating the above procedure
for each pair of adjacent sites (x,x + 1) of the 1-dimensional lattice.

Next, we are going to consider the construction of the first excited state, see (3.13)
above. The construction of this state is a direct extension of the procedure for the ground
state given in (3.10), which we have already engineered. After obtaining the state |Q2(A)),
(«— clarify relation between |w(A)) and |©2(A))..7) we add an ancilla of quadratures (g., pc)
prepared in the vacuum state |0),. We then apply the following string of Gaussian unitaries
(CX gates)

[[e oo, vy <1, (4.15)
x

and measure the added ancilla in the photon number basis projecting it onto the single-
photon state. It is important that « is chosen to be sufficiently small to increase the
probability of success of the projective measurement and avoid introducing an unwanted
dependence of the outcome on ¢3. We obtain the following uniform superposition of states

e (U [ e @5 10(A)) [0), 0 Y da(x) [QA)) (4.16)

on which the CC Ansatz for the first-excited state (3.13) is based. The quantum circuit
for L = 2 lattice sites is shown in Fig. 19. After obtaining the state in (4.16), we still need
to apply the circuit show in Fig. 18 to realize the full CC Ansatz analogous to the ground
state described above.

4.2 Quantum computation of energy levels

After constructing the CC Ansatz in the previous section, we are now going to describe
the procedure to obtain the ground state energy of the Hamiltonian given in (3.2) using
quantum resources. In order to compute the expectation value (H), we first consider the

17 -



l=0,m=0;A),_,
e~ 1193(1)pe e~ 1193(0)pe
|0>c 1 n = 1

Figure 19. CV quantum circuit relevant for constructing the CC ansatz for the first excited state,
see (3.13), with L = 2 lattice sites.

interaction term in (3.2), which is given by > (¢(z) — ¢z + 1))2. After engineering the
CC Ansatz, see (3.10), we create the state

(WD) = [TT] Pra(T) - BS; 141 1CC) | (4.17)

by acting on the CC Ansatz first with a series of 50:50 beam splitters with neighboring
lattice sites as input ports and then by applying quadratic phase gates P, 4(I') = eil¢a(z)/ 2
where T' is a real parameter. Note that the quadratic phase gate can be decomposed in
terms of a single rotation and single-mode squeezer gate. We then compute

%ZZ[(\P(F)INM (W) + (U(=T)| Naa [0 (=T)) = 2{¥(0)[ Nao [¥(0))] ,  (4.18)

where N, , is the number operator for the qumode labeled by x,a, which can be written
as Ny = 3(72(z) + ¢2(x)) with a = 1,2,3. To see why this gives us the expectation
value of the interaction term of the Hamiltonian in (3.2), note that for a single qumode of

quadratures (g, p), we have

1
PHIINP) = 2 (¢ +(p+Ta)?) | (4.19)
where N = 1(p? + ¢%) and P(I) is the quadratic phase gate as introduced above. We
deduce the following parameter shift rule

% PHT)NP(T) + PH(-T)NP(-T) — QN] =g, (4.20)
This yields the expression involving expectation values given in (4.18) by taking g = ¢4(z),
and noting that applying the 50:50 beam splitters results in ¢q(x) — ¢o(z) — do(z + 1).
Therefore, we obtain the desired expression for the interaction term in the Hamiltonian in
(3.2). A quantum circuit for the above calculation is shown in Fig. 20 for qumodes ¢, ()
and ¢q(x + 1).

For practical purposes, when computing expectation values, it is advantageous to add
an ancilla qumode of quadratures (g, p.) prepared in the vacuum state and to use a CX
gate instead of a P gate. That is, we make the replacement eil'9a(2)/2 _y ¢=ilPe®¢a() Thig

reduces numerical errors at small values of I', which is necessary to keep truncation errors
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(z,a) — P(T) ()
BS
(x+1,a) — P(T) (1)

|CC)

Figure 20. Quantum circuit for the calculation of the expectation value of the interaction term in
the Hamiltonian (3.2) for qumodes ¢,(x) and ¢, (x + 1).

and additional squeezing minimal. Instead of a parameter shift rule, we need to choose only

one value of I' and compute
2

2
This gives the desired result due to the relation

(WD) INw(T)) - (4.21)

CX (-T)-N.-CX (I') = N. + Dqepa(z) + F22¢3(x) , (4.22)

where the expectation values of IV, and g, vanish for the vacuum state, which the ancilla is
prepared in. The only remaining term is the one we need, thereby preventing errors derived
from unphysical terms. However, with only one ancilla this method requires us to compute
((Aga(x))?) for each value of z and a.

Next, we are going to consider the kinetic energy term in the Hamiltonian (3.2), which
is given by

2;2 S L (r) = 2; S ($la) x w(2))? . (4.23)

To obtain its expectation value, fix  and a = 3 and consider (L3(x)) (the contributions
of the other components are treated similarly). We compute the expectation value of the
square of the number operator for the a = 1,2 qumodes at lattice site x as:

ANpy(z) = (Np2 — Naa)? (4.24)
with respect to the state
|U) = BS12,45 - F1|CC) (4.25)

where F' is the Fourier transform operator (F' = ei%(p2+q2)) and BS is a 50:50 beam splitter.

After some algebra, we obtain
L%(l’) = FITJ . BSlg’x . Ang(IL‘) . BSlZ,x . Fa:,l (426)

hence
(CC| Li(z) |CC) = (¥| ANy (z) | ¥) (4.27)

The expectation values of L%,Q (x) are obtained by cyclic permutation of the indices.
However, with matrices anything beyond L = 4, l. = 2 where H is of size 9* x 9%

presents a computational challenge. Therefore, we will use the numerical integration method

to obtain energy estimates for a larger number of sites. In obtaining direct integration results
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Figure 21. (a) Ground and first excited state coupled cluster energies for the O(3) model for up
to L = 5 sites, for g2 = 1. We used quasi-Monte Carlo integration with 500,000 sample points. (b)
Mass gaps AE = Fy — Ey.

for L = 2, the angular integrals could be performed analytically, and then we did numerical
integration over the r(z) to obtain CC energies for different values of R. For L > 3, we
instead perform Monte Carlo integration over all variables.

The g = 1 energies are displayed in Fig. 21. The mass gap appears to converge near
A ~ 048 as L. — oco. We see the accumulation of numerical error as the number of sites
is increased, especially for smaller A. Results for g> = 4 are shown in Figure 22, with 10
times as many sample points. The gap at large L is very small, as expected, however, the
numerical error is far more severe than the g2 = 1 case, making it difficult to determine the
gap at more than four sites.

STRAWBERRY FIELDS simulation results are depicted in Figure 23 for ¢> = 1 and
g*> = 4, for the ground state coupled cluster energies. Here we employed an ancilla and
CX gates instead of P gates to compute the coupling term, see Eqgs. (4.21) and (4.22).
Error bars were obtained by computing the energy along each Cartesian direction. Since
the CC ground state is invariant under global rotations, each result (multiplied by 3) should
be valid, so that any variation derives from truncation error. Noticing the very significant
truncation error at A2 = 10 for Hilbert space dimensions of up to 147 (the extra qumode
the ancilla), we see that it requires an immense amount of computational resources to be
able to simulate a coupled cluster state with a sufficiently large value of A to estimate the
O(3) energies. The results at higher ny,x seem to be improved somewhat if we compute
(L?) using Eq. (4.27) but by breaking up the expectation value as

(CC| L3(2) |CC) = 2 ((¥| NI(z) |¥) + (| N3(z) |¥)) — (CC| (N7 + N2)?|CC)  (4.28)

where the last term is an expectation in the state |CC) rather than |¥), see Figure 24. [ST:
Figure 23 on the other hand uses |¥) for all terms:

(CC| Li(x) |CC) = ({¥| Ni(x) [¥) + (@[ N3 (x) |¥)) — 2 (¥| N1 Na |¥) (4.29)

| In any case, we note that the truncation error is in the number basis, unlike our ED results
which were truncated in the spherical harmonic basis.
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Figure 22. (a) Ground and first excited state coupled cluster energies for the O(3) model for up
to L = 4 sites, for g> = 4. We used quasi Monte Carlo integration with 5,000,000 sample points.
Numerical error increases significantly beyond three sites. (b) Mass gaps AE = E; — Ey.
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Figure 23. STRAWBERRY FIELDS simulation results for the calculation of ground state coupled
cluster energies near the minimizing value of « for (a) g2 = 1 and (b) g = 4 and L = 2. The black
points were obtained with numerical integration over the radial coordinates, and the dashed line
obtained using Eq. (2.15).

4.3 Time evolution circuits and quantum simulator results

In this section, we perform the time evolution for the Hamiltonian given by (3.2).

To promote the interaction term in the Hamiltonian (3.2) to a time-evolution operator,
we apply the string of unitaries Uy = [], [[, Ua(), where U,(x) is obtained by applying
50:50 beam splitters and a quadratic phase gate:

At

Un(z) = o~ 15 ($a(@)=da(z+1))* _ BS% .1 - Px’a(f7) -BS%, (4.30)

A quantum circuit implementing this Trotter step is shown in Figure 25 for qumodes ¢, ()
and ¢q(z + 1).

The time evolution of the kinetic term can be implemented with the aid of non-Gaussian
Kerr gates, K(s) = ¢**N* | and Cross-Kerr gates, CK(s) = ¢*NN2_ For a given lattice site

x, each Trotter step will contain the string of unitaries

U31 (1’) . Uzg(l‘) . Ulg(aj) (4.31)
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Figure 24. STRAWBERRY FIELDS simulation results for the calculation of ground state coupled
cluster energies near the minimizing value of « for (a) g = 1 and (b) g> = 4 and L = 2. Here we use
(4.28) to compute the kinetic energy. The black points were obtained with numerical integration
over the radial coordinates, and the dashed line obtained using Eq. (2.15).

(z,a)

(r+1,a)

BS BS

Figure 25. Quantum circuit for a Trotter step of the interaction term (Eq. (4.30)) in the Hamil-
tonian (3.2) for qumodes ¢, () and ¢q(z + 1).

where, using Eq. (4.26),

At
Uaw(z) = F:;r,a : BSgb : Kx,a(_fgz) : CKaCcLb( g

At At
72) : Kx,b(_i) : BSgb : FCC,CL

2 (4.32)

A quantum circuit implementing the Trotter step for the kinetic energy (4.31) is shown in
Figure 26 for the three qumodes at a given lattice site x.

(z,1)
U
(z,2)
U U

(z,3)

(x,a) (F] K(—£%) [ F]
Varf2) BS i CK(g) | | BS

(z,b) K(=355)

Figure 26. CIRC6Quantum circuit for a Trotter step of the kinetic energy (Eq. (4.31)) in the

Hamiltonian (3.2) for the three qumodes ¢, ().
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Having described the protocol for time evolution, we now quantify the errors accrued
during the evolution. In particular, we show that for a long time of evolution, ¢, the error
in the computed amplitudes is O (%), which tells us that given any time ¢, we can fix A
so that we obtain the O(3) result to the desired accuracy.

Consider the state |I,m;A) given by Eq. (3.4). Its wavefunction factorizes into radial
and angular parts,

1 2(,2_2)2 /g2
ronll,m A = YA (r)Yim(n) , pa(r) = ——e (r?=9*)"/89 4.33
(r,n ) (r)Yim(n) (r) NG (4.33)
where the normalization constant is given by (3.5) for large cutoff A. The radial wavefunc-
tion is centered at r = g with a spread Ar ~ O(1/A). The matrix elements of the evolution
operator in the basis (3.4) can be written as

(L,m; Al e H |l m/; A) = /Hdr(x)rQ(:r)WA(r(x))\z (lm) e | I'm/) . (4.34)

where |I,m;A) = Q. |l(z), m(z); A), and similarly for the other states. The Hamiltonian
H is a function of the radial coordinates through its interaction term which is quadratic
in the fields. Therefore, the radial spread in the exponent of the evolution operator is
t-O(rAr) ~ O(gt/A), where we used r ~ g and Ar ~ 1/A. It follows that, given ¢, we
should choose A so that ¢ < A/g. To show this numerically, we computed the probability
corresponding to the transition amplitudes (4.34) for several values of A and g2 = 1. Results
are shown in Figs. 27 and 28. Discuss results. In Fig. 27, we computed this probability
for | =1 =m =m’ = 0 and for three different times, for L = 2 sites. As in (4.34), this
calculation was performed by expressing the time evolution operator as a matrix in the
spherical harmonic basis, and as a function of the continuous parameter r. Monte Carlo
integration was then performed over the r coordinate to complete the computation of the
amplitude. We find that greater values of A are required for large times t as well as for
values of ¢ for which the returning probability is also large.

In Fig. 28, we analyzed the time evolution using a STRAWBERRY FIELDS simulation.
Instead of computing an amplitude in the basis |I, m;A), we constructed and evolved the
state |0,0; A) but computed the amplitude with the photon number vacuum state

(r[0) oc e ™ /2|l = 0,m = 0) (4.35)

Even with just two Trotter steps and a small truncation in the photon number basis, the
Figure displays good agreement with results obtained using matrices and Monte Carlo
integration, the latter of which contains no Trotter error. It is interesting that at larger
times we get better agreement with ny.x = 8,10 than with n,, = 12.

5 Conclusion

We studied the O(3) sigma model in 141 dimensions using continuous variables which is
an alternate approach to quantum computing. To achieve this, we considered a collection
of scalar fields with three physical qumodes at each site. In the limit of sufficiently large
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Figure 27. The probability of obtaining the original state |Q(A)) for several times ¢ and for
L = 2,lax = 3,92 = 1. The blue points correspond to A2 = 10, 20, 40, 100, 200, 400, while the
histogram values correspond to the O(3) limit.
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Figure 28. Probability of obtaining the vacuum state |0), after evolving the state |Q2(A)) for a
time t, for L = 2, g% = 1,A%2 = 10. The black points are obtained in the same way as in Figure 27
(matrices in spherical harmonic basis at truncation l,.x = 3, Monte Carlo integration over radial
direction). The points without error bars indicate results obtained from STRAWBERRY FIELDS with
2 Trotter steps for different Fock space cutoffs nyax. Also shown is the result for ny.x = 8 and
Nmax = 12 with 10 Trotter steps.

squeezing, our results show that we agree with the lattice rotor Hamiltonian. In order to
carry out the quantum simulation, we start by preparing the ground and excited states.
To achieve this, we used the coupled cluster Ansatz and found that it accurately obtains
the ground and excited state energies. Using this Ansatz, we outlined the procedure to
compute the expectation value of the energy and perform time evolution using continuous
variables. We estimated the resource requirements and the accuracy of time evolution to
leading order in the radial cutoff A. To show that our outlined procedure works in practice,
we prepared the ground state Ansatz and performed the time evolution for a few Trotter
steps using the photonic simulator, STRAWBERRY FIELDS with appropriate truncation of
the Fock space.
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A Continuous Variable Gates

In this appendix we review some of the CV gates used in this paper. Additional details and
gates can be found in [34].

A.1 Single qumode gates

To create a squeezed state on the sphere, we first apply a squeeze operation and then a

displacement in position. Squeezing is implemented by
r(at® a2
S(r):e2(a a>, (A1)

where a and a' are bosonic creation and annihilation operators with [a,a!] = 1. The

position and conjugate momentum are written as

q:\}Q(aua), p:é(aa) (A2)

Recall that in this paper the components of the field ¢;(x), on each of L sites, give 3L inde-

pendent position operators, each of which are accompanied by their conjugate momentum
mi(z). It follows from (A.1) and (A.2) that

ST(r)gS(r) =e"q, ST (r)pS(r)=e€"p (A.3)

Note that we have 1
T = 5 ln R, (A4)

where R is the squeezing parameter used in this paper. A displacement in position is
possible using a displacement gate equipped with a real parameter

e = D(z/V?2) = e\%(aLa), zeR (A.5)
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Its action is

q—q+T, p—=p (A.6)
This action gives us a way to compute the expectation value of q.

1 (eipre_ipx — e_ipreipx) , N= L (q2 —I—p2) (A7)

1= 5, 2

Thus to compute (| ¢ 1), we compute the mean photon number in the two states

e NY) , P ) (A.8)

and take the difference.

We also use a rotation gate
R() =e™N? | heR (A.9)
to help in implementing the angular momentum operator L. Tt rotates the position and

q cosf) —sinf q
Al
(p) - (sin@ cos 6 ) (p) (A.10)

A particularly useful single-qumode gate is the quadratic phase gate,

momentum

P(s) = e'sd/2, (A.11)

which has the transformation properties

Pi(s)gP(s) =q, P'(s)pP(s) =p+ sq (A.12)
From this we find
PUs)NP(s) = PI(s)5 (¢ +97) P(s) = 3 [+ (0 + 50 (A13)
Thus
&= % (PH&)NP(s) + P(—s)NP(~s) — 2P (0)N P(0)) (A.14)

This means that we can compute the expectation value (1| ¢? |[¢) by instead computing

(Y| PY(s)NP(s) ) , (A.15)
for three values of s. These are found simply by measuring the mean photon number in

the state P(s)[¢). Note that it is possible to express the P gate in terms of the more
elementary rotation and single-mode squeeze gates [34].
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A.2 Two qumode gates

The fundamental two qumode gate that is typically considered is the beamsplitter gate
P N
BS; () = (@949 g e R (A.16)

We use it in conjunction with R in dealing with L. Its action is given by

a/pi) cos ) —sin f qi/pi (A7)
4;/p; sinf cos#@ q;/p;
We note that in our qumode formulation, the beamsplitter corresponds to an O(3) rotation

in the x; — x; plane,

BS; () = e~ 0kl (A.18)
Another important gate is the ‘CX’ gate,

CXj(s) = e~ "0P, (A.19)
which can be decomposed in terms of beamsplitters and single-mode squeezers. Its action
is

4% — 4, Pi—Pi— SPj

pPj = Dpjs 44+ SG (A.20)
In this paper, we use this gate for two purposes. First, it allows us to obtain the difference
in field ‘positions’,

—

é(z) — ¢z + 1) (A.21)
which appears in the coupling term of our Hamiltonian. Second, with the aid of an ancilla,

it enables us to engineer certain exponential wavefunctions. Let ¢; be a physical qumode
and g, an ancilla. Then

CXiale) 01,0 10), = [ dafalt) oy © 700 0}, = [ dafalv) o) @ 1sa), (422
The state |sq), is a coherent state, and so
(N =0[sq)y = e0/? (A.23)

Thus, measuring ¢, to be in the N = 0 state gives the (unnormalized) state

2

/ dglqlp)e" /2 |g), = /2 gy, (A.24)

This recipe allows us to apply the coupled cluster operator to the state |[2(R)). In this case
we couple six physical modes to the ancilla at a time:

apa — (6(@) — 8@ +1)) pe (A.25)

A similar procedure is used to construct |Q2(R)) itself but requires more than just C X gates
since the operation is non-Gaussian.
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